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Abstract— Considering a multi-user interference network with
an eavesdropper, this paper aims at the power allocation to
optimize the worst secrecy throughput among the network
links or the secure energy efficiency in terms of achieved
secrecy throughput per Joule under link security requirements.
Three scenarios for the access of channel state information are
considered: the perfect channel state information; partial channel
state information with channels from the transmitters to the
eavesdropper exponentially distributed; and not perfectly known
channels between the transmitters and the users with expo-
nentially distributed errors. The paper develops various path-
following procedures of low complexity and rapid convergence
for the optimal power allocation. Their effectiveness and viability
are illustrated through numerical examples. The power allocation
schemes are shown to achieve both high secrecy throughput and
energy efficiency.

Index Terms— Interference network, secure communication,
energy-efficient communication, power allocation, path-following
algorithms.

I. INTRODUCTION

HE broadcast nature of the wireless medium exhibits

different challenges in ensuring secure communications
in the presence of adversarial users [1], [2]. In particular, it is
difficult to protect the transmitted signals from unintended
recipients, who may improperly extract information from an
ongoing transmission without being detected [3], [4]. Physical
layer security [S5], [6] has been proposed as a solution to
provide security in wireless networks and researchers with a
goal being to optimize the secure throughput of a wireless
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network in the presence of eavesdroppers (EVs), which is the
difference between the desired user throughput and eavesdrop-
pers’ throughput [2]. Beyond secure throughput, significant
interest has recently been put on optimizing the secure energy
efficiency (SEE), which is the ratio of the secure throughput
to the total network power consumption, measured in terms of
bits per Joule per Hertz [7], [8].

There has been considerable recent research on physi-
cal layer security in wireless communication systems. For
example, assuming the availability of full channel state
information (CSI), secrecy optimization has been stud-
ied for cooperative relaying networks in [9]-[11]. Energy
efficiency (EE) of wireless networks has also drawn attention.
For examples, resource allocation algorithms for the optimiza-
tion of spectral efficiency as well as EE have been established
in [12]. Keeping EE maximization as an objective, the authors
in [13] proposed a precoder design for multi-input-multi-
output (MIMO) two-way relay networks. EE maximization for
cooperative spectrum sensing in cognitive sensor networks is
studied in [14].

The critical topic of SEE has also been explored very
recently [7], [8], [15]-[20]. Specifically, power control algo-
rithms for SEE maximization in decode-and-forward (DF)
and amplify-and-forward (AF) relaying networks have been
considered in [15] and [7], respectively. In [16], the authors
developed a distributed power control algorithm for SEE
maximization in DF relaying. The same resource allocation
problem for SEE maximization assuming full-duplex relaying
is considered in [17]. Recently, the authors in [18] and [19]
also derived the trade-off between SEE and secure spectral
efficiency in cognitive radio networks, while the authors
in [21] considered similar problems for ultra-dense small cells
underlaid on macro cells. All these works have assumed the
perfect CSI knowledge at the transmitter end, which is not
always possible.

It is commonly known that time or frequency resources
are generally limited in wireless networks and thus have to
be shared among multiple users. This can result in inter-
ference among users in the network and thus one has to
opt for careful resource allocation or interference alignment
schemes [22]. Considering a multiuser MIMO interference
network, [20] used the costly interference alignment technique
to cancel both information leakage and interference and then
Dinkelbach’s method of fractional programming is adopted
to optimize EE. As shown in [8], both zero-forcing and
interference alignment are not efficient in optimizing the
network SEE.
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Fig. 1. System model.

In this paper, we propose novel and efficient resource
allocation algorithms for both worst-case secure throughput
and worst secure energy efficiency maximization of a highly
interference-limited multi-user wireless network. Unlike many
previous works, we do not assume perfect CSI knowledge at
the transmitters. In fact, our transmitters only carry channel
distribution knowledge for the eavesdropper and imperfect
CSI for the users. Particularly, we consider three optimization
scenarios to gradually build our algorithms. We start with the
“perfect CSI” scenario. Next, we consider a “partial CSI”
setup where the channel between the transmitters and the
eavesdropper is exponentially distributed and only that channel
distribution knowledge is available at the transmitters. Finally,
we solve for the hardest “robust optimization” scenario, where
in addition to the assumption of only channel distribution
knowledge about eavesdroppers, we also assume uncertain
channels between the transmitters and the users with expo-
nentially distributed errors. We develop various path-following
procedures of low complexity and rapid convergence for the
optimal power allocation. Our extensive simulation results
illustrate their effectiveness and viability.

The rest of the paper is organized as follows. Section II,
Sections IIT and IV are devoted to optimizing the links’ worst
secrecy throughput and the network secure energy efficiency
under the perfect CSI, partial CSI and imperfectly known
CSI, respectively. The simulation is provided in Section V
to show the efficiency of the theoretical developments in the
previous section. Appendices provide fundamental rate outage
inequalities and approximations, which are the mathematical
base of the theoretical sections II-IV.

II. INTERFERENCE NETWORKS UNDER PERFECT CSI

We consider a cooperative network consisting of M single-
antenna transmitters and M single-antenna users as depicted
in Figure 1, where each transmitter ¢ intends to send the
information s; to user ¢. The information s; is normalized,
i.e. E(x7) = 1. Let p; be the transmit power allocated to
transmitter ¢ and p = (py,...,par)’ . Furthermore, denote by
\/h_ji the path gain from transmitter j to user . The received
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signal at user ¢ is

M
yi =V hiipisi + Z Vhiipjs; + ni,
J#i
where n; € CN(0, 07) is additive noise.

Suppose that there is an eavesdropper, which is also
equipped with a single antenna. Denoting by v/h;. the path
gain from transmitter ¢ to the EV, the received signal at the
EV is

M
Ve =YV hiePisi + e,
i=1

where n, € CN(0,02) is additive noise.
Under the perfect CSI at the transmitters, the information
throughput at user ¢ is

hipi
fi(p) £ 1n <1 e (1)
Y jzi hjipj + 07
With the EV considered as part of the legitimate network,

the path gain /h;. can also be assumed known [23]. The
wiretapped throughput for user ¢ at the EV is

hiePi ) . @)

> jpi hiePj + 0%
The secrecy throughput in transmitting information s; to

user ¢ while keeping it confidential from the eavesdropper is
defined as

g9i(p) = In (1 +

max{ f;(p) — 9:(p),0}. 3)

We consider the following fundamental optimization prob-
lems in a such network: the maximin secrecy throughput
optimization

A

max &g(p) = min [fi(p) — g:(p)] (4a)
st.0<p; <P, i=1,---,M, (4b)
and the network SEE maximization under users’ secrecy
throughput quality-of-service (QoS) requirements
M
Z[fi(P) - 9i(p)]
max P (p) £ = i (5a)
i=1
S.L. (4b)7 fl(p) - gz(p) 2 Ci, 1= 1; "7M7 (Sb)

or the maximin transmitter EE optimization under users’
secrecy throughput QoS requirements

fi(p) — 9i(p)
(pi + P!
Here (¢ is the reciprocal of the drain efficiency of the power
amplifier, Pci is the circuit power at transmitter ¢ and P. =
Ziﬂil P!. As the numerator in the objective function in (5)
is the sum secrecy throughput while the denominator is the
network power consumption, the objective function in (5)
expresses the network SEE in terms of nats/s/Joule. Similarly,

max min

p i=1,.,M s.t. (4b), (5b). (6)
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each subfunction in (6) expresses the SEE in for transmitting
the information s;. Moreover, the constraint (5b) for given
thresholds c¢; sets the QoS for the users in terms of the secrecy
throughput. This constraint is nonconvex, which is in contrast
to the throughput constraint

filp) = &,
which is equivalent to the linear constraint
hiipi > (¢ = 1)(Y_hjipj +0?), i=1,...,M.
J#i
A popular now approach [24] is to treat f; —g; in (4) as a d.c.
(difference of two concave functions) function [25]: f;(p) —

gi(p) = fi(p) = gi(p) with fi(p) =In( 7, hjip; +07) +
M ~

hl(zj';éi hjepj + Ug) and g;(p) = hl(zj';éi hjipj + 012) +

1n(zj1\il hjep; + o2) which are concave. Then at each iter-

i=1,...,M,

ation, f; is linearized while §; is innerly approximated by
a concave quadratic function for a lower approximation of
fi — gi [26], [27]. As a result, each iteration invokes solu-
tion of a simple convex quadratic optimization problem with
the logarithmic function optimization of high computational
complexity avoided.

Our next subsections are devoted to efficient computational
approach to solving each of (4), (5) and (6) without d.c.
representation.

A. Max-Min Secrecy Throughput Optimization

At every p(®) € Rf L Lxy,...,xp)7 x> 0,k =

1,..., M}, applying inequality (72) in the Appendix II for
v = 1/hipi,y = Z;\iz hjip; + o7 and & = 1/hip\™ 5 =
Zj\iz hjipg-'{') + o7 yields

£:() > 1 (p) @)
for
2
1) & (1 4 27) + —
1+ xf
P YL hips + o}
x |2 — ? - S il . (8

M
s haiv” + oF

On the other hand, applying inequality (75) in the Appendix II
for & = hiepiy = Siv;hjep; and T = hiept™ 5 =
S hyep™ yields

9i(p) < g™ (), )
for
(K) [y _ (k) 1
9; (P) - ln(l + xe,i ) + 1+ (L'(R,)

el

v 0-5hie(p$/pgﬁ) +p§l€)) _ x(*f) (10)
M s e, .
Zj;éi hjepj + 0%

Initialized by a feasible p© for the convex constraint (4b),
at the x-th iteration we solve the convex optimization problem

max ®{%(p) 2 min_ [f{7(p) — g (p)] st (4b) (11)
P i=1,...,M
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to generate the next iterative point p(**1). As (11) involves M
decision variables and M linear constraints, its computational
complexity is O(M2M?5 + M33).

One can see that ®g(p) > Fs(pﬂ)(p) Vp e RY
and O, (p)) = Fs(;)(p("‘)). Furthermore, @gg) (ptetD)y >
q>§§> (p(”)) if p(t1) £ p(®) because the former is the optimal
solution of (11) while the latter is its feasible point. Therefore,

Cop(pH) 2> 0L (V) > 0 (p1) = ey (p1),
(12)

ie. pt*t1) is better than p(*); as such {p(*)} is a sequence
of improved points that converges at least to a locally optimal
solution of (4) satisfying the first order necessary optimality
condition [28, Proposition 1]. In summary, we propose in
Algorithm 1 a path-following computational procedure for the
maximin secrecy throughput optimization problem (4).

Algorithm 1 Path-Following Algorithm for Maximin Secrecy
Throughput Optimization

Initialization: Set x = 0. Choose an initial feasible point
p© for the convex constraints (4b). Calculate Rl(gi)n as the
value of the objective in (4) at p©.
repeat
e Set k =k + 1.
e Solve the convex optimization problem (11) to obtain
the solution p(*).

e Calculate Rl(:i)n as the value of the objective in (4) at
(%)
L R==D

min min

e

until ) < €tol-

min

B. Secure Energy Efficient Maximization
Define

M
W(p) = Czpz + P.
i=1
Applying the inequality (73) in Appendix II for = 1/h;;pi,

y =2 1hhiip; + oFt = w(p), and & = 1/hpl™, § =
S hjip$™ + 07,1 = w(p™)) yields

—{r((;’)) > F{" (p) (13)
for
Fl(ﬂ) (p) N 2111(1 + xg")) xEH)
1 W) ()1 + )
y <2 P Yihiip o )
Pi Z;‘\;Iéi hjz‘pgﬂ) + o7
In(1 + xgﬁ))

- WW(P)- (14)

On the other hand, applying inequality (75) in Appendix II for
a=1+1n(2), = hiepi/ (34 hjep; + 02),t = m(p) and
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&2 hiepl™ (X0 hjep(™ + 02), £ = m(p™) yields

—gi(p) - 2a —1In(1 + xi’fl)) . ng;)
m(p) W(p(n)) (1+ 332';))71'(])("))
_ 1 hiepi
(1 +2U))m(p) Xz hjePs + 02
o —In(l + 7)) a
BN s e - — 15
Wz(p(ﬁ)) 7T(p) 71'( ) ’ (15)

which together with (76) in Appendix II yield

fiP) —9i(P) _ ()
—— 2G; (16)
7T(p) [ (p)
for the concave function
e I
G§ )(p) A 5 = ; (H),
) (el (p)
_ ! 0.5h:(p}/p" +p{"™))
(1+ a?i';))w(p(“)) > jzi hjepj + 02
a—In(1 + (7)) a
o T(P) - (17)
o0 ) )

Initialized by a feasible point p(o) for (5), we solve the
following convex optimization problem at the r-th iteration
to generate the next iterative point p(*t1):

M
max 2()(p) £ ;[FJ“%) +G )] (182)
st (4b), ) —g" @) >ci, i=1,...,M. (18b)

The computational complexity of (18) is O(M?*(2M)*> +
(2M)35)

Due to (7) and (9), the nonconvex constraint (5b) in (5)
is implied by the convex constraint (18b) in (18). Similarly
to (12), we can show that ®ee(p* 1)) > P (p(*)) whenever
ptD £ p(®): as such the computational procedure that
invokes the convex program (18) to generate the next iterative
point, is path-following for (5), which at least converges to
its locally optimal solution satisfying the Karush-Kuh-Tucker
(KKT) conditions of optimality.

Recalling the definition (9) and (10) of functions fi(“)
and g§“), initialized by any feasible point 5(°) for the convex
constraint (4b), we generate p‘("“), k =0,..., as the optimal
solution of the convex optimization problem

£17(m) — 9 (p)

m;?xi:IlI,l.l.?M - s.t. (4b) (19)
until — pU*T) such  that  ming—y  a(fi(p"TY) -

gi(p"" D)) /e; > 1 is found and thus p(®
feasible for (5) that is needed for the initial step.

Analogously, to address the maximin secure energy efficient
optimization problem (6) define

— ﬁ(fi-i-l) is

mi(pi) = (pi + PL.
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Similarly to (13) and (16) the following inequalities can be
obtained:

> 20
mp) = (pi) (20)
—9i(P) (k)
> G (ps 1)
Wz(pi) [ (p )
for
- 2In(1 + 2% (x)
Fi(n)(pi) = l _‘E:)jl ) - (H)xl (r)
mi(p; ) mi(p; )1+ ;)
< <2 _ }ﬁ B Zj;&i hjip; + o} )
, M "
Pi Zj;&i hjip; ) + 01-2
In(1 + xz(.'{)
- (27(,@))7”(1)1') (22)
m;(p; )
= () L, a—In(1+ xi’?) xi’?
G, (pi) = o) W =
Wi(pi ) (I+ Te i )Wi(pi )
_ 1 0.5hie (03 /0" + i)
(1+ 2 m(pl™)  Xjpihseps + 02
a—In(l + x(“,)) o
o 7@1%(1’1) - - (23)
m2(p;") i (pi)

Initialized a feasible point p(® for (6), which is found by
using the generation (19), the following convex optimization
problem at the -th iteration is proposed to generate the next
iterative point p("+1):

: (k) ~(k)
max min [ (p) + G (p)]

st (40), f®) - >, i=1,...,M. (24)

The computational complexity of (24) is similar to that of (18).
The computational procedure that invokes the convex pro-
gram (24) to generate the next iterative point, is path-following
for (6), which at least converges to its locally optimal solution
satisfying the first order necessary optimality condition.

III. INTERFERENCE NETWORKS UNDER
PARTIAL WIRETAP CSI

When the EV is not part of the legitimate network, it is
almost impossible to estimate channels h;. from the transmit-
ters to it. It is common to assume that h;o=h;. Yie,» Where X e
is an exponential distribution with the unit mean and hie is a
known deterministic quantity. Accordingly, instead of (2), the
wiretapped throughput for user ¢ at the EV is defined via the
following throughput outage [29]-[33]:

gio(p) £ max {In(1 +r;):

hiepi
Prob | =————
(Zj;ﬁi hjepj + 02

for ey > 0. Using (63) in Appendix I, it follows that

< Pi) <egyv} (25)

gi.o(P) = In(l + ;)
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where

rihjepj> —0
hiepi ’

i=1,...,M.

M

Pihie (1 — €pv) + 1i0.P; + hic Z In (1+
J#i

(26)

Therefore, the problem of maximin secrecy throughput opti-

mization can be formulated as

max rlninM[fi(p) —In(1 +1;)] (27a)
pr i=l,...,
s.t (4b),(26), r;>0,i=1,...,M. (27b)

The following result unravels the computationally intractable
nonlinear equality constraints in (26).
Proposition 1: The problem (27) is equivalent to the fol-
lowing problem
max min [fi(p) —
s.t (4b), (27b),

In(1 +r;)] (28a)

pihic (1 — epy) + ;02 + pihie

len(l—l—

J#i

Jepj)zo, i=1,...,M. (28b)
zepz

Proof:  Since the equality constraint (26) implies the
inequality constraint (28b), it is true that
the optimal value of (27) < the optimal value of (28).

We now show that there is an optimal solution of (28) satisfies
the equality constraint (26) and thus

the optimal value of (28) < the optimal value of (27),

showing the equivalence between (28) and (27). Indeed, sup-
pose that at the optimality,

M
pihic In (I —epv)+ rla + pihic Zln <1 +
J#i

M. Then there is 0 < ; < I such that

’)/I'
( 7 ]eP]) _ 07
lep’b

In(1 +r;),

h]ep] >0
hzepz

for some i =1,...,

pihieIn(1 — epy) + (yr;)o? + piﬁie

len

J#i
that yields

fi(p) —In(1 +vr;) > fi(p) —

80 ~,;r; is also the optimal solution of (28), which satisfies the
equality constraint (26). U
To address problem (28), note that a lower bounding func-
tion for the first term in (28a) is fi("i) (p) defined by (8), while
an upper bounding function for the second term in (28a) is
the following linear function
(R)y _ r ri
¢ (H) +1 7"1(”) +
The main difficulty now is to develop a lower bounding
approximation for the function in the left hand side (LHS)
of constraint (28b). Applying inequality (72) in Appendix II

ag"i)(ri) =In(l+r (29)
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for x = l/rZ jePj» Y = hiep; and T = 1/r; K)h]ep] ,
y:leepg yields

h oD
j7p]> > Aﬁf) (ri,pjpi) (30)

In <1+ ull

iePi

for

AE;)(riapjvpi) = In(1+ .\ )+ Ui

with a:(“) Eey p /hwpl and y . /( +1).
Therefore over the trust region

AE?) (riapjapi) Z 07

I
2.5 ND o) >0 (32)
i p;
it is true that
oy
piIn(1 + r,jipj)
iePi
(%) (H) 2
K K p;
> piln(1+2(?) + 4 (2p; — L BE P
r;p; D,

= (m(1+2) + 24 b

(k) (K), (K)
%) | 5 P} Vap, P n L ap?
—0.5y;57 2= +( + Y-
D; /pgn) \/fripj p;
) P (r{F) plry2
2rip;
> A (r;, pj,pi) (33)

for
A (v, pjy i) = (ln(l + :cl(.f)) + 2yf”))

Vo, B

") V2r;p;

OSy(R) () ( +W—25>
r; P;

— 0.5y

()

Note that in obtaining (33) we also used the fact that func-
tion v(r;,p;) = 1/r%p§ is convex in the domain {r; >
0,p; > O} and accordingly [25] 1/r?p? > v(r, () (R))

' D;
(Vo™ pi7), (ri,py) — (7, p{) =

). p 5 — 2ru/r® +

b, /o)
Initialized from a feasible point (p(®, () for (28) we
solve the following convex program at the x-th iteration to
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generate (p(+1) r{F D)
i (k) . (n) ,
max _wmin, [f77(p) — o7 (ro) (34a)
s.t (4b),(27b), (32), pihicIn(1 — €py) + o1
M
thie Y A (ri,p;,p) 20, i=1,..,M. (34b)
J#i

The computational complexity of (34) is O((2M)?(5M ) +
(5M)*3) because it involves 2M decision variables and 5M
linear and quadratic constraints.

Then r§n+1) is found from solving

0= 1/)1(1‘1) £ (H+I)Bie ln(l — EEV) + r,o 2
7 (kD)
(k+1) rlh]ep]
+pz hzezln <1+W 9
G4 ieP;
i=1,...,M, (35)
. . (k+1)
by bisection on [0, 7, ;" '] such that

0 < o;(r (k1) ) <€ (tolerance). (36)
A bisection on [r;,r,] for solving t;(r;) = 0 where 1,

increases in r; > 0 is implemented as follows:

e Define r; = (r; + ry)/2. Reset r; = r; if ¥;(r;) < 0.

Otherwise reset r, = r;.

o Terminate until 0 < t;(r;) < €.
In summary, we propose in Algorithm 2 a path-following
computational procedure for the maximin secrecy throughput
optimization problem (28), which at least converges to its
locally optimal solution satisfying the first order necessary
optimality condition.

Algorithm 2 Path-Following Algorithm for Maximin Secrecy
Throughput Optimization
Initialization: Set x = 0. Choose an initial feasible point
(p @, 7(©) for (28) and calculate Rmm as the value of the
objective function in (28) at (p©, (%)),
repeat
e Setk =r+ 1.
e Solve the convex optimization problem (34) to obtain
the solution (p(*), m(f)).
o( S)olve the nonlinear equations (35) to obtain the roots
T

e Calculate Rfr'fl)n as the value of the objective function in

(28) at (p(“) (R,

R (h 1
until ) < o

min

A feasible (p(@,r(®) is found as follows: taking p(®
feasible to the power constraint (4b) and finding 7(©) from

solving
0= ¢y(r;) = (O)Bie In(1 —epy) +rio 2

)

) i=1,...,M,

(
r; jep
Fhal?3 (14

i hzepl
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by bisection on [077”1& 2] with ¢;(ry ;) > 0. Such riz can be
easily found: from any 7, ,; > 0, if ¥;(r,,;) > 0 then we are
done. Otherwise reset 7, ; <« 2r,; and check v (ru i)- Stop
when (r, ;) > 0. Intuitively, taking r(o
work.

Furthermore, the problem of SEE maximization can be

formulated as

= hwpg Jo? will

- Y, (filp) = In(1 +14)) (372)

P m(p)

s.t (4b), (27b), (28b) fi(p) — In(1 + 1) > ¢,
i=1,...,M. (37b)

Using the inequality (74) in Appendix II leads to

—1n(1+ri) ~ (k)
——— >, (vi,p
() (ri, p)
for
(x) (n)
B a—In(l+7r;
agn)(r“p) N 2 ((H) i ) W
m(p)) ( (“))(14—7" )
r;
w(p®)(1+ 1)
a—ln(l—l—rgn)) «
B ) B s M

Initialized by a feasible (p(?), 7(?)), the following convex pro-
gramm is solved to generate (p(*+1) r(*+1)) at the xiteration:

M
max > _[F(p) +a;" (r:, p)] (39)
=l
s.t (4b), (27b), (32), (34b), (39b)
FfHe) —ad @) >, i=1,..., M. (39%)
The computational complexity of (34) is O((2M)?(6M )*> +

(6M)3).

It can be shown that the computational procedure that
invokes the convex program (39) to generate the next iterative
point, is path-following for (37), which at least converges to
its locally optimal solution satisfying the KKT conditions.

A point (p©, () is fea31ble for (37) if and only if
minizly,,,,M[fi(p(o)) In(1 + r )]/cz > 1 and thus can be
easily located by adapting Algorlthm 2.

Similarly, a path-following procedure for the following
maximin SEE optimization problem can be proposed

max  min fip) —In(1 +ri) (40a)
pr  i=l,...M i (p)
s.t (4b), (27b), (28b), (37D). (40b)

IV. ROBUST OPTIMIZATION

Beside assuming that hiezﬁiexie with an exponential dis-
tribution ;. with the unit mean and deterministic h;., we
also assume that CSI of hj; is not known perfectly in the
form hj; = hﬂ(l + 0x;i) with deterministic hﬂ and ¢, and
random X ;;, which is an independent exponential distribution
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of the unit mean. Instead of (1), the throughput at user i is
defined via the following outage probability

fio(p) & max{In(1 + R,):
Prob (%
Z];ﬁz hjzp] + g,

for 0 < e. < 1.
Using (67) in Appendix II, it follows that

< Ri) <e} @D

fio(P)=In(1+R;), i=1,...,M, (42)
where
J#i
M -
_ hiRip; _
+ 5hm‘pizln (1 + M) =0, i=1,...,M.
oy hiip;
(43)

Therefore, the problem of maximin secrecy throughput robust
optimization is defined by

max min_ [In(l +R;) — In(1 + ;)] (44a)

pRr i=l,. M

s.t (4b), (27b), (280), (43), (44b)
R, >0, i=1,...,M. (44c)

The following result unravels the computationally intractable
nonlinear equality constraints in (43):

Proposition 2: Problem (44) is equivalent to the following
problem

max min [In(l +R;) — In(1 + r;)] (45a)
p,Rr i=1,....M
s.t (4b), (28b), (27b), (44c) (45b)
pihal0n(l —e) — 1]+ Ri(o? + > _ hjip;)
J#i
M _
—|—5B”pi Zln (1 + m) <0,
— hiip;
J#i
i=1,...,M. (45c)

Proof: Again, it is obvious that the optimal value of (44)
is not more than the optimal value of (45). Furthermore, at an
optimal solution of (45), if

pliL”[(Shl(l — EC) - 1] + ]RZ‘(O',L2 + Zﬁjipj)

J#i
M =
- h;iRip,
+0hup > In (1 n ]_7”J> <0,
— hiipi
J#i
for some ¢ then there is v > 1 such that
pihi[0In(1 — ) — 1]+ (VR:)(07 + > hjip;)
J#i
hji(vRi)p
4 Shups Zln <1 n L) —0,
j;ﬁ'L hl’bp’b

which results in In(1 + yR;) > In(1 + R;), implying that
YR, is also an optimal solution of (45). We thus have proved
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that there is always an optimal solution of (45) to satisfy the
equality constraints in (43), so the optimal value of (45) is not
more than the optimal value of (44), completing the proof of
Proposition 2. 0

To address problem (45), firstly we provide a lower bound-
ing approximation for the first term in the objective function
in (45b) as follows

In(1 +R;) > A" (Ry)
(x) ()2
2 In(1+ R™) 4+ (R; - (1(%) 1
R +1 R 4+1Ri

Next, to obtain an upper bounding approximation for the
function in the left hand side of (45¢) and thus to provide an
inner approximation for constraint (45c), we use the following
inequality

Ripj = OS(Rz —l—pj)2
5 05(R, +p,)"

—0.5R; — 0.5p;

— R™R,; +0.5(R"™)?

— 9"y +0.5(p" ), (46)
over the trust region
2R; > R, 2p; > p!". (47)
Then
p:In (1 + 7hjiRipj>
hiipi
By Rl
<pi|In{l1+— (K)
hiip;
(k) (k)
+ 1 LT
—” R(W) (W) p’L (n)
+ (~>
< ¢(H) (Riapjapz)
i R ()
L pzh’l <1 + Schlnis B (p)j
hiip;”
(r), (k)
1 ) (R . i Py
+ E” R“‘) 2 <Tij (Ri,pj) — sz . (48)

k3

Initialized from a feasible (p®, R©® () for (45) we solve
the following convex program at the x-th iteration to generate
the next iterative point (p(*+1), RZ(RH), n(fﬂ)):

max min (A (Ry) - af"” (ry)] (492)
s.t (4b), (27b), (32), (34b), (44c), (47) (49b)

pihii [6In(1 —e.) — 1] + o7 R; + ZﬁjiTl(-;)(Ria P;)
J#i

M

JFi

1ap]7p1)§07 ZZI,,M (49(:)
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The computational complexity of (49) is O((3M)?(9M ) +

(9M)25)
At the same ~-th iteration, TER'H) is found from solving (35)
by bisection on [0 T(R—H)] such that (36), while RER'H) is

YU
found from solving

GR;) =0, i=1,..., M, (50)
for the increasing function
Ri(0F + 3, haity™)
G(R) 2 6In(1 ) 1+ hgﬁnj
R (nJrl)
+ 52111 <1+ T — |
J#i iPi

by bisection on [Rl('fl), R, ;] with (;(R,,;) > 0 such that

—a < gi(R"Y) <o, (51)

R, can be easily located: initialized by R; = 2R, KH) and
check ¢;(R;). If ¢;(R;) > 0 then we are done. Otherw1se
reset R, — 2R; until (;(R;) > 0. Intuitively, taking R, ;, =
2/1“105'"#1)/(012 + D ﬁjip;ﬁ+1)) will work.

In summary, we propose in Algorithm 3 a path-following
computational procedure for the maximin secrecy throughput
optimization problem (45), which at least converges to its
locally optimal solution satisfying the first order necessary
optimality condition.

Algorithm 3 Path-Following Algorithm for Maximin Secrecy
Throughput Optimization
Initialization: Set x = 0. Choose an 1n1t1al feasible point
(p @, RO 1)) for (45) and calculate Rmm as the value of
the objectlve function in (45) at (p(®, R() ),
repeat
e Setk =K+ 1.
e Solve the convex optimization problem (49) to obtain
the solution (p(*), Rl(ﬁ) Tff)).
o( S)olve the nonlinear equations (35) to obtain the roots
K

T

e Solve the nonlinear equations (50) to obtain the roots
R".
e Calculate R( *) as the value of the objective function in

(45) at (p<*”~ R0 , (),
R(" D)y

min
(k—=1)

min

until < €tol.

min

An initial feasible (p(®, R() #(9)) can be easily found as
follows: taking any p(®) feasible to the power constraint (4b)
to find R©® and r© from solving

T 0
Ri(07 + 3 hjipl”)

0
h“pﬁ )

)
) 0, i=1,..., M,

CZ(RZ) = 5111(1 — ec) -1+

(o
jiRip
+5Zln <1+ - o

G0 iiD;
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by bisection on [0, 2Biip§0)/(af + 2 Bﬁp§0))], and 7@ is
found from solving

©
]epj
(0 + Zln (1 + =

ze i G#i hzepl

In(1 —e.) + =

by bisection on [0, hiep'” /o?].
Lastly, the network secure energy efficiency problem is now
formulated by

max Zl ((n(1 +Ri) — In(1 +14)) (52a)
P.Rr m(p)
s.t (4b), (27b), (28b), (43), (44c), (52b)
In(1+R;) —In(l +1;) > ¢, (52¢)
i=1,..., M.

To this end, we use inequality (73) in Appendix II to obtain

111(1 + Rl) (k)
Ai Ri; p
7(p) (Ri.p)
R

w(p*)(1 + R™)

A 2In(1 + R
m(p))

RN\ m(+R")
X(“’&)‘ ey TP O
Initialized by a feasible point (R 7 p®) at the

k-th iteration, the following convex programm is solved to
generated (R p(stD) p(rt1))

M
max 3[4 (R;,p) +a” (ri,p)| (54)
,r —
s.t (4b), (27b), (32), (34b), (44c), (47), (49¢),  (54b)
AR —a (@) >, i=1,..., M. (54)
The computational complexity of (49) is O((3M)?(10M)>> +
(10M)%9).

It can be shown that the computational procedure that
invokes the convex program (54) to generate the next iterative
point, is path-following for (52), which at least converges to
its locally optimal solution satisfying the KKT conditions.

A point (p©, R(O 0)) is fea51ble for (52) if and only if
min;—i . [fz( ; ) In(1 +r )]/cz > 1 and thus can be
easily located by adapting Algorithm 3.

Similarly, a path-following procedure for the following
maximin SEE optimization problem can be proposed

max min fi(Ri) — In(l +r;)
pr =l M i (p)
s.t. (4b), (27b), (28b), (43), (44c), (52¢).

(55)

V. SIMULATION
This section evaluates the performance of the proposed
algorithms through extensive simulation. Considered in all
simulation studies is a wireless network with M = 10
transmitter-user communication pairs and noise variance o7 =
2 = 1 mW [34]. All channels among each pair are i.i.d.

o, =
complex normal random variable with zero mean and unit
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Perfect CSI
—g— Partial CSI (¢, ~0.1)
- - - Partial CSI (£, ~0.6) 8
—©— Robust Opt. (g, ~0.1)

Min secrecy throughput among users (bps/Hz)

:’ = A~ Robust Opt. (EFV:Oﬁ)
0.4 L L
10 20 30 40 50
P (mW)
Fig. 2. Min secrecy throughput among users versus the transmit power
budget.

variance. The drain efficiency of power amplifier 1/¢ is set
to be 40% and the circuit power of each transmitter is P! =
5 mW. Besides, we set e, = 0.1 and egy € {0.1,0.6}
and 0 = 0.1. The computation tolerance for terminating all
proposed Algorithms is e, = 10~*. We divide the obtained
information throughput results by In(2) to arrive at the unit of
bps/Hz (in throughput) and bits/J/Hz (in energy efficiency).

A. Maximin Secrecy Throughput Optimization

This subsection analyzes the secrecy throughput in the pres-
ence of eavesdropper. In what follows, we consider five cases,
including “Perfect CSI”, “Partial CSI (egy = 0.1)”, “Partial
CSI (egy = 0.6)”, “Robust Opt. (egy = 0.1 €. = 0.1)” and
“Robust Opt. (egy = 0.6 ¢, = 0.1)”. The terms “Perfect CSI”,
“Partial CSI” and “Robust Opt.” correspond to the scenarios
discussed in Sections III, IV and V, respectively. Fig. 2 plots
the minimum secrecy throughput versus the transmit power
budget P; varying from 10 to 50 mW. As expected, it is seen
that the secrecy throughput increase with the transmitted power
budget F;. It is also observed that the secrecy throughput
of “Partial CSI” with egy = 0.1 is always better than
the secrecy throughputs of others. For egy = 0.1, “Partial
CSI” and “Robust Opt.” clearly and significantly outperform
“Perfect CSI”. However, the secrecy throughput of “Perfect
CSI” is superior to the secrecy throughputs of “Partial CSI”
and “Robust Opt.” with egy = 0.6. This is not a surprise
because according to the wiretapped throughput defined by (2)
and the throughput outage defined by (25)-(26), the former is
seen higher than the later for small egy .

Table I provides the average number of iterations required to
solve maximin secrecy throughput optimization for the above
three cases. As can be observed, our proposed algorithm con-
verges in less than 14 iterations, on average, for all considered
cases.

B. Energy Efficiency Maximization

In this subsection, we first examine the performance of EE
maximization algorithm versus the QoS constraint. The trans-
mitted power P; is fixed at 20 mW and QoS constraint ¢; varies
from 0.1 to 0.5 bps/Hz. It can be observed from Fig. 3 that the
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TABLE I
AVERAGE NUMBER OF ITERATIONS FOR MAXIMIN SECRECY
THROUGHPUT OPTIMIZATION
P; (mW) 10 20 30 40 50
Perfect CSI 8.12 7.63 7.61 7.71 8.56
Partial CSI (egy = 0.1) 11.25 | 10.87 | 10.73 | 1040 | 10.31
Partial CSI (egy = 0.6) 13.12 | 12.18 | 14.92 | 12.60 | 11.68
Robust Opt. (egy = 0.1) 4.20 4.33 4.20 3.52 3.35
Robust Opt. (egy = 0.6) 5.18 4.96 4.82 4.14 4.90

Energy efficiency (bits/J/Hz)

Perfect CSI
35F —g— Partial CSI (¢, =0.1)

- - - Partial CSI (¢, ~0.6)
30 —@— Robust Opt (¢, ~0.1)
- A- - Robust Opt (¢, ~0.6)

25 .
0.1 0.2

L
04 05

0‘,3
< (bps/Hz)
Fig. 3. Energy efficiency versus QoS constraint.
7.8
7.6
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g 72
2
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z 7
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5 ¢
5 6.8
£
E o
@ Perfect CSI
o4) —a— Partial CSI (¢, ~0.1) |
- - - - Partial CSI (e, =0.6)
62 —©— Robust Opt.(e,~0.1) ]
- A- . Robust Opt.(e, =0.6)
;

0.3 0.4 05
< (bps/Hz)

Fig. 4.  Sum throughput versus QoS constraint.

EE performance degrades as the QoS constraint ¢; increases.
Moreover, “Partial CSI” with egy = 0.1 outperforms others
in terms of EE performance. To find out the impact on the sum
throughput and total power consumption in EE maximization
algorithm, the achieved sum throughput and the total power
consumed are illustrated in Fig. 4 and 5, respectively. It can
be seen that the total power consumption increases faster
than the sum throughput, which explains why EE degrades
as ¢; increases in Fig. 3. Although the sum throughput of
“Robust Opt.” is slightly better than “Partial CSI”, “Partial
CSI” consumes less power than “Robust Opt.”. Table II shows
that our proposed EE maximization algorithm converges in
less than 35 iterations, on average, in all considered cases.
Next, we further investigate the performance of EE versus
the transmit power budget. The QoS constraint ¢; is fixed at
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Perfect CSI
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Fig. 5.

03
< (bps/Hz)

TABLE I

AVERAGE NUMBER OF ITERATIONS FOR ENERGY
EFFICIENCY MAXIMIZATION

Total power consumption versus QoS constraint.

05

c; (bps/Hz) 0.1 0.2 0.3 0.4 0.5
Perfect CSI 32.21 | 29.62 | 24.26 | 21.23 | 15.33
Partial CSI (egy = 0.1) 33.73 | 33.12 | 28.75 | 25.74 | 23.25
Partial CSI (egy = 0.6) 35.82 | 30.56 | 34.22 | 22.26 | 18.34
Robust Opt. (egy = 0.1) | 24.25 | 27.41 | 25.53 | 30.06 | 31.75
Robust Opt. (egy = 0.6) | 29.02 | 23.76 | 26.80 | 29.32 | 23.46
52 T T T
sof = = = k
pris 1
_ Perfect CSI
EN 46[- —&— Partial CSI (¢, ~0.1) b
E l - - - - Partial CSI (e, ~0.6) |
'i —©— Robust Opt.(¢,,, ~0.1)
E a2l - A- . Robust Opt.(e,,,~0.6) i
2
S 40 L
20
;E 38| R
] S SRS
341 4
_____ /G R W
L -7
32 L v L
10 20 30 40 50
Pi (mW)

Fig. 6. Energy efficiency versus the transmit power budget.

0.4 bps/Hz and P; varies from 10 to 50 mW. As shown
in Fig. 6, we observe that the EE performance of “Partial
CSI” with egy = 0.1 clearly and significantly outperforms the
optimized EE of other cases. Furthermore, it can be seen that
the EE performances saturate when the transmit power budget
exceeds the threshold. That is because for small transmit power
budget, the denominator of EE is dominated by the circuit
power and the EE is maximized by maximization of the sum
throughput in the numerator. However, for larger transmit
power budget, the denominator of EE is dominated by the
actual transmit power. When the total power consumption
saturates in Fig. 8, both the EE and the sum throughput
accordingly saturate in Figs. 6 and 7.

7.4 T T
Perfect CSI
735} —&— Partial CSI (¢,,, ~0.1) B
- - - . Partial CSI (e,,~0.6)
g
73 —O— Robust Opt.(e, =0.1) ©
— - A- - Robust Opt.(e,,, =0.6)
= 725 EV 1
2
£ ¢
z 72 4
=
£
0 e L -A
BT S L oo B
T
g
3 7.1 b
12}
7.0} g
s i
6.95 L L L
10 20 30 40 50
Pi (mW)
Fig. 7.  Sum throughput versus the transmit power budget.
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Fig. 8. Total power consumption versus the transmit power budget.
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Fig. 9. Minimum energy efficiency versus the QoS constraint.

C. Maxmin Energy Efficiency Optimization

In this subsection, we aim to maximize the minimum EE
performance. Firstly, Fig. 9 plots the maximized minimum EE
versus QoS constraint. The transmitted power P; is fixed at
20 mW and QoS constraint ¢; varies from 0.1 to 0.5 bps/Hz.
It can be seen that the optimized minimum EE decreases
with increasing c¢; and the EE performance of “Partial CSI”
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TABLE III

AVERAGE NUMBER OF ITERATIONS FOR MAXIMIN ENERGY
EFFICIENCY OPTIMIZATION

Throughput (bps/Hz)
°
>
&

Fig. 13. Throughput versus the transmit power budget.

45 T

a0 E

Perfect CSI

w
&
T

—&— Partial CSI (¢,,,~0.1) R
- - - Partial CSI (¢,,, ~0.6)
—©— Robust Opt.(¢,,,<0.1)
- A- - Robust Opt.(¢,,,=0.6)

c; (bps/Hz) 0.1 0.2 0.3 0.4 0.5

Perfect CSI 3242 | 30.35 | 31.61 | 29.23 | 22.25
Partial CSI (egy = 0.1) | 21.86 | 22.13 | 20.42 | 20.82 | 30.23
Partial CSI (egy = 0.6) | 23.66 | 25.02 | 22.68 | 33.30 | 29.34
Robust Opt. (egy = 0.1) | 16.05 | 23.27 | 23.36 | 31.15 | 18.62
Robust Opt. (egy = 0.6) | 20.78 | 26.12 | 31.24 | 27.46 | 23.92

with egy = 0.1 is always better than the optimized EE of
other cases. Furthermore, it is also observed that for egy =
0.1 “Partial CSI” and “Robust Opt.” outperform ‘Perfect
CSI” in terms of EE performance, while “Perfect CSI” is
superior to “Partial CSI” and “Robust Opt.” for egy = 0.6.
The corresponding throughput and power consumption are
plotted in Fig. 10 and 11, respectively. Table III shows that
maximin EE optimization converges in less than 33 iterations,
on average, in all considered cases.

Next, we investigate the maximin EE performance versus
the transmit power budget. The QoS constraint ¢; is fixed at
0.4 bps/Hz and P; varies from 10 to 50 mW. The minimum
EE performance versus the transmit power budget is illustrated
in Fig. 12. Again, we observe that the optimized minimum
EE saturates when the transmit power is larger than some
threshold. This is due to the fact that under small transmit

Power consumption (mW)
8
T

25} P i N - Aemmm e A
Y il il ettty
20 B
8 e————%¢
N I |
B 20 30 40 50
Pi (mW)

Fig. 14. Power consumption versus the transmit power budget.

power regime, the EE is maximized by maximizing the
throughput in the numerator. When the transmit power is large
enough to obtain the optimized EE, both throughput and power
consumption accordingly saturate in Figs. 13 and 14.

VI. CONCLUSION

We have considered the problem of power allocation to
maximize the worst links’s secrecy throughput or the net-
work’s secure energy efficiency under various scenarios of
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available channel state information. We have further proposed
path-following algorithms tailored for each of the considered
scenarios. Finally, we have provided simulations to show
the efficiency of the proposed algorithms. Extensions to
beamforming in multi-input single-output (MISO) interfer-
ence networks with multiple eavesdroppers are under current
investigation.

APPENDIX I
OUTAGE PROBABILITY FUNDAMENTAL

Recall a probability distribution Y is called an exponential
distribution if its probability density function (pdf) is in
form Ae** with A > 0. It is immediate to check that
Prob(xy > t) = e * and E[x] = 1/A. Recall the following
result [29, (15)].

Theorem 1: Suppose zj,--- , 2z, are independent exponen-
tially distributed random variables with E(z;) = 1/);. Then
for deterministic p; > 0, =1,--- ,n:

n n 1
Prob(pist < > _pix) = 1= [ 55777

i=2 i=2
(56)
It follows from (56) that
n
Prob(piz1 > ¢+ szzz)
i=2
_ e*>\10/;01 ﬁ 1 (57)
i L+ /p)/(Xi/pi)
and
Prob(—; Piet > )
Zpizi to
i=2
= Prob(p;z; > Z Ypizi +70)
i=2
n
1
(58)

67’\17‘7/171 .
g L4+y(A1/p1)/(Ai/pi)

Sometimes, it is also more convenient to write (56), (57)
and (58) in terms of means \; = 1/); of z; as

n n Y
P11
Prob(p;z; < pizi) =1— _—, (59)
( ; ) };[2 P1AL + i
n
Prob(p1z; > ¢+ Zpizi)
i=2
n D by
= e e/mh [T —"2— (60)
l_Izpl/\l +p1)\z
b1z
Prob( 77— > v
(Zz 2p’LZ’L + o )
o /DN ~ P15\1
=e /] (61)

i Pidi + Dk
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Theorem 2: For given € > 0, define
P1z1
Yo pizi+ 07

Then r,,x i the unique positive root of the nonlinear equation

Prob( )<r)<e} (62)

A .
Tmax = max{r :

o’ rpiki
In(1—c¢ +—+ In(l1+——)=0.
( ) JZRN ; PiA1 )
Proof: Applying (60) yields
P17 r)
Zz ) Di%i + o?

= Prob(p1z < T(Zpizi + 02))
i=2

(63)

Prob(

- _
e [ P
5 PIAL TP

(64)

Therefore,
P11 )
>iapizi+0?

n

.-
o | —e o /P H

o’ Tpi/_\i
sl —e)+ 2 ¢ In(1+—) <0.
( ) DiAI ; pl/\l)

Prob( <r)<e
P15\1 <e
5 DIAL+Tpidi T

(65)

By noticing that the function in the LHS of (65) is increasing
in r, we arrive at (63). ]

Theorem 3: Suppose z; > 0, p; > 0,9 > 0and o0 > 0
are deterministic values, while z; are independent exponential
distributions. For ¢ > 0, define

pizi(1+02))
<e}.
S pizi(146%) 4 o2 <r)<e}

7, £ max {r : Prob(
(66)
Then r,, is the unique positive root of the nonlinear equation
T(JZ + Z?:z pizi)
Z1p1
+6 Z In(
Proof: Using (65) yields
2 (1 + 53
Prob( pia(l+0%) <r)<e
S, pizi(1+6%) + o?

(U + Eizz pizi)
Z1p10

SIn(l —¢) + — A

rz’bp’b

=0. (67)

— P12

< In(l —¢) +

+Zl
1—¢)+

+5Zln

Again, by noticing that the function in the LHS of (69) is
increasing in r we arrive at (67). ]

Tzzpz

lel

(0 + i, piZi)
Z1P1

)<0 (68)

— P12

Tzzpz
lel

<0. (69)
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One can see that for § — 0 (less uncertainty), (69) becomes

(0 + Y1, piZi) — PiE
Z1P1

n
& (o + Zpizi) —pz1 <0
=2

<0

D1z
n =
o2+ Zizzpizi

so 7, is the standard ratio

s r<

P1Z1
o+ Z?:z PiZi

APPENDIX II
FUNDAMENTAL INEQUALITIES

Lemma 1: 1t is true that
In(1+1/t)>1/(t+1) Vt>0

Proof: One can easily check (t+1)In(1+1/t) > 1Vt >
0 by plotting the graph of function (¢ + 1)In(l + 1/t) over
(0, +00). O
Theorem 4: The function f(x,y,t) £ In(1 + 1/2y)'/* is
convex in the domain {x > 0,y > 0,¢ > 0}.
Proof: Writing f(x,y,t) = (1/t)(In(zy+1)—Inaz—Iny),
it is ease to see that the Hessian V? f(x,y,1) is

(70)

V2 fla,y,t)
2ay + 1 | 1 -
2y + 12t (zy+ 1) t?(xy + Dz
1 2zy + 1 1
S| (@y+ D2 yrey+ D Py + 1y
1 1 2In(1 + 1/xy)
Pxy+ Dz ey + 1y 3 ]
= (@®y (ay + 1))
(zy + 1)y*t? T tlxy + Day? |
2222 (xy + 1)2?t?  tlay + )2’y |,
try + Day?  tlay + )2ty 2(zy + 1)a?y?]

(71)

where the inequality (70) has been applied to the (3, 3)-th entry
of V2 f(x,y,t) to arrive the matrix inequality in (71). Here
and after, A = B for matrices A and B means that A— B is a
positive definite matrix. Then, calculating the subdeterminants
of matrix in the right hand side (RHS) of (71) yields (zy +
1)y*t? > 0,

1 1

xz(xyl—i- 1)t (xy—ll— )% | _ 2y ey +1) > 0
(zy + 12t y2(zy + 1)t
and
(vy + 1)y*t? 22y’ t? t(zy + 1)zy?
2y t? (wy + 1)2??  t(xy + 1)a?y

t(zy + 12’y 2y + )2y’
= a*y* ey + D](zy +1)° — 1] > 0.

t(xy + Day?

Therefore the matrix in the RHS of (71) is positive definite,
implying that the Hessian V2 f(x,y,t) is positive definite,
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which is the necessary and sufficient condition for the con-
vexity of f [25]. O

As the function f(x,7) £ In(1 + 1/2y) is convex in the
domain {z > 0,y > 0} it follows that [25] for every = > 0,
y>0,z>0and y >0,

In(1 + 1/zy) = f(x,y)
= In(1 + 1/zy)
SR )

1+ 1/zy (712)

Similarly, for the convex function f(z,y,t) £ In(141/2y)'/?,
one has the following inequality for every x > 0,y > 0,¢ > 0,
Z>0,7>0andt >0,

In(1+ 1/zy)

; = flz,y,t)
> [(z,9,0) + (Vf(2,9,1), (x,9,1)
- (i.7ga{>>
~ 2In(1 +1/zy) 1/zy
N t t(1+ 1/zy)
_ . In(l+1/zy
oz —y/y) - L) = [T (73
Analogously, the inequality
—ln(l+x)>2a—ln£l+:ﬁ) T
t = t t(1+x)
I _a—ln(l—i—j:)t_g
t(1+ ) t? t
VO<z<M, a>n(l+M)+05 (74)
—In(1
follows from the convexity of function w over

the trust region 0 < z < M.
Lastly, the inequality

1
1+z/y
x (0.5(2% /2 + )y — /) (75)
follows from the concavity of function In(1 + z) and then the
inequality

In(1+x/y) <In(1 +2/y) +

(76)
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