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Abstract. A threshold signature scheme enables distributed signing among n players such
that any subgroup of size ¢ + 1 can sign, whereas any group with ¢ or fewer players cannot.
While there exist previous threshold schemes for the ECDSA signature scheme, we present
the first protocol that supports multiparty signatures for any ¢ < n with efficient, dealerless
key generation. Our protocol is faster than previous solutions and significantly reduces the
communication complexity as well. We prove our scheme secure against malicious adversaries
with a dishonest majority. We implemented our protocol, demonstrating its efficiency and
suitability to be deployed in practice.

1 Introduction

A threshold signature scheme enables n parties to share the power to issue digital signatures
under a single public key. A threshold ¢ is specified such that any subset of ¢ + 1 players can
jointly sign, but any smaller subset cannot. Generally, the goal is to produce signatures that are
compatible with an existing centralized signature scheme. In a threshold scheme the key generation
and signature algorithm are replaced by a communication protocol between the parties, but the
verification algorithm remains identical to the verification of a signature issued by a centralized
party.

In recent years there has been renewed attention to this topic, in particular to the threshold
generation of ECDSA signatures, mostly due to the use of ECDSA in Bitcoin and other cryptocur-
rencies. Indeed, a secure threshold signature schemes for ECDSA would be an effective counter-
measure to the constant theft of bitcoins due to the compromise of the secret signing key that
authorizes transactions. Securing Bitcoin is equivalent to securing these keys. Instead of storing
them in a single location, keys should be split and signing should be authorized by a threshold set
of computers. A breach of any one of these machines—or any number of machines less than the
threshold—will not allow the attacker to steal any money or glean any information about the key.

Before the advent of Bitcoin, the best ECDSA threshold signature scheme was the work by
Gennaro et al. [18], which has a considerable setback. To implement a security threshold of ¢
players (i.e. ¢ or less players cannot sign) it is necessary to share the key among at least 2t + 1
players, and the participation of at least 2t + 1 players is required to sign. This limitation rules out
an n-of-n sharing where all parties are required to sign. Furthermore, it requires setting up many
servers holding key shares, which may be costly and also makes the job of the attacker easier in
some way (as there are more servers that can be targeted and while the honest participants need
2t + 1 players to sign, an attacker need only compromise ¢ + 1 servers to steal the key).

In an attempt to address these issues, Mackenzie and Reiter built a specialized scheme for
the 2-out-of-2 signature case (i.e. t = 1 and n = 2) [29], a case not covered by Gennaro et al.’s
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scheme. Recently much improved 2-out-of-2 schemes have been presented [12,27]. However 2-out-
of-2 sharing is very limited and can’t express more flexible sharing policies that might be required
in certain applications.

Gennaro and others in [17] (improved in [4]) address the more general (¢, n) case in the threshold
optimal setting, meaning n > t + 1 and that only ¢ + 1 players are needed to sign. However, their
scheme too has a setback in that the distributed key generation protocol is very costly.

Our Result: We present a new threshold-optimal protocol for ECDSA that improves in many
significant ways over [4, 17]. Our new protocol is faster and requires much less communication than
[4,17]; it is also conceptually simpler and does not require a complicated distributed key generation
protocol (details of the comparison appear below).

In concurrent work that appeared in the same proceedings, Lindell et al. present a similar
protocol for multiparty threshold ECDSA with an efficient key generation [28].

1.1 Overview of our solution

Consider a “generic” DSA signature algorithm that works over any cyclic group G of prime order
g generated by an element g. It uses a hash function H defined from arbitrary strings into Z,, and
another hash function H’ defined from G to Z,. The secret key is = chosen uniformly at random in
Z4, with a matching public key y = ¢g”. To sign a message M, the signer computes m = H(M) € Z,,
chooses k uniformly at random in Z, and computes R = ¢* " inGandr = H'(R) € Zg. Then
she computes s = k(m + zr) mod ¢q. The signature on M is the pair (r,s) which is verified by
computing
R/ _ gm,s_1 mod qyrs_1 mod g in g

and accepting if H'(R') = r.

The technical complication with sharing DSA signatures comes from having to jointly compute
R (which requires raising ¢ to the inverse of a secret value k) and to compute s which requires
multiplying two secret values k,z. As shown in [18], it is sufficient to show how to compute two
multiplications over secret values that are shared among the players. In [18] the values are shared
via Shamir’s secret sharing, i.e. as points on a polynomial of degree ¢t with free term the secret.
The effect of multiplication is that the degree of the polynomial is doubled, which explains why
the [18] solution requires at least 2t + 1 players to participate. To address this problem [29] uses a
multiplicative sharing of the secret key x as = x7 - x2 (an approach taken also in [12,27]) which
is however hard to generalize to t > 2.

A different approach was taken in [17]: the secret key z is encrypted under a public key en-
cryption scheme E, and it is the secret key of E that is shared among the players, effectively
providing a secret sharing of x. If E is an additively homomorphic encryption scheme (e.g. Pail-
lier’s [31]) they show that it is possible to construct a reasonably efficient protocol, with a few
troubling bottlenecks. The major one is that the protocol requires a joint generation of the public
key/secret key pair for the additively homomorphic encryption F. When F is instantiated using
Paillier, this requires the distributed generation of an RSA modulus. Although solutions are known
for this problem (e.g. [23]), they are far from scalable and efficient. To our knowledge the protocol
from [23] has never been implemented for the malicious multiparty case. The only benchmark we
are aware of for this protocol is that for the two-party semi-honest case it takes 15 minutes [27],
and we can extrapolate that it would take significantly longer in the multiparty malicious setting.
Moreover the signature generation protocols in [4,17] require long messages and complicated ZK
proofs.

In this paper we take a different path inspired by the SPDZ approach to multiparty computation
[9]. Given two secrets a,b shared additively among the players, i.e. a = a1 + ... 4+ a,, and b =
b1 + ...+ b, where P; holds a;, and b;, we want to generate an additive sharing of ¢ = ab. We
note that ab = 27 j a;b; and therefore to get an additive sharing of ab, it is sufficient to obtain an
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additive sharing of each individual term a;b;. To that extent we use a 2-party protocol that allows
two parties to transform multiplicative shares of a secret to additive shares of the same secret. The
players engage in this protocol in a pairwise fashion to obtain an additive sharing of the product
ab.

Using this approach, we build a simple and elegant threshold ECDSA protocol for the general
multiparty setting. The players start with a (¢,n) Shamir sharing of the secret key . When ¢ + 1
players want to sign, they generate an additive sharing of two random values k = >, k; and
v = >_,7i and they use the above idea to compute additive sharings of the products 6 = kv (which
is reconstructed in the clear) and o = kx = ), w; (which is kept shared). By multiplying the local
shares of « by the public value 6! the players end up with an additive sharing® of k~!. The value
R is then easily computed in the exponent R =[], g”’i‘rl. The value s is shared additively among
the players since each player holds s; = k;m +w;r and s = ), ;.

1.2 Avoid expensive ZK Proofs in case of a Malicious Adversary

Following [27] we make minimal use of ZK proofs to detect malicious behavior by the players.

Instead we take an “optimistic” approach and run the protocol assuming everybody is honest.
We then check the validity of the resulting signature to detect if there were players who deviated
from the protocol (if the signature does not verify then obviously at least one player did not follow
the instructions).

At that point, because we possibly have a dishonest majority among the players, there is no
guarantee that we can generate a correct signature so the protocol stops and aborts. This creates
a technical complication in the proof as we have to make sure that the values revealed by the good
players do not leak any valuable information, not only in the case of good executions, but also in
the case of aborting executions. As we will see, this will require us to “distributively” check that the
shares s; reconstruct a valid signature before revealing them. This check is somewhat reminiscent
of the way Canetti and Goldwasser solve a similar problem in [7] to construct threshold CCA secure
encryption based on the Cramer-Shoup scheme.

RANGE PROOFS. Even when using the signature verification step to detect cheating, we have to
run two relatively expensive ZK proofs during the share conversion protocol:

— a “range proof” that a value a encrypted under Paillier’s encryption scheme is “small”;
— a proof that a party knows z such that ¢ = E(z) and y = ¢® where E is Paillier’s encryption
scheme.

As we discuss later, removing these ZK proofs creates an attack that leaks some information
about the DSA secret key (and the randomizer k used in each signature) shared among the servers.
We conjecture that this information is so limited that the protocol remains secure even without
them (see Section 5 for details).

1.3 Experimental Results

We implemented our scheme and found both the key generation and signing protocols to be very
efficient.

The key generation protocol is easy to implement and is quite fast (under a second for any
reasonable choice of parameters). This is in stark contrast to [4,17] for which the key generation
protocol has never been implemented, and it is hard to estimate what the actual running time
would be.

Our signing protocol is also extremely efficient, and is a significant improvement over previous
works both in terms of data transferred and running time.

With the combination of an efficient key generation and signing protocol, our scheme is suitable
to be deployed in practice. We present full benchmarks and evaluations in Section 7.

3 This is the famous Bar-Ilan and Beaver inversion trick [1].
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2 Preliminaries

COMMUNICATION MODEL. We assume the existence of a broadcast channel as well as point-to-point
channels connecting every pair of players.

THE ADVERSARY. We assume a probabilistic polynomial time malicious adversary, who may de-
viate from the protocol description arbitrarily. The adversary can corrupt up to t players, and it
learns the private state of all corrupted players. As in previous threshold ECDSA schemes [4,17,
18, 27], we limit ourselves to static corruptions, meaning the adversary must choose which players
to corrupt at the beginning of the protocol. There are standard techniques for converting a protocol
secure against static corruptions to secure against adaptive corruptions [6, 24], but these will incur
an overhead.

We assume a rushing adversary, meaning that the adversary gets to speak last in a given round
and, in particular, can choose his message after seeing the honest parties’ messages.

Following [4,17] (but unlike [18]), we assume a dishonest majority, meaning ¢, the number
of players the adversary corrupts, can be up to n — 1. In this case, there is no guarantee that the
protocol will complete, and we therefore do not attempt to achieve robustness, or the ability to
complete the protocol even in the presence of some misbehaving participants.

2.1 Signature Schemes

A digital signature scheme S consists of three efficient algorithms:

— (sk, pk)<Key-Gen(1"), the randomized key generation algorithm which takes as input the
security parameter and returns the private signing key sk and public verification key pk.

— 0<-Sig(sk,m), the possibly randomized signing algorithm which takes as input the private
key sk and the message to be signed m and outputs a signature, o. As the signature may be
randomized, there may be multiple valid signatures. We denote the set of valid signatures as
{Sig(sk,m)} and require that o € {Sig(sk, m)}.

— b «Ver (pk,m, o), the deterministic verification algorithm, which takes as input a public key
pk, a message m and a signature o and outputs a bit b which equals 1 if and only if o is a valid
signature on m under pk.

To prove a signature scheme secure, we recall the standard notion of existential unforgeability
against chosen message attacks (EU-CMA) as introduced in [22].

Definition 1 (Existential unforgeability). Consider a PPT adversary A who is given public
key pk output by Key-Gen and oracle access to the signing algorithm Sig(sk,-) with which it can
receive signatures on adaptively chosen messages of its choosing. Let M be the set of messages
queried by A. A digital signature scheme S =(Key-Gen,Sig,Ver) is said to be existentially unforge-
able if there is no such PPT adversary A that can produce a signature on a message m ¢ M,
except with negligible probability in .

2.2 Threshold Signatures

Threshold secret sharing. A (t,n)—threshold secret sharing of a secret = consists of n shares
T1,...,T, such that an efficient algorithm exists that takes as input ¢ + 1 of these shares and
outputs the secret, but ¢ or fewer shares do not reveal any information about the secret.

Threshold signature schemes. Consider a signature scheme, S=(Key-Gen, Sig, Ver). A (¢,n)-
threshold signature scheme 7S for S enables distributing the signing among a group of n players,
Py, ..., P, such that any group of at least ¢t 4+ 1 of these players can jointly generate a signature,
whereas groups of size ¢ or fewer cannot. More formally, 7S consists of two protocols:
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— Thresh-Key-Gen, the distributed key generation protocol, which takes as input the security
parameter 1*. Each player P; receives as output the public key pk as well as a private output
sk;, which is P;’s share of the private key. The values sky, ..., sk, constitute a (t,n) threshold
secret sharing of the private key sk.

— Thresh-Sig, the distributed signing protocol which takes as public input a message m to be
signed as well as a private input sk; from each player. It outputs a signature o € {Sig(sk,m)}.

Notice that the signature output by Thresh-Sig is a valid signature under Sig, the centralized
signing protocol. Thus we do not specify a threshold variant of the verification algorithm as we
will use the centralized verification algorithm, Ver.

In some applications, it may be acceptable to have a trusted dealer generate the private key
shares for each party. In this case, Thresh-Key-Gen would not be run.

Following [18,19], we present a game-based definition of security analogous to EU-CMA.

Definition 2 (Unforgeable threshold signature scheme [18]). We say that a (t,n)-threshold
signature scheme TS = (Thresh-Key-Gen, Thresh-Sig) is unforgeable, if no malicious adversary who
corrupts at most t players can produce, with non-negligible (in \) probability, the signature on any
new (i.e., previously unsigned) message m, given the view of the protocol Thresh-Key-Gen and of
the protocol Thresh-Sig on input messages my, . .., my which the adversary adaptively chose as well
as signatures on those messages.

This is a game-based definition of security which is analogous to the notion of existential unforge-
ability under chosen message attack as defined by Goldwasser, Micali, and Rivest [22]. Unlike in the
centralized EU-CMA definition, the adversary is additionally given the corrupted players’ views
of the key generation protocol as well as their views in the signing protocol for the messages it
chooses. A stronger simulation-based definition is also possible (see e.g. [17,18,27]). See Section
6.3 in which we show how to prove security of our protocol using this stronger simulation-based
definition.

2.3 Additively Homomorphic Encryption

Our protocol relies on an encryption scheme & that is additively homomorphic modulo a large
integer N. Let Ep(-) denote the encryption algorithm for £ using public key pk. Given ciphertexts
c1 = Epi(a) and ¢o = Epi(b), there is an efficiently computable function +g such that

c1+g c2 = Epp(a+bmod N)

The existence of a ciphertext addition operation also implies a scalar multiplication operation,
which we denote by x g. Given an integer a € N and a ciphertext ¢ = Ep,(m), then we have

a xg ¢ = Ey(am mod N)

Informally, we say that £ is semantically secure if for the probability distributions of the en-
cryptions of any two messages are computationally indistinguishable.

We instantiate our protocol using the additively homomorphic encryption scheme of Paillier
[31], and we recall the details here:

— Key-Gen: generate two large primes P, @ of equal length, and set N = PQ. Let \(N) =
lem(P —1,Q —1) be the Carmichael function of N. Finally choose I" € Z}, such that its order
is a multiple of N. The public key is (N, I") and the secret key is A(IV).

— Encryption: to encrypt a message m € Zy, select x €g Z% and return ¢ = I' 2 mod N2.

— Decryption: to decrypt a ciphertext ¢ € Zy2, let L be a function defined over the set {u €
Zn2 :u=1mod N} computed as L(u) = (u— 1)/N. Then the decryption of ¢ is computed as
L(AM)Y/L(r* ™)) mod N.
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— Homomorphic Properties: Given two ciphertexts ¢, ca € Zy2 define ¢; +5 ¢a = ¢1¢o mod N2. If
¢; = E(m;) then ¢1 +gco = E(mq+ms mod N). Similarly, given a ciphertext ¢ = E(m) € Z -
and a number a € Z,, we have that a x g ¢ = ¢ mod N? = E(am mod N).

The security of Paillier’s cryptosystem relies on the N-residuosity decisional assumption [31],
which informally says that it is infeasible to distinguish random N-residues from random group
elements in Z3.

2.4 Non-Malleable Equivocable Commitments

A trapdoor commitment scheme allows a sender to commit to a message with information-theoretic
privacy. i.e., given the transcript of the commitment phase the receiver, even with infinite computing
power, cannot guess the committed message better than at random. On the other hand when it
comes to opening the message, the sender is only computationally bound to the committed message.
Indeed the scheme admits a trapdoor whose knowledge allows to open a commitment in any possible
way (we will refer to this also as equivocate the commitment). This trapdoor should be hard to
compute efficiently.

Formally a (non-interactive) trapdoor commitment scheme consists of four algorithms KG, Com,
Ver, Equiv with the following properties:

— KG is the key generation algorithm, on input the security parameter it outputs a pair {pk,
tk} where pk is the public key associated with the commitment scheme, and tk is called the
trapdoor.

— Com is the commitment algorithm. On input pk and a message M it outputs [C(M), D(M)] =
Com(pk, M, R) where r are the coin tosses. C(M) is the commitment string, while D(M) is
the decommitment string which is kept secret until opening time.

— Ver is the verification algorithm. On input C, D and pk it either outputs a message M or L.

— Equiv is the algorithm that opens a commitment in any possible way given the trapdoor in-
formation. It takes as input pk, strings M, R with [C(M), D(M)] = Com(pk, M, R), a message
M’ # M and a string T. If T = tk then Equiv outputs D’ such that Ver(pk, C(M), D) = M’.

We note that if the sender refuses to open a commitment we can set D = L and Ver(pk,C, L) = L.
Trapdoor commitments must satisfy the following properties

Correctness If [C(M), D(M)] = Com(pk, M, R) then
Ver(pk, C(M),D(M)) = M.

Information Theoretic Security For every message pair M, M’ the distributions C(M) and
C(M'") are statistically close.

Secure Binding We say that an adversary A wins if it outputs C, D, D’ such that Ver(pk, C, D) =
M, Ver(pk,C,D’) = M’ and M # M’. We require that for all efficient algorithms A, the
probability that A wins is negligible in the security parameter.

Such a commitment is non-malleable [13] if no adversary A, given a commitment C' to a messages
m, is able to produce another commitment C’ such that after seeing the opening of C to m, A can
successfully decommit to a related message m’ (this is actually the notion of non-malleability with
respect to opening introduced in [10]).

The non-malleable commitment schemes in [10,11] are not suitable for our purpose because
they are not “concurrently” secure, in the sense that the security definition holds only for ¢t = 1
(i.e. the adversary sees only 1 commitment).

The stronger concurrent security notion of non-malleability for ¢ > 1 is achieved by the schemes
presented in [8,15,30]), and any of them can be used in our threshold DSA scheme.

However in practice one can use any secure hash function H and define the commitment to
x as h = H(x,r), for a uniformly chosen r of length A and assume that H behaves as a random
oracle. We use this efficient random oracle version in our implementation.
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2.5 The Digital Signature Standard

The Digital Signature Algorithm (DSA) was proposed by Kravitz in 1991, and adopted by NIST
in 1994 as the Digital Signature Standard (DSS) [3, 26]. ECDSA, the elliptic curve variant of DSA,
has become quite popular in recent years, especially in cryptocurruencies.

All of our results in this paper apply to both the traditional DSA and ECDSA. We present our
results using the generic G-DSA notation from [17], which we recall here.

The Public Parameters consist of a cyclic group G of prime order ¢, a generator g for G, a hash
function H : {0,1}* — Z,, and another hash function H' : G — Z,,.

Key-Gen On input the security parameter, outputs a private key x chosen uniformly at random in Z,
and a public key y = g* computed in G.
Sig On input an arbitrary message M,
e compute m = H(M) € Z,
choose k €r Z,
compute R = g* ' in G and r = H'(R) € Z,
compute s = k(m + zr) mod ¢
output o = (r,s)
Ver On input M, o and y,
e check that r,s € Z,
° compute R = g'rrLs71 mod qyrs*1 mod ¢ in g
e Accept (output 1) iff H'(R') = r.

The traditional DSA algorithm is obtained by choosing large primes p, ¢ such that g|(p — 1)
and setting G to be the order ¢ subgroup of Z;. In this case the multiplication operation in G is
multiplication modulo p. The function H' is defined as H'(R) = R mod q.

The ECDSA scheme is obtained by choosing G as a group of points on an elliptic curve of
cardinality ¢. In this case the multiplication operation in G is the group operation over the curve.
The function H' is defined as H'(R) = R, mod ¢ where R, is the x-coordinate of the point R.

2.6 Feldman’s VSS Protocol

Recall that in Shamir’s scheme [35], to share a secret o € Z,, the dealer generates a random degree
t polynomial p(-) over Z, such that p(0) = 0. The secret shares are evaluations of the polynomial

p(z) =0+ a1z + azr® + - - + azz’ mod ¢

Each player P; receives a share o; = p(i) mod q.

In a verifiable secret sharing scheme, auxiliary information is published that allows players to
check that their shares are consistent and define a unique secret.

Feldman’s VSS is an extension of Shamir secret sharing in which the dealer also publishes
v; = g% in G for all ¢ € [1,¢] and vg = ¢° in G.

Using this auxiliary information, each player P; can check its share o; for consistency by veri-
fying:

t
ag; _ ij :
g ij ing
j=0

If the check does not hold for any player, it raises a complaint and the protocol terminates. Note
that this is different than the way Feldman VSS was originally presented as it assumed an honest
majority and could recover if a dishonest player raised a complaint. However, since we assume
dishonest majority in this paper, the protocol will abort if a complaint is raised.

While Feldman’s scheme does leak ¢, it can be shown via a simulation argument that nothing
else is leaked, but we omit the details here.
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2.7 Assumptions

DDH. Let G be a cyclic group of prime order ¢, generated by g. The DDH Assumption states that
the following two distributions over G® are computationally indistinguishable: DH = {(¢%, g*, g**) for a,b €r
Z,} and R = {(g%,¢" ¢°) for a,b,c €r Z,}.

STRONG-RSA. Let N be the product of two safe primes, N = pq, with p = 2p’ +1 and ¢ = 2¢' +1
with p’, ¢’ primes. With ¢(N) we denote the Euler function of N, i.e. p(N) = (p—1)(¢—1) =p'q’.
With Z3 we denote the set of integers between 0 and N — 1 and relatively prime to N.

Let e be an integer relatively prime to ¢(N). The RSA Assumption [33] states that it is infeasible
to compute e-roots in Z3,. That is, given a random element s €r Z}; it is hard to find x such that
¢ = smod N.

The Strong RSA Assumption (introduced in [2]) states that given a random element s in Z}
it is hard to find z,e # 1 such that ¢ = s mod N. The assumption differs from the traditional
RSA assumption in that we allow the adversary to freely choose the exponent e for which she will
be able to compute e-roots.

We now give formal definitions. Let SRSA(n) be the set of integers N, such that N is the
product of two n/2-bit safe primes.

Assumption 1 We say that the Strong RSA Assumption holds, if for all probabilistic polynomial
time adversaries A the following probability

Prob| N <~ SRSA(n); s+ Zy : A(N,s) = (z,e) s.t. °=smod N ]

18 negligible in n.

3 A share conversion protocol

Assume that we have two parties Alice and Bob holding two secrets a,b € Z; respectively which
we can think of as multiplicative shares of a secret x = ab mod ¢. Alice and Bob would like to
compute secret additive shares «, 8 of z, that is random values such that o + 8 = x = ab mod ¢
with Alice holding a and Bob holding b.

Here we show a protocol based on an additively homomorphic scheme which has appeared many
times before in the literature (e.g. [9,25,27,29]) but that we adapt to our needs. We assume that
Alice is associated with a public key F 4 for an additively homomorphic scheme £ over an integer
N. Let K > q also be a bound which will be specified later.

In the following we will refer to this protocol as an MtA (for Multiplicative to Additive) share
conversion protocol. In our protocol we also assume that B = ¢ might be public. In this case
an extra check for Bob is used to force him to use the correct value b. We refer to this enhanced
protocol as MtAwc (as MtA “with check”).

1. Alice initiates the protocol by
— sending ¢4 = E4(a) to Bob
— proving in ZK that a < K via a range proof
2. Bob computes the ciphertext ¢cg = b Xg ca +r Ea(8') = Ea(ab + (') where 8’ is chosen
uniformly at random in Zy. Bob sets his share to 8 = —f’ mod ¢. He responds to Alice by
— sending cp
— proving in ZK that b < K
— only if B = g° is public proving in ZK that he knows b, 3 such that B = ¢* and cg =
bxpca+eEa(B)
3. Alice decrypts cp to obtain o and sets a = o’ mod ¢
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CORRECTNESS. Assume both players are honest and N > K2g. Then note that Alice decrypts
the value o = ab + 8’ mod N. Note that if 3/ < N — ab the reduction mod N is not executed.
Conditioned to this event, then the protocol correctly computes «, 8 such that a + 8 = z mod gq.

Since ab < K% and N > K?q we have that 8/ > N — ab with probability at most 1/q (i.e.
negligible).

Simulation. We first point out that as a stand-alone protocol, we can prove security even without
the range proofs. Indeed, if the adversary corrupts Alice, then Bob’s message can be simulated
without knowledge of its input b. Indeed a simulator can just choose a random V' € Z, and act
as Bob. The distribution of the message decrypted by Alice in this simulation is identically to the
message decrypted when Bob uses the real b, because the “noise” 3’ is uniformly distributed in
ZN.

If the adversary corrupts Bob, then Alice’s message can be simulated without knowledge of its
input a. Indeed a simulator can just choose a random a’ € Z, and act as Alice. In this case the
view of Bob is computationally indistinguishable from the real one due to the semantic security of
the encryption scheme &.

However if the range proofs are not used, a malicious Alice or Bob can cause the protocol to
“fail” by choosing large inputs. As a stand-alone protocol this is not an issue since the parties are
not even aware that the reduction mod N took place and no information is leaked about the other
party’s input. However, when used inside our threshold DSA protocol, this attack will cause the
signature verification to fail, and this information is linked to the size of the other party’s input.

Consider for example the case of Alice running the protocol with input @’ = ¢? + a. If Bob’s
input is “small” then the reduction mod N will not take place and the protocol will succeed, and
eventually the signature produced by our threshold DSA protocol will verify (since ¢’ = a mod q).
But if Bob’s input is large the protocol will fail.

So we need security in the presence of an oracle that tells the parties if the reduction mod N
happens or not, but due to the ZK “range proofs” such reduction will only happen with negligible
probability and security holds.

REMARK. An alternative approach. The above protocol is overwhelmingly correct, and hides b
perfectly. We could modify it so that 3’ is always chosen uniformly at random in [0...N — K2]. This
distribution is statistically close to the uniform one over Zy (since K > q), therefore the value b
is now hidden in a statistical sense. On the other hand the protocol is always correct.

REMARK. On the ZK proofs and the size of the modulus N. For the ZK proofs required in the
protocol we use simplified versions of similar ZK proofs presented in [29] (and already used in
[17]). These are ZK arguments with security holding under the Strong RSA Assumption. Moreover
they require K ~ ¢ which in turns require N > ¢7. We point out that for typical choices of
parameters, N is approximately ¢® (since ¢ is typically 256-bit long while N is a 2048-bit RSA
modulus), so this requirement is not problematic?.

4 Our scheme

We now describe our protocol. The players run on input G, g the cyclic group used by the DSA
signature scheme. We assume that each player P; is associated with a public key F; for an additively
homomorphic encryption scheme &.

* For the simple range proof that a,b < K one could alternatively use a variation of Boudot’s proof [5]
which establish K ~ ¢ which sets N ~ ¢3. This proof is less efficient that the ones from [17,29] which
are anyway required for Bob in the MtAwc protocol. Moreover as we said earlier, N > ¢® in practice
anyway so the improvement in the size of N is irrelevant for ECDSA.
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4.1 Key generation protocol

— Phase 1. Each Player P; selects u; €g Zg; computes [KGC;, KGD;] = Com(g"*) and broadcast
KGC;. Each Player P; broadcasts F; the public key for Paillier’s cryptosystem.

— Phase 2. Each Player P; broadcasts KGD,. Let y; be the value decommitted by P;. The player
P; performs a (¢,n) Feldman-VSS of the value u;, with y; as the “free term in the exponent”
The public key is set to y = [], y;. Each player adds the private shares received during the
n Feldman VSS protocols. The resulting values x; are a (¢,n) Shamir’s secret sharing of the
secret key = ), u;. Note that the values X; = ¢ are public.

— Phase 3 Let N; = p;q; be the RSA modulus associated with E;. Each player P; proves in ZK
that he knows x; using Schnorr’s protocol [34] and that he knows p;,q; using any proof of
knowledge of integer factorization (e.g. [32])

4.2 Signature Generation

We now describe the signature generation protocol, which is run on input m (the hash of the
message M being signed) and the output of the key generation protocol described above. We note
that the latter protocol is a t-out-of-n protocol (and thus the secret key x is shared using (¢,n)
Shamir secret-sharing).

Let S C [1..n] be the set of players participating in the signature protocol. We assume that
|S| = t. For the signing protocol we can share any ephemeral secrets using a (¢,t) secret sharing
scheme, and do not need to use the general (t,n) structure. We note that using the appropriate
Lagrangian coefficients A; g each player in S can locally map its own (¢,n) share z; of x into a
(t,t) share of =, w; = (Ai5)(x:), i.e. x = ) ,cgw;. Since X; = g™ and \; g are public values, all

Ai,s
P

the players can compute W; = g% = X

— Phase 1. Each Player P; selects k;,v; €r Z4; computes [C;, D;] = Com(g”?) and broadcast C;.
Define k =, g ki, v = >_,cq 7i- Note that

kvy = Z kiy; mod ¢

i,jES

kx = Z k;w; mod ¢
i,jES
— Phase 2. Every pair of players P;, P; engages in two multiplicative-to-additive share conversion
subprotocols
e P;, P; run MtA with shares k;,~; respectively. Let «;; [resp. ;] be the share received by
player P; [resp. P;] at the end of this protocol, i.e.

kiv; = ouj + Bij

Player P; sets §; = k;; +Zj# Q;j +Zj7£i Bji- Note that the §; are a (¢,t) additive sharing

of ky =3 ,cs0i
e P;, P; run MtAwc with shares k;, w; respectively. Let p;; [resp. uij] be the share received
by player P; [resp. P;| at the end of this protocol, i.e.

kiwj = pij + vy

Player P; sets o; = k;w; +Z#i Hij +Zj7£i vj;. Note that the o; are a (t,t) additive sharing
of kx =3 ,cq0i
— Phase 3. Every player P; broadcasts ¢; and the players reconstruct § = >
players compute § ! mod g.

ies 51 = k’)/ The
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— Phase 4. Each Player P; broadcasts D;. Let I; be the values decommitted by P; who proves in
ZK that he knows ~; s.t. I; = ¢ using Schnorr’s protocol [34].
The players compute

—1 ; k=11 —1_ -1 —1
R— [H et = g Qies YRTIYTE _ ok Ty ok
i€S

and r = H'(R).
— Phase 5. Each player P; sets s; = mk; + ro;. Note that

Zsi:mZki—l—TZUi:mk—i—rkx:k(m—i—m?“):s

€S i€S i€S

i.e. the s; are a (t,t) sharing of s.

e (5A) Player P; chooses ¢;,p; €r Z, computes V; = Rsigti, A; = ¢”, and [CA’“ lA)l] =
Com(V;, A;) and broadcasts C;.

Let £=)",¢;and p=)_, p;.

e (5B) Player P; broadcasts ﬁl and proves in ZK that he knows s;, ¢;, p; such that V; = Rsigzi
and A", If a ZK proof fails, the protocol aborts. Let V' = g~y " [[,.4 Vi (this should be
V =g") and A =[],.q 4.

e (5C) Player P; computes U; = V* and T; = A%. It commits [C’Z,bl] = Com(U;,T;) and
broadcasts é’i.

e (5D) Player P; broadcasts D; to decommit to Us, T; If [Lics[Ti] # Il;cs Ui the protocol
aborts.

e (5E) Otherwise player P; broadcasts s;. The players compute s = ), s;. If (7, 5) is not a
valid signature the players abort, otherwise they accept and end the protocol.

Let us explain the intuition behind Phase 5. To avoid expensive ZK proofs, we are potentially
reconstructing an incorrect signature, which is then checked and possibly rejected. A naive approach
to the last phase is for the players to reveal s; and reconstruct s = ", s;. But, for reasons that
will become clear in the proof, this is not provably secure—the intuitive reason being that if the
adversary makes the protocol fail by outputting an invalid signature the values s; held by the
good players may give him valuable information.? Naively this could be done by first broadcasting
S; = R* and check that [, S; = R® = g™y" according to the DSA verification algorithm. But
for similar reasons, this step makes the proof fail. So in our protocol the players mask R with
a random value ¢%. Let V; = R%g%. Then [LVi = R®g" and therefore V' = g¢’. The players
cannot reveal g% to check the correctness of V as this would “de-mask” R* so we “randomize” the
“aggregate” value to U = ¢*?. Alongside the players compute ¢*” via a distributed “Diffie-Hellman”
exchange. If this distributed randomized signature verification carries out, then it is safe to release
the shares s;, but if the signature does not verify then the protocol aborts here and the values s;
held by the good players are never revealed in the clear.

4.3 The Zero-Knowledge Proofs

In step (5B) a player P outputs V = R°¢g’ and A = ¢g” and must prove that he knows s,/,p
satisfying the above relationship. The proof for A is the classic Schnorr’s proof. For the value V' a
classic (honest-verifier) ZK proof for this task is as follows:

— The Prover chooses a,b €r Z, and sends o = R%g"

— The Verifier sends a random challenge c €g Z,

— The Prover answers with ¢t = a + ¢s mod ¢ and © = b + ¢/ mod q.
— The Verifier checks that Rtg* = aV¢

5 We do not have an attack but we do not see a way to make a proof work either.
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4.4 Security Proof
In this section we prove the following

Theorem 1. Assuming that

The DSA signature scheme is unforgeable;

— The Strong RSA Assumption holds;

— KG, Com, Ver, Equiv is a non-malleable equivocable commitment scheme;
— the DDH Assumption holds

then our threshold DSA scheme in the previous section is unforgeable.

The proof of this theorem will proceed by a traditional simulation argument, in which we show
that if there is an adversary A that forges in the threshold scheme with a significant probability,
then we can build a forger F that forges in the centralized DSA scheme also with a significant
probability.

So let’s assume that there is an adversary A that forges in the threshold scheme with probability
larger than € > A7¢.

We assume that the adversary controls players P, ..., P.yq and that P is the honest player.
We point out that because we use concurrently non-malleable commitments (where the adversary
can see many commitments from the honest players) the proof also holds if the adversary controls
less than t players and we have more than 1 honest player. So the above assumption is without
loss of generality.

Because we are assuming a rushing adversary, P; always speaks first at each round. Our sim-
ulator will act on behalf of P; and interact with the adversary controlling Ps, ..., P,. Recall how
A works: it first participates in the key generation protocol to generate a public key y for the
threshold scheme. Then it requests the group of players to sign several messages my,...,my, and
the group engages in the signing protocol on those messages. At the end with probability at least
e the adversary outputs a message m # m; and a valid signature (r, s) for it under the DSA key y.
This probability is taken over the random tape 74 of A and the random tape 71 of P;. If we denote
with A(74)p, (r,) the output of A at the end of the experiment described above, we can write

Prob;, -, A(TA)p,(r) is a forgery | > €

We say that an adversary random tape 74 is good if

Prob;, [ A(T4)p, (r,) is a forgery | >

DN

By a standard application of Markov’s inequality we know that if 74 is chosen uniformly at random,
the probability of choosing a good one is at least 3.

We now turn to building the adversary F that forges in the centralized scheme. This forger
will use A as a subroutine in a “simulated” version of the threshold scheme: F will play the role
of P; while A will control the other players. F will choose a random tape 74 for A: we know that
with probability at least § it will be a good tape. From now on we assume that A runs on a good
random tape.

F runs on input a public key y for the centralized DSA scheme, which is chosen according to
the uniform distribution in G. The first task for F is to set up an indistinguishable simulation of
the key generation protocol to result in the same public key y.

Similarly every time A requests the signature of a message m;, the forger F will receive the real
signature (7, ;) from its signature oracle. It will then simulate, in an indistinguishable fashion, an
execution of the threshold signature protocol that on input m; results in the signature (r;, s;).

Because these simulations are indistinguishable from the real protocol for A, the adversary will
output a forgery with the same probability as in real life. Such a forgery m,r, s is a signature on
a message that was never queried by F to its signature oracle and therefore a valid forgery for F
as well. We now turn to the details of the simulations.
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4.5 Simulating the key generation protocol

The simulation Sim-Key-Gen is described below. On input a public key y = ¢g* for DSA the forger
F plays the role of P; as follows. The forger F also runs on input a public key F for which he does
not know the matching secret key (this is necessary for when we have to make a reduction to the
semantic security of the Paillier encryption scheme).

Simulation: Repeat the following steps (by rewinding .A) until A sends valid messages (i.e. a correct
decommitment) for P, ..., P, on both iterations.

— F (as Py) selects a random value u; € Z,, computes [K GC1, KGD;]= Com(g"!) and broadcasts
KGC,. A broadcast commitments KCG; for i > 1;

— Each player P; broadcasts KGD;; let y; be the decommitted value and the accompanying
Feldman-VSS (F will follow the protocol instructions). Each player broadcasts F;. F broacasts
FE =E.

— Let y; the revealed commitment values of each party. F rewinds the adversary to the decom-
mitment step and

e changes the opening of P; to K GD; so that the committed value revealed is now U1 =
y- Iy g
e simulates the Feldman-VSS with free term v

— The adversary A will broadcasts K GD;. Let 7; be the committed value revealed by A at this
point (this could be L if the adversary refused to decommit).

— The players compute § = [/, i (set to L if any of the g; are set to L in the previous step).

We now prove a few lemmas about this simulation.

Lemma 1. The simulation terminates in expected polynomial time and is indistinguishable from
the real protocol.

Proof (Proof of Lemma 1). Since A is running on a good random tape, we know that the probability
over the random choices of F, that A will correctly decommit is at least § > ﬁ Therefore we
will need to repeat the loop only a polynomial number of times in expectation.

The only differences between the real and the simulated views is that P; runs a simulated
Feldman-VSS with free term in the exponent y; for which it does not know the discrete log. But
we have shown in Section 2.6 that this simulation is identically distributed from the real Feldman-

VSS. So the simulation of the protocol is perfect.

Lemma 2. For a polynomially large fraction of inputs y, the simulation terminates with output y
except with negligible probability.

Proof (Proof of Lemma 2). First we prove that if the simulation terminates on an output which is
not L, then it terminates with output y except with negligible probability. This is a consequence of
the non-malleability property of the commitment scheme. Indeed, if A correctly decommits K GC}
twice it must do so with the same string, no matter what P; decommits too (except with negligible
probability)®. Therefore §; = y; for i > 1 and therefore § = y.

Then we prove that this happens for a polynomially large fractions of input y. Let y4 = H?:z Ui,
i.e.the contribution of the adversary to the output of the protocol. Note that because of non-
malleability this value is determined and known to F by the time it rewinds the adversary. At that
point F rewinds the adversary and chooses 77 = yy;tl. Since y is uniformly distributed, we have
that ¢ is also uniformly distributed. Because A is running on a good random tape we know that
at this point there is an § > 2§\C fraction of ¢; for which A will correctly decommit. Since there is
a 1-to-1 correspondence between y and §; we can conclude that for a 5 > 2—; fraction of the input
y the protocol will successfully terminate.

6 This property is actually referred to as independence. This is introduced in [20] as a stronger version of
non-malleability and then proven equivalent to non-malleability in [4]).
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4.6 Signature generation simulation

After the key generation is over, F must handle the signature queries issued by the adversary A.
When A requests to sign a message m, our forger F will engage in a simulation of the threshold
signature protocol. During this simulation F will have access to a signing oracle that produces
DSA signatures under the public key y issued earlier to F.

SEMI-CORRECT EXECUTIONS. Let k be such that R = g’f1 and let k be the value defined by the
inputs of the players in the MtA and MtAwc protocols. More specifically if ¢; is the encryption sent
by player P; in the first round of those protocols, then define k; = Dec;(c;) and k= > k.

We say that a protocol execution is semi-correct if in step (4) it holds that k = k. Note that this
condition is well defined since the values k, k are uniquely determined by step (4). It is however
not feasible to decide if an execution is semi-correct or not.

Note that an execution is not semi-correct if the adversary “messes up” the computation of R
by revealing wrong shares in the computation of .

BIRD-EYE VIEW OF SIMULATION. First we note that for semi-correct executions the adversary,
after Step 4 can already detect if the value R** which will be broadcast in Step (5) by the good
player is correct or not. In fact by this point the adversary has s; for ¢ > 1 and for a “candidate”
R** can check if

HRSL — RS = gmyr

Moreover in such executions when we arrive to step (5A) the simulator will be able to “extract”
the value s; for the good player, which will allow the simulation to terminate successfully.

Second, we show that a simulation that is not semi-correct will fail at step (5D) with high
probability since the value U; contributed by the good player is indistinguishable from random.
This allows us to simulate Phase (5) by simply using a random §; for P;.

The final question is how do we detect if an execution is semi-correct or not. Here we use an
idea from [27]: the forging simulator will guess which one (if any) of the @ signature queries result
in an execution which is not semi-correct. Since this execution will be an aborting execution, the
simulation will stop there. With probability 1/(Q + 1) the guess will be correct and the simulation
will succeed, and the forger will be able to produce a forgery.

We now proceed with the details.

4.7 Semi-correct executions

We now present a simulation that works for a semi-correct execution.

We point out that F does not know the secret values associated with P;: its correct share w;
of the secret key, and the secret key of its public key E7. The latter is necessary in order to reduce
unforgeability to the semantic security of the encryption scheme.

However F knows the secret keys of all the other players, and their shares w;. It also knows
the “public key” of P, Wi = ¢** from the simulation of the key generation protocol.

In the following simulation F aborts whenever the protocol is supposed to abort, i.e. if the
adversary (i) refuses to decommit in steps 4, 5B or 5D or (ii) fails the ZK proof in Step 2 or 5 or
(iii) the signature (r, s) does not verify.

— Phase 1 All the players execute the protocol by broadcasting C; (F runs the protocol correctly
for Py).
— Phase 2
e All the players execute the MtA protocol for k and «. F runs the protocol correctly for Py
but it cannot decrypt the share a;; during the execution of the protocol with P; on input
k1,7;, so F sets a;; to a random value in Z,
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e All the players execute the MtAwc protocol for k and x. Here F simulates P; according to
the simulation described in Section 3. Moreover it extracts P; resulting share vy; from his
ZK proof.

In the protocol with P; on input k;, w;, F does not know w; so it just sends a random ;1
to Pj
Note that at this point F knows o; for the bad players. Indeed

g; = kz’UJZ +Z,Uz'j +Zl/ji
J J

and F knows all the values on the right end side of the equation.

— Phase 3 All the players execute the protocol by revealing ¢;. Let 6 = » . d; (F runs the
protocol correctly for P; with the random shares it chose in step 2 — therefore F is effectively
broadcasting a random d;).

— Phase 4

1. Each player reveals D; to decommit to I
2. F queries its signature oracle and receives a signature (r,s) on m. It computes R =
g™ 'y € G (note that H'(R) = r € Z,).
3. F rewinds A to the decommitment step, and for P; changes the decommitment to I =
ROTI,o, I Note that [I1[[,o, I3)° =R
Note that at this point F knows the value s; held by the bad players since s; = k;m + ;7. So
F can compute the correct s; held by P; as s — Zi>1 S;.
— Phase 5 All players execute all the steps in this phase. F uses s; as the share for P;

We prove the following Lemma about the simulation.

Lemma 3. Assuming that

— The Strong RSA Assumption holds
— KG, Com, Ver, Equiv is a non-malleable equivocable commitment;

then the simulation has the following properties

— on input m it outputs a valid signature (r,s) or aborts.
— it is computationally indistinguishable from a semi-correct real execution

Proof (Proof of Lemma 3).
The only differences between the real and the simulated views is the foll?wing: In the MtA
protocol the values ¢; = F;(k;) are published and in the real protocol R = g’f where k = Zl k;,

while in the simulated execution R = g’(1 for the k chosen by the signature oracle. This is easily
seen to be computationally indistinguishable under the semantic security of Paillier’s encryption.

Indeed, when F rewinds the adversary to "fix” the value of R, it implicitly changes the value
k1 that F contributes for P; to R. If R = gk_l, let (implicitly) ey =k — S°.o1 ki. Note that RF is

known since Rk1+zi>1 - g, therefore Rk = gR™*2. S0 to distinguish between the real execution
and the simulated one the adversary should detect if the ciphertext sent by F for P; in the first
round of the MtAwc protocol contains a random k; or the random ki determined as log s (gR~*2)
which is infeasible under the semantic security of Paillier’s encryption (given that all values are
proven to be “small” and no wraparound mod N happens).

Note that we are simulating a semi-correct execution with an execution which is not semi-
correct, but that’s OK because the two are indistinguishable.

However, because the real execution is a semi-correct one, we know that the correct shares of
k for the adversary are the k; that the simulator knows. Therefore the value s; computed by the
simulator is consistent with a correct share for P; for a valid signature (r, s), which makes Phase
5 indistinguishable from the real execution to the adversary.

i>1
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Let (r,s) be the signature that F receives by its signature oracle in Step 2 of Phase 4. This
is a valid signature for m. We prove that if the protocol terminates, it does so with output (r, s).
This is a consequence of the non-malleability property of the commitment scheme. Indeed, if the
adversary correctly decommits, its openings must be the same except with negligible probability.

4.8 Simulation of a non semi-correct execution

We now show how to simulate the last execution for a non semi-correct execution when k #* k.
Details follow.

— Phases 1 to 3 The simulator runs the semi-correct simulation through Phase 3 (including
aborting at Phase 4 if the adversary fails to decommit).

— Phase 4 F does not rewind the adversary to “fix” the value of R, but runs the protocol normally
for P;.

— Phase (5) F chooses §; €r Z,; and runs Phase 5 with this value instead of s1, and choosing U;
as a random group element.

Before we prove that this simulation is indistinguishable for non-semi-correct executions let us
give an intuition. Note that the only difference with the previous simulation is that here F uses
a random share 1 instead of the s; that it computed in the other simulation. The reason is that
the value s; computed in the previous simulation is only guaranteed to be the “correct” share of s
if the execution is semi-correct. If the adversary shares k; don’t match anymore the value R then
s1 is incorrect, and therefore F chooses a random value instead. In turns this causes U; to be
uniformly distributed and the check in step (5D) to fail.

The main point of the proof is that if the execution is not semi-correct then the value U is
(given the view of the adversary) computationally indistinguishable from uniform even in the real
execution (under the DDH assumption).

Our proof reflects the above intuition. First we prove that a real non-semi-correct execution
is indistinguishable from one in which P; outputs a random U;. And then we prove that this is
indistinguishable from the simulation above, where the good player uses a random §; instead of
the correct si.

Lemma 4. Assuming that

— KG, Com, Ver, Equiv is a non-malleable equivocable commitment;
— the DDH Assumptions holds

then the simulation is computationally indistinguishable from a non-semi-correct real execution

Proof (Proof of Lemma 4).

We construct three games between the simulator (running P;) and the adversary (running all
the other players). In G the simulator will just run the real protocol. In G; the simulator will
follow the real protocol but will choose U; as a random group element. In G5 the simulator will
run the above simulation.

Indistinguishability of Gy and G; Let us assume that there is an adversary Ay that can distinguish
between Gy and G1. We show how this contradicts the DDH Assumption.

Let A= g%, B= q°, C = g¢ be the DDH challenge where ¢ = ab or random in Z,,.

The distinguisher Fy runs Ag, simulating the key generation phase so that y = B = g°. Tt does
that by rewinding the adversary at the end of Phase 2 of the key generation protocol and changing
the decommitment of P; to y1 = b[[,~, y;l.

F; also extracts the values x; from the adversary. Note that at this point y = B and Fy knows
x;, but not b and therefore not x1. Moreover Fy extracts the secret key for the encryption keys E;
for i > 1. In this simulation Fy also knows the secret key matching F; (since we are not making
any reduction to the security of the encryption scheme).
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Then Fy runs the signature generation protocol for a not-semi-correct execution. Remember
here we assume that we have a (¢,') sharing of the secret key. So b=}, s w; with F, knowing
w; for ¢ > 1 but not knowing w;. Denote with wa = >,_; w; (which is known to Fy) and therefore
w; =b—w4y.

Fo runs the protocol normally for Phases 1,2,3,4. It extracts the value ~; for ¢ > 1 from the
adversary (and he knows v; since he ran P; normally). Therefore Fy knows & such that R = g’(1
since k = (>, 7:)0'. It also knows k; since it was chosen normally according to the protocol.
Before moving to the simulation of Phase 5, let’s look at the MtAwc protocol for the computation
of the shares o;.

We note that since Fy knows the decryption key for £; he also knows all the shares y;; from
the invocation of the MtAwc protocol between Py and P; on input k; and w; respectively”.

For the MtAwc protocol between P; and P; on input w; and k; respectively, Fo knows the
value k; input by P; since he has extracted the secret key of E;. However Fy does not know w;
therefore he sends a random ;1 to P; and sets (implicitly) v;1 = kjwn — ;1.

At the end we have that the share o held by P is

o1 = kiw, +Z,U1j +ZVj1

j>1 j>1

>

by rearranging the terms and substituting the above we get

o1 = l~cw1 +Z,u1j —Z,Mjl

j>1 j>1

where k = >, ki. Remember that since this is not a semi-correct execution then k # k where
1

R=g"".
Since w; = b — w4 we have

o1 = /;b + w1
where
=y = D~ kwa
j>1 j>1

with p1, k known to Fo.
Note that this allows Fy to compute the correct value
gU1 — Blggﬂl
and therefore the correct value of R®! as
RS = Rklerral _ gk_l(klerro'l) — gk:_l(krlm+rp,1)Bk_1l~cr
or X
RS — gﬂl B

where i1 = k= (kym + ru;) and Bl =k~ 'kr and f11 and Bl are known to Fy.
‘We now continue the simulation

— BA/5B Fy selects a random ¢; and sets V; = R“”lge1 Ay =g = A= g® It simulates the

ZK proof (since it does not know p; or s1). It extracts s;, £;, p; from the adversary such that
Vi = Réigli = gk "sighi and A; = gP'. Let s4 = s ks

7 In this case we do not need to extract anything from P;’s ZK proof, but we still need to check that the
value sent by P; is correct.
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Note that
V= gfmyfr H‘/L — gfmyfrvl H V;
i i>1
and therefore substituting the above relations (and setting £ =", ¢; )
V= gZRslgsAfmyfr
Note that y = B so y = B~". Therefore
V= gfgfn BBIQSA*mB*T

or
V= ngOBN
where 0 = i1 + s4 —m and k = Bl — r known to Fy.
Note that for executions that are not semi-correct x # 0
— 5C/5D Fy computes T} = A4 correctly (which he can do since he knows ¢;) but for U; outputs
Uy = A PC* and it aborts.

Note what happens when C = g®. By our choice of @ = p; and b = = we have that U; = V?* as
in Game Go. However when C' is a random group element, U; is uniformly distributed as in G;.
Therefore under the DDH assumption Gy and G; are indistinguishable.

Indistinguishability of G; and G5 We note that in G5 the simulator broadcasts a random V; = R%1 g%t
which is indistinguishable from the correct V; = R g% because of the “mask” ¢‘* which (under
the DDH) is computationally indistinguishable from a random value, given that the adversary only
has Aj.

More in detail, let A = g* 9, B = g® and C = g* be the DDH challenge where § = 0 or
random in Z,.

The simulator here proceeds as in Gy (i.e. the regular protocol) until Phase 5.

— B5A/5B Fy broadcasts Vi = Rt A and Al = B. It simulates the ZK proof (since it does not
know ¢; or p1). It extracts s;, ¢;, p; from the adversary such that V; = Rsigli = gkilsigei and
Ai =g".

— 5C/5D Fy computes U; as a random element and T} = é'flzbl 7 and it aborts.

Note what happens when A = ¢%. By our choice, a = ¢; and b = p; and we have that
Vit = Rs1¢" and T) = A% as in Game G;. However when A = ¢g%¢g~% with a random 8, then this
is equivalent to have V;‘ = RglgZl and Ty = A" with a randomly distributed §; as in Game Gs

Therefore under the DDH assumption G; and G5 are indistinguishable.

4.9 Finishing up the proof

Before we conclude the proof we note that our protocol detects the presence of a malicious adversary
by noticing that the signature does not verify. As pointed out by Lindell in [27] this strategy is
not immediately simulatable against a malicious adversary for the following reason. Consider what
happens in Phase 5: In the semi-correct simulation F rewinds the adversary to “hit” the correct
s. But if the adversary had decided to be malicious and terminate the protocol with an invalid
signature, then the protocol would not be simulatable. If F hits an invalid signature “on purpose”
(e.g. by not rewinding), then the simulation is distinguishable by a semi-honest adversary who
does hit the correct signature.

Luckily for a “game-based” definition of security, this is not an issue as discussed in [27]. Let
@ < \° be the maximum number of signature queries that the adversary makes. In the real protocol,
the adversary will output a forgery after £ < ) queries, either because it stops submitting queries,
or because the protocol aborts. Therefore in our simulation, following Lindell [27], we choose a
random index ¢ € [0...Q):
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— if ¢+ = 0 we assume that all executions are semi-correct. In this case we can always simulates
as in the previous section

— otherwise we assume that the first ¢+ — 1 executions are semi-correct, but at the (! execution
the value V is not equal to g.

With probability 1/(Q + 1) > A~¢ this is a correct guess.
We can now complete the proof.

Proof (Proof of Theorem 1).

UNFORGEABILITY. The forger F described above produces an indistinguishable view for the ad-
versary A, and therefore, A will produce a forgery with the same probability as in real life. The
success probability of F is at least % where @ is the maximum number of queries. That’s because
F has to succeed in

— choosing a good random tape for A (this happens with probability larger than )

— hitting a good public key y (this also happens with probability larger than §)

— guessing the correct index query ¢ (this happens with probability larger than 1/Q

Under those conditions, the adversary A will output a forgery with probability at least §.

Under the security of the DSA signature scheme, the probability of success of F must be

negligible, which implies that ¢ must also be negligible, contradicting the assumption that A has
a non-negligible probability of forging.
CORRECTNESS. If all players are honest, the protocol fails only if one of the MtA protocols fails.
Since we have a total of 4n? such sub-protocols executed dzuring a run of our signature protocol,
t 4n”

q

we have that our protocol fails with probability at mos which is negligible.

5 Removing the ZK proofs from the MtA protocol

As we mentioned in the Introduction, the ZK proofs in the MtA protocol are the most expensive
step of our protocol due not only to the fact that these are ZK proofs over the Paillier cryptosystem,
but also that every player has to run n of them (since they are specific to each execution of the
MtA protocol).

We consider what happens if the range proofs are eliminated. As we discussed in Section 3 the
MtA protocol needs to be secure in the presence of an oracle that tells the parties if a reduction
modN happens during the execution. Note that in reality the oracle represents the failure of the
verification of the signature generated by the protocol, and if that happens the system is reset. So
the oracle is a very weak oracle, which stops the working the moment it tells you that a reduction
mod N happened.

We conjecture that our protocol remains secure even if the ZK proofs are eliminated for Alice
and simplified for Bob in the MtA protocol and simplified in the MtAwc protocol. More precisely
both the MtA and MtAwc protocol work as follow:

— Neither party proves that their values a,b are “small”

— Bob broadcasts B = ¢°, B’ = gﬂ/ together with a ZK proof of knowledge for b, 3’ mod ¢ using
Schnorr’s prooof [34]. Alice also checks that ¢ = B*B’.
We point out that B = g° is public in our threshold DSA protocol. Indeed in one case b = w;,
the share of the secret key x held by player P; and B = ¢® is public at the end of the key
generation phase together with a ZK proof of knowledge. In the other case b = v;, and B = ¢°
will be public at the end of following round which is when Alice performs the above check.

To support our conjecture we propose some “ad-hoc” computational assumptions which if true,
they would guarantee the security of the protocol. The assumptions are new and non-standard,
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yet they look reasonable. We discuss them informally below — a full proof of security will appear
in the final version.

INFORMATION LEAKED TO ALICE BY REMOVING THE RANGE PROOF. If we remove the proofs
that the input a used by Alice is small, we leak information about the input used by Bob via the
knowledge of whether a reduction mod N happened or not. Notice that Bob’s inputs to the MtA
and MtAwc protocols are the share of p (the mask for the inversion of k) and the share of x (the
secret key).

Note that these values are all “high entropy” secrets and that a reduction mod N can only
happen once, since if that happens the protocol ends.

Therefore the following stronger assumption on the unforgeability of DSA would suffice. We
define a game between a Challenger and an Attacker:

— The Challenger gives to the Attacker a DSA public key y = ¢* and a random number & € Z,.
Let 2/ = £ — & mod ¢q. The Attacker chooses an RSA modulus N > ¢3.

— The Attacker submits a message m and three arbitrary numbers A1, Ao, p1.

— The Challenger chooses p’ € Z and 1, B2 €r Zn. If M2’ + 51 and Agp’ + B are less than N,
the Attacker receives (r, s) a valid DSA signature on m and also & = pk mod ¢ where k € Z,
and r = gkfl.

Otherwise the game stops.

The Attacker wins if he forges a signature on a message for which the Challenger did not output
a signature. The assumption is that winning this game is infeasible.

We believe this assumption to be reasonable because it appears that the Attacker receives only
limited information about the values z, k.

Note that we can’t simulate Alice’s view in this case, but we are arguing that the information
leaked is minimal and does not affect security in a game-based definition of unforgeability.

INFORMATION LEAKED TO BOB BY REMOVING THE ZK CONSISTENCY PROOF. Here instead we
are able to simulate Bob’s view under a stronger assumption on the Paillier cryptosystem.

If Bob is corrupted, then the simulated Alice sends the encryption of a random value c4 = E(a).
But then it must decide if to accept or reject at the end of step (2) (where the real Alice checks
that ¢® = B*B’) without knowing a. Here we assume that the simulator is provided with an oracle
0., (cp,b,B) which answers 1 if and only if Dec(cg) = b- Dec(ca) + S mod ¢. Then the simulator
will extract b, 8 from the malicious Bob’s proof of knowledge, and query (2., (cp, b, 3) and accepts
if the oracle answers 1.

Security cannot be based on the semantic security of the Paillier’s encryption scheme anymore
since the presence of the oracle immediately implies that Paillier is not semantically secure anymore.
However consider the following experiment:

— Generate a Paillier key (E, D)

— Generate two random values ag, a; €r Z,; and publish A = g®

— Choose a random bit b and publish ¢ = E(ay)

— Let b’ be the output of the adversary who is allowed restricted access to the oracle 2. — by
restricted we mean that the oracle will stop working after it outputs 0.

We say that the Paillier-ECR assumption holds if for every PPT adversary, the probability that
b =10 is negligible. Under the Paillier-ECR, assumption we can prove that no adversary given g#°
can distinguish if the MtA protocol was run with ag or a1 (with both values being ”high entropy” in
particularly randomly chosen). This is sufficient to simulate MtA with high entropy inputs, which
is what is needed to prove security of our threshold DSA protocol.

We note that our Paillier-ECR assumption is a weaker version of the Paillier-EC assumption in
[27]. In the latter the oracle access is not restricted, which makes the assumption much stronger.
In our case it is sufficient to consider the restricted oracle since the real protocol stops if Alice
detects cheating.
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6 Extensions

Here we present the following natural extensions to our result.

6.1 Other additively homomorphic schemes.

Our scheme works with any additively homomorphic scheme with no modification. It requires an
assumption analogous to the Paillier-EC or an efficient ZK Proof for the statement in the MtAwc
protocol.

We also note that it is important that security holds under “adversarially chosen” public keys
(i.e. we need to prove or assume that the adversary cannot generate a public key such that it gives
him and advantage in the MtA protocol).

6.2 Other multiplicative to share conversions.

Our threshold DSA scheme works with any MtA protocol, i.e. any protocol that allows two parties
to convert their multiplicative shares of a secret into additive shares.

In particular the classic approach based on oblivious transfer by Gilboa [21] can be used. The
original protocol in [21] is secure only against semi-honest adversaries, but it can be strengthened
against a malicious adversary (see the literature on SPDZ or the recent work on threshold DSA in

[12]).

6.3 Simulation-Based Security

Our proof uses the game-based definition of unforgeability. The main technical reason is that
the simulator cannot detect if the current execution is semi-correct or not, and therefore has to
guess. This prevents us from achieving the stronger notion of simulation-based security (where
each execution of the protocol can be fully simulated).

While in the real world it is unfeasible to decide if an execution is semi-correct or not, the
simulator can do that if it were able to “extract” the bad players’ inputs to the MtA protocols.
Indeed that would allow the simulator to check that the values d;, I sent by the bad players
in Phases 3 and 4 are consistent with the inputs entered in the MtA protocols. If they are, the
execution is semi-correct, if they are not then the execution is not semi-correct. Once the simulator
knows which execution it is, it can choose the correct simulation strategy.

We note that in our current simulation, the simulator can already extract the input k; (since
it knows the decryption key of the bad players, having it extracted it during the key generation
simulation) and the input w; (the share of the secret key, which it also extracted during key
generation). But in our current simulation it is not able to extract v; since we do not require the
players to prove knowledge of it.

The best way to solve this is to require F;, P; to run MtAwc also when interacting on inputs
k;,7yj, since MtAwc forces the respondent (which runs on input ;) to prove knowledge of its input.
In turn this will allow the simulator to extract 7; for the bad players and detect what kind of
execution it is being run.

We note that the maliciously secure OT-based MtA protocol from [12] also allows for input
extraction, and therefore if used in our protocol, it will yield a fully simulatable protocol.

6.4 Deterministic Key Generation

A very popular feature of Bitcoin wallets is deterministic key generation. Introduced in Bitcoin-
Improvement-Proposal 32 (BIP32), the idea of this scheme is to allow one to deterministicly gen-
erate many keys from a single ECDSA key. Our key sharing is compatible with BIP32 public
derivations, and we leave it as future work to prove security in this setting.
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7 Implementation, Benchmarks, and Evaluation

We implemented both the key generation and signature generation of our protocol, and we confirm
that they are highly efficient and fast enough to be used in practice. We benchmarked the version of
our protocol from Section 5 that does not contain the range proofs, but relies on the Paillier-ECR
assumption. We compare the performance of our protocol to the runtimes of Gennaro et al. [17]
and Boneh et al. [4]. All benchmarks were single-threaded and run on an an Intel quad-core i7-6700
CPU @ 3.40GHz and 64GB of RAM. We ran the code [17] and [4] on our benchmark machine to
get an accurate comparison. It should be noted that we implemented our scheme in C while theirs
is a Java implementation which calls native C libraries for the heaviest arithmetic computations.
All benchmarks were taken over the secp256kl curve, which is is the curve used in Bitcoin and
more recently a NIST standard.

For the curve operations, we used libsecp256k1.2 We implemented the MtA protocol with Paillier
using the implementation from libhcs.”.

7.1 Benchmarking the data complexity

When compared to [17,4], we reduce the amount of data transmitted. All figures in this section
were measured empirically from the respective implementations, and thus it is possible that they
may be further optimized in practice. For a threshold of ¢ (i.e. when there are ¢ 4+ 1 participants
in the signing protocol), the total data d in bytes sent and received by a given player to/from all
other players during the signing protocol is given by: ’

dours (t) = 2, 328 +t x 5, 024 Bytes

In contrast, the data sent to/from a given player in [17] is given by:
dGennara(t) = (t + 1) X 34, 578 Bytes

And the data transmitted per player in [4] is given by:

dBonen(t) = (t + 1) x 38,189 Bytes

Lastly, we mention that for the 2-of-n case, we have dyyrs(t = 1) = 3,976 B. In contrast, the
recent protocol of [12] requires far more than that with 86.7 KiB for 2-of-2 signing and 106.7 KiB
for 2-of-n signing. Lindell’s scheme [27] only requires 769 B to be communicated in the 2-of-2 case
(but does not support 2-of-n).

7.2 Benchmarking signature generation time

Following the methodology of [4,17], we benchmark the raw computation time of a single player
without counting network costs. Since each player runs their computation in parallel, this represents
the running time of the entire protocol other than network latency. We find that our protocol
significantly outperforms both of [4,17] when using this metric.

As in [4,17], the protocol running time has a fixed cost that is independent of the number of
players plus a linear marginal cost as the threshold increases. We stress that the signing time only
depends on the number of active participants (¢ + 1), but does not depend on n, the total number
of players. All times are given on a single core, and were averaged over 1000 iterations.

Our protocols running time is given by:

Tours(t) = 29 + (t) X 24 milliseconds

8 https://github.com /bitcoin-core/secp256k1
9 https://github.com/tichuis/libhcs
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The running time of [17] is given by:

TGennaro(t) = 142 + (t) x 52 milliseconds

The running time of [4] is given by:

TBoneh(t) = 397 + (t) x 91 milliseconds

Comparing Signature Generation Time

—— This work
20 Gennaro et al.
—— Boneh et al.
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Fig. 1. Comparison of the raw computation time as the threshold increases between this work
and previous schemes.

We can see that our protocol significantly outperforms both previous schemes. See Figure 1 for
a comparison of the concrete raw computation times for thresholds up to 20.

8 Conclusion

We have presented a threshold ECDSA protocol that is an improvement over the existing schemes
by every metric. Although [17] has been available for some time, there are still to our knowledge
no Bitcoin services or user wallets that offer threshold-signature security. We believe that this is
due to the impracticality of their distributed key generation protocol. Having to rely on a trusted
dealer to distribute key shares exposes a single point of failure for the system and in doing so runs
contrary to the entire premise of using threshold signatures in the first place.

We solve this problem by presenting and implementing a new scheme with a highly efficient
distributed key generation protocol. Together with our reduction in running time and data trans-
ferred, we believe that ECDSA threshold signatures are finally mature enough for adoption.
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A The ZK Proofs for the MtA protocol

In this section we describe the ZK proofs that are needed in the MtA protocol (see Section 3). The
proofs are based on similar ones from [29]: specifically we prove statements that are simpler than
the ones needed in [29).

In these proofs the Verifier uses an auxiliary RSA modulus N which is the product of two safe
primes P = 2p 4+ 1 and Q = 2¢ + 1 with p, ¢ primes. The Verifier also uses two values hy, ho € ZJ*(;
according to the commitment scheme in [14]. Security is based on the assumption that the Prover
cannot solve the Strong RSA problem over N.

Therefore our initialization protocol must be augmented with each player P; generating an
additional RSA modulus N;, and values hy;, ho;, together with a proof that they are of the correct

form (see [14]).

A.1 Range Proof

This proof is run by Alice (the initiator) in both MtA and MtAwc protocols.

The input for this proof is a Paillier public key N, I" and a value ¢ € Zy2. The prover knows
m € Z, and r € Z¥ such that ¢ = 'Y mod N2, where ¢ is the order of the DSA group.

At the end of the protocol the Verifier is convinced that m € [—¢?, ¢®].

— The Prover selects a €r Zgs, 8 €r Zy, Y €R Zq?»]\? and p €p Zq]\?-
The Prover computes z = h7*h mod N, u = I'*N mod N2, w = h{hJ mod N.
The Prover sends z,u,w to the Verifier.

— The Verifier selects a challenge e €r Z; and sends it to the Prover.

— The Prover computes s = r¢8 mod N, s; = em + « and sy = ep + v and sends s, 1, s2 to the
Verifier.

— The Verifier checks that s; < ¢%, u = I'**s¥¢=¢ mod N? and h{*h3?2~¢ = w mod N.
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COMPLETENESS. By inspection.

SOUNDNESS. Let N, § be our Strong RSA challenge. We show how to solve it using a Prover who
succeeds on incorrect instances (i.e. where |m| > ¢%).

Let ho = § and h; = h%‘ for a random x € ZqN- It is not hard to see that the distribution of
these values is indistinguishable from the real one with sufficiently high probability.

Run the Prover on a successful execution over a challenge e and then rewind him and find a
successful execution with challenge é. Therefore we have the same first message z,u,w and two
set of answers s, s1, so for challenge e, and §, §1, 82 for challenge é both satisfying the verification
equations. Let AE =€ — é, Asl = 81 — §1 and Asz = So — §2.

Let A = GCD(Agss + xAs1,Ag). Assume \ # Ag: denote with Ay = (Ase + xAs1)/A and
Ag = Ag/A > 1. Then we find p, v such that uls + vAg = 1.

Then the solution to the Strong RSA challenge is & = 23" mod N, Ag. Indeed note that

w=h{"h3?z7% = hi*h3?27° mod N

therefore
JAE hlAsl hQAsz — gAs2tX4s1 mod N

which implies ~
228 = 3 mod N

Concluding
§ = gHAB = [2#5]2E mod N

We now need to prove that the case A = A cannot happen with high probability.

Consider first the case A = Ag but Ap does not divide Agq. Write x = xo+x15§ with x1 chosen
uniformly at random from a set of size > q. Note that the value x; is information theoretically
secret from the adversary (who only has hq, he). We have that

AS2 + XAsl == ASQ + XOASI + XlAslf)q

Then there is a prime power a® (with @ > 2) such that a’|Ag, a®~1|As but a® does not divide
Agp. Note that this implies that a®~!|As. Set cg = (As2 + x0As1)/a’" ! and ¢; = AgpG/ab?.
We have that ¢y + x1¢1 = 0 mod a and ¢; # 0 mod a. The number of elements x; for which this
equivalence holds is at most ¢/a + 1 and thus the probability of this holding for a random choice
of x1 is at most % + % which is at most % + %. Otherwise we are in the case above with A # Ag.

Now consider the case A = Ag and Ag|As;. Note that this implies that Ag|Aso as well. Define
m1 = Ag/Ap, pr = As2 /AR, a1 = (€81 — és1)/Ap, 11 = (€52 — és2)/Ap.

These ensure that z = A" k5" mod N, w = h{*h3" mod N , s; = em1 + a3 and §; = émq + ;.

Finally denote with m} = AslAgl mod N and o} = (e$; — ésl)Agl mod N. Note that since
m}j =m; mod N and o] = ay mod N, there must be r1, 3’ € Z3 such that

c=T"rN and w= ()N mod N?
At this point we know the following facts
s1<q sy =emy+a; s =em)+a; mod N

51<q s1=émy4+ao; 5 =ém)+a;mod N

Therefore we can prove that m; € [—¢?,¢%] since |m1| < |Agi| < ¢3. But this implies that m/ €
[—¢?, ¢®] since m| = m; mod N and N > ¢".

HONEST-VERIFIER ZERO-KNOWLEDGE. The simulator proceeds as in [29]. Choose z, s, $1, S2, €
according to the appropriate distribution and set u = I'sis¥e=¢mod N and w = hj'h5?2~¢ mod
N.
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A.2 Respondent ZK Proof for MtAwc

This proof is run by Bob (the responder) in the MtAwc protocol. For the MtA protocol a simpler
version of this proof if needed, which we present later.

The input for this proof is a Paillier public key N, I" and two values ¢y, co € Znz, together with
a value X in G the DSA group.

The Prover knows z € Z,, y € Zy and r € Zj such that c; = ¢fI'r"Y mod N2, and X = ¢° €
G, where ¢ is the order of the DSA group.

At the end of the protocol the Verifier is convinced of the above and that = € [—¢?, ¢°].

— The Prover selects a €r Zgs, p €r ZqN’ o €ERr Zq3N’ o€ ZqN’ B €r Z¥, v €r Zx and
T ER ZqN‘
The Prover computes u = ¢%, z = h¥hS mod N, 2/ = h¢hS mod N, t = hYhg mod N, v =
¢T3N mod N2, and w = h]h3 mod N.
The Prover sends u, z.2’,t,v, w to the Verifier.

— The Verifier selects a challenge e € Z; and sends it to the Prover.

— The Prover computes s =S mod N, sy =ex+a, sg =ep+p', t1 = ey +v and t5 = ec + 7.
The Prover sends s, s1, s2,t1,t2 to the Verifier.

— The Verifier checks that s; < ¢%, ¢* = Xu € G, h{'h3? = 22’ mod N, h%'h%?* = t*w mod N,
and ¢f' sV I = c§v mod N2

COMPLETENESS. By inspection.

SOUNDNESS. Let N, § be our Strong RSA challenge. We show how to solve it using a Prover who
succeeds on incorrect instances (i.e. where |z| > ¢%).

Let hy = § and hy = hY for a random x € Z,x- It is not hard to see that the distribution of
these values is indistinguishable from the real one with sufficiently high probability.

Run the prover on a successful execution over a challenge e and then rewind him and find a
successful execution with challenge é. Therefore we have the same first message u, z, 2/, t, v, w and
two set of answers s, sq, so,t1,ts for challenge e, and §, §1, 82, %1, 15 for challenge é both satisfing
theverification equations. Let Ap = e — &, Ayy = s1 — 81, Ago = So — 82, Ay = t1 — t1 and
Atg =19 — {2.

Let A = GCD(Agss + xAs1,Ag). Assume \ # Ag: denote with Ay = (Ase + xAs1)/A and
Ag = Ag/A > 1. Then we find p, v such that uAs + vAg = 1.

Then the solution to the Strong RSA challenge is & = 25" mod N, Ap. Indeed note that

2 =h{*h3227¢ = hi*hy?z~ ¢ mod N

therefore
LAE — hlASthASZ — §As2tXAs1 10d N

which implies ~
228 = 38 mod N

Concluding
§ = §HrstAe — [215Y)2F mod N

Let N = GCD(Ay + xAi, Ag). In a similar way as above we can prove that if X # Ag then
we can solve our Strong RSA challenge.

Therefore we can limit ourselves to the case A = X = Apg.

Consider first the case A = M = Ag but Ag does not divide Ag;. Write x = xo + x1p¢ with
x1 chosen uniformly at random from a set of size > g. Note that the value y; is information
theoretically secret from the adversary (who only has hq, hy). We have that

ASQ + XAsl = As2 + XOAsl + XlAslﬁq
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Then there is a prime power a® (with @ > 2) such that a’|Ag, a®~1|As but a® does not divide
Agp. Note that this implies that a®~!|As. Set cg = (As2 + x0As1)/a’" ! and ¢; = AgpG/ab?.
We have that ¢y + x1¢1 = 0 mod a and ¢; # 0 mod a. The number of elements x; for which this
equivalence holds is at most ¢/a + 1 and thus the probability of this holding for a random choice
of x1 is at most % + % which is at most % + %. Otherwise we are in the case above with A # Ap.

In a similar fashion we can remove the case in which A = X = Ag but Ag does not divide Ay;.

Now consider the case A = N = Ag with Ag|A; and Ag|As;. Note that this implies that
Ap|Ase and Ag|Asas well.

Define x1 = As1/Ap, p1 = As2 /AR, a1 = (€81 — €s1)/Ap, py = (€52 —€s2)/Ap, y1 = Au/AE,
o1 = Atg/AE, Y1 = (et1 — étl)/AE and T = (6t2 — étg)/AE

Define 2] = 21 mod N and y] = y; mod N. Note that by definition

) !
'Y = ¢y mod N?

for some k as needed. And g** = X € G. So we have extracted the required x,y. As in the previous
proof we can establish that z1, 2} € [-¢3, ¢°].

HONEST-VERIFIER ZERO-KNOWLEDGE. The simulator proceeds as in [29] and in the previous ZK
proof.

A.3 Respondent ZK Proof for MtA

This proof is run by Bob (the responder) in the MtA protocol. It is a simpler version of the previous
protocol where Bob only proves that x is small (without proving that it is the discrete log of any
public value).

The input for this proof is a Paillier public key N, I" and two values c1,co € Zpo2.

The Prover knows x € Z;, y € Zn and r € Z}; such that c; = cfnyrN mod N? where ¢ is the
order of the DSA group.

At the end of the protocol the Verifier is convinced of the above and that x € [—¢?, ¢*].

— The Prover selects o €r Zgs, p €r 2, 0 Er Zpy, 0 € Zyg, B €R 4y, v €r Zy and
T ER ZqN'
The Prover computes z = h#h% mod N, 2’ = h&h% mod N, ¢ = h?hg mod N, v = I3 mod
N2, and w = h]h3 mod N.
The Prover sends z, 2/, t, v, w to the Verifier.

— The Verifier selects a challenge e €r Z, and sends it to the Prover.

— The Prover computes s =S mod N, s =ex+a, sg =ep+p', t1 = ey +v and t5 = ec + 7.
The Prover sends s, s1, S2, t1,t2 to the Verifier.

— The Verifier checks that s; < ¢3, h{'h3? = 22’ mod N, hi*h%? = t®w mod N, and ¢{*sN ' =
csv mod N2.

The proof is immediate from the previous one.



