


gen bonds in the hydration shell. In that paradigm, measuring
the interfacial dynamics is viewed as a way of probing the inter-
facial structure. [8,9] The latter is particularly significant for the
problem of hydrophobic solvation where structure of water in the
interface is often related to entropic effects observed in solvation
of nonpolar solutes. [10,11]

Despite structural transition in the interface observed in the
simulations, we find that solvation thermodynamics of Cz

60
, z =

−4, . . . ,+1 follows linear solvation remarkably well. This is sur-
prising because the linear response approximation is constructed
based on the assumption that the solute-solvent interaction does
not alter the structure of the solvent. [12,13] Since electrostatic sol-
vation dominates for highly negative solutes for which transition
occurs, the overall solvation thermodynamics is not sensitive to
the local structural change. We therefore demonstrate that both
the solvation thermodynamics and interfacial dynamics are de-
coupled from local structural crossovers in the interface. Only
higher thermodynamic derivatives of the solvation free energy,
such as solvation heat capacity, are noticeably affected by the
structural transition and can report on the structural transition
in the interface. We present detailed calculations of the electro-
static and non-polar (Lennard-Jones) components of solvation ac-
counting for structural reorganization of the hydration shell and
its effect on the energy and heat capacity of solvation.

2 Solvation thermodynamics

Thermodynamic perturbation theories [14–18] of solvation thermo-
dynamics seek to separate the intermolecular solute-solvent in-
teraction into a reference potential responsible for repulsion from
the solute’s core and a slowly varying perturbation interaction
u0s (“0” for the solute and “s” for the solvent). [19–22] We fol-
low here this tradition and define the hard-sphere (HS) repulsive
core [16,19,23] of the solute with the potential function uHS

0s . The
reference potential (Hamiltonian) H0 is then the sum of uHS

0s and
all solvent-solvent interactions Uss

H0 = uHS
0s +Uss. (1)

In other words, the reference system is the pure solvent and the
hard-sphere core of the solute. Since the hard-sphere potential
uHS

0s is purely geometrical, thermal fluctuations do not alter the
solute-solvent part of the reference potential and δH0 = δUss. We
will use this property below in the calculation of thermodynamic
functions for solvation.

The hard-sphere potential uHS
0s cuts all components of the solute

solvent interaction within its hard core. Therefore, the solute-
solvent interaction u0s = uLJ

0s + uE
0s is the sum of the dispersive

Lennard-Jones (LJ) potential uLJ
0s and the electrostatic interaction

uE
0s taken outside of the hard core. For the LJ potential, this as-

signment corresponds to the Barker-Henderson perturbation the-
ory, [16] as we discuss in more detail below. The excess chemical
potential of solvation due to solute-solvent long-ranged, LJ and
electrostatic, interactions is given by Widom’s formula [24]

β µ0s =− ln

〈

e−βu0s

〉

0
. (2)

Here, 〈. . .〉0 denotes an ensemble average in the reference state
and β = (kBT )−1 is the inverse temperature.

An alternative formula for µ0s is offered by thermodynamic in-
tegration. [12] One scales the solute-solvent interaction with the
parameter 0 ≤ λ ≤ 1 to produce the Hamiltonian

Hλ = H0 +λu0s, (3)

where λ = 0 leads to H0 in Eq. (1). The Gibbs ensemble average
with the Hamiltonian Hλ is then specified with the subscript λ in
the angular brackets, 〈. . .〉λ . In this approach, the solvation chem-
ical potential is the reversible work of the “charging” process in
which the long-ranged solute-solvent potential u0s is continuously
turned on

µ0s =
∫ 1

0
〈u0s〉λ dλ . (4)

The energy of solvation follows from the thermodynamic rela-
tion

e = (∂ (β µ0s)/∂β )V . (5)

It can be separated into the energy of the solute-solvent inter-
action e0s and the term ess describing the modification of the
solvent-solvent interaction energy induced by the solute [25–27]

e = e0s + ess, (6)

where
e0s = 〈u0s〉1 (7)

and 〈. . .〉1 corresponds to λ = 1, when the full solute-solvent inter-
action potential is turned on in the system Hamiltonian. The rep-
resentation of the thermodynamic functions in terms of these av-
erages is preferable for numerical applications since this is the en-
semble produced by MD simulations discussed below. For brevity,
we will drop the subscript from the averages corresponding to
λ = 1, thus adopting 〈. . .〉= 〈. . .〉1.

From Eq. (2) one gets [25,26]

ess = 〈H0〉−〈H0〉0. (8)

The solvent restructuring energy is, therefore, the change in the
interactions between the solvent molecules introduced by turning
the long-ranged solute-solvent interactions on. Since H0 includes
the HS repulsion uHS

0s with diverging energy, an alternative fluc-
tuation relation is more convenient for applications. By applying
λ -scaling of the solute-solvent interaction according to Eq. (3),
one obtains [25,26]

ess =−β

∫ 1

0
〈δu0sδUss〉λ dλ , (9)

where δu0s and δUss denote the deviations from the correspond-
ing average values. Note that δH0 = δUss was used to arrive at
Eq. (9).

The term ess was also designated as the “solvent reorganization
term” [25,27] or “solvent reorganization energy” [11] Since both
terms can lead to confusion with the “solvent reorganization en-
ergy” much earlier reserved for the free energy entering the free
energy barrier for electron transfer reactions, [28] we avoid using
this terminology here (note that the “solvent reorganization en-
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rH

rO

θ

χ

Fig. 1 Schematic representation of the water molecule in the hydration
shell of Cz

60
: rO is the distance between the oxygen atom and the center

of the solute, rH is the distance between the hydrogen atom and the
center of the solute, θ is the angle between water’s dipole (blue arrow)
and the radial direction (green arrow), and χ is the angle between the
planes of the water molecule (blue plane) and that of the dipole moment
and the radial direction (orange plane).

tropies” in refs 29 and 11 refer to quite distinct properties).
The heat capacity of solvation follows from the second deriva-

tive of the excess chemical potential

CV /kB =−β 2
(

∂ 2(β µ0s)/∂β 2
)

V
. (10)

Applying this derivative to Eqs. (6) and (8), one obtains

CV /kB = β 2〈(δu0s +δUss)
2〉−β 2〈δU2

ss〉0

= β 2〈(δu0s)
2〉+2β 2〈δu0sδUss〉+∆Css/kB.

(11)

In the second line of this equation, ∆Css/kB = β 2〈δU2
ss〉 −

β 2〈δU2
ss〉0 is the change of the heat capacity of the solvent due

to the long-ranged solute-solvent interactions. Each of these vari-
ances scales linearly with the number of solvent particles in their
leading terms. Since CV is intensive, these ∝ N terms should iden-
tically cancel out in their difference. The intensive term, ∆Css,
remaining after the cancellation of two macroscopic extensive
terms, can potentially be affected by finite-size effects when eval-
uated from numerical simulations. We show below that this is
indeed the case, and we evaluate this term for the electrostatic
component of the heat capacity by extrapolating the finite-size
simulation results to N → ∞.

The definition of the heat capacity used here is one of sev-
eral thermodynamic routes to the solvation heat capacity from
taking two derivatives of the system energy/enthalpy in terms
on the number of solutes and temperature while keeping vol-
ume/pressure constant. [30] Since four such combinations can
be produced, there are four thermodynamic heat capacities Cab,
where a,b = P,V . In our simulations, NVT ensemble was used
and CV in Eq. (11) corresponds to the thermodynamic heat capac-
ity CVV . Corrections are still required if thermodynamic transfer
heat capacities are used for the experimental input. [30,31] We also

stress that µ0s considered here is not the full solvation chemical
potential. The highly nonlinear [32] free energy of inserting the
repulsive core of the solute into the liquid (free energy of cavity
formation [22,31,33]) is excluded from the analysis by our choice
of the reference system. We focus only on solvation due to elec-
trostatic and long-ranged LJ interactions and on the alteration of
this solvation thermodynamics by the structural crossover in the
hydration shell.

Below, we apply this formalism to the electrostatic and LJ com-
ponents separately, but first turn to the structural changes in the
interface of Cz

60
found in MD simulations while altering the charge

z of the fullerene solute. The main result of our study is a remark-
able insensitivity of the solvation thermodynamics combining the
electrostatic and LJ components to local structural changes in the
hydration shell in the entire range of charges studied here.

3 Results

Simulation protocol. We have performed molecular dynamics
simulations of the charged states of Cz

60
by using NAMD software

suite. [34] The details of the simulation protocol can be found in
the Electronic Supplementary Information (ESI†), along with ad-
ditional data analysis. Briefly, the simulation performed in the
NVT ensemble involved 2413 SPC/E waters in equilibrium with a
single Cz

60
solute. The typical length of the simulation trajectory

was 110 ns. The distribution of partial atomic charges in charged
fullerenes was calculated by DFT and not altered continuously,
as is often done in solvation studies. [35,36] We, therefore, do not
study solvation of partial molecular charges here and instead fo-
cus on whole charges in the range −4 ≤ z ≤ 1.

A number of parameters have been analyzed to characterize
changes in the structure of the hydration layers with charging
of the solute. In order to navigate in the parameters considered
here, Fig. 1 illustrates a water molecules in the hydration shell
close to Cz

60
with distances from the oxygen, rO, and from the

hydrogen, rH, to the center of the solute. The distribution of
those is characterized below through the pair distribution func-
tions (PDFs). In addition, the orientation of the water molecule
in the interface is characterized by two angles: the angle θ be-
tween its dipole moment and the radial direction and the angle χ

between two planes: the plane formed by the dipole moment and
the radial direction and the plane of the water molecule.

Interfacial structure. The first signature of the structural tran-
sition of the hydration shell is seen from PDFs shown in Fig.
2. Two sets of solute-water functions are presented: the solute-
oxygen PDFs (Fig. 2a) and solute-hydrogen PDFs (Fig. 2b). The
solute-oxygen PDFs show that the solvent shell softens with the
fullerene charge changing from z = 1 to z = −2, with nearly no
change between z = 1 and z = 0. The peak of the oxygen PDF with
the position rmax

O gets lower for z = −1 and z = −2, which corre-
sponds to a less structured hydration shell. However, this trend
is reversed at z = −3 and −4, and the oxygen peak gets sharper
and shifts to smaller distances, signaling a more structured shell.
The first peak of the hydrogen distribution nearly coincides with
that for oxygen at |z| ≤ 1, which implies that waters are mostly
in plane of the fullerene-water dividing surface. [37,38] At z ≤−2,
one observes a substantial growth of the hydrogen peak (Fig. 2b)
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Fig. 2 Radial distribution functions for oxygens (a) and hydrogens (b) of
the water molecules in the hydration shell of Cz

60
at 300 K. Different

charge state z are listed in the plots. The distance of 1 Å between the
oxygen and hydrogen peaks at z =−4 is shown in the plot to indicate
that the OH bond of hydration water points to the center of C−4

60
in this

charge configuration.

at the distance ≈ 1 Å shorter than the oxygen peak. This is a signa-
ture of dangling OH bonds pointing toward the solute. [39–41] It is
accompanied by the disruption of the hydrogen-bond network in
the hydration shell resulting in the higher density of the shell. In-
terfacial water turns into a layered structure commonly observed
at interfaces with hydrophilic and charged substrates. [42,43]

The parameters of the first hydration layer are summarized in
Table 1. We list the number of first-shell waters NI

s and the frac-
tion of the dangling bonds nOH

s = NOH
s /NI

s , where NOH
s is the total

number of dangling bonds in the first hydration shell. In addition,
the position of the first peak, rmax

O , and of the first minimum, rmin
O ,

of the solute-oxygen PDF gO(r) (Fig. 2a) are listed. The first shell

Table 1 Parameters of the first hydration shell of Cz
60

at 300 K: the
number of first-shell waters NI

s , the fraction of dangling bonds nOH
s , the

number of hydrogen bonds per water molecule nHB, and the positions of
the first peak, rmax

O , and of the first minimum, rmin
O of the solute-oxygen

PDF (Å).

z NI
s nOH

s nHB
a rmax

O rmin
O

1 79.6 3.34 6.75 8.45
0 81.0 3.23 6.75 8.45
-1 82.1 3.11 6.75 8.45
-2 83.4 0.11 3.02 6.55 8.45
-3 38.8 0.39 2.42 6.45 6.95
-4 42.7 0.42 2.36 6.35 6.95

aThe number of hydrogen bonds per water molecule in bulk SPCE
is nHB = 3.6 at 300 K. [44]
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Fig. 3 Upper panel: average tetrahedral order parameter Q(T ) = 〈Q〉 in
the first hydration shell of Cz

60
as a function of temperature in all charge

states z indicated in the plot. Also shown are the results for Q(T ) for bulk
SPC/E water [49] (open points). Lower panel: the average number of
hydrogen bonds per water molecule in the first hydration shell nHB.
Open points refer to bulk SPC/E water. [44]

is defined throughout below as all positions of the water oxygens
within the distance r ≤ rmin

O corresponding to the first minimum
of the solute-water PDF (Fig. 2 and Table 1).

The picture of the charge-induced structural transition in the
hydration shell is further supported by all structural parameters
we have calculated to provide details of the positional and orien-
tational arrangement of hydration waters. Since we anticipate
that the appearance of a large density of dangling OH bonds
should disrupt the hydrogen-bond network, we have calculated
the tetrahedral order parameter for the water molecules in the
hydration shell [45–48]

Q = 1− 3
8

3

∑
i=1

4

∑
j=i+1

(

cosθi j +1/3
)2

. (12)

This parameter is specified by the angle θi j formed by a target
molecule with its four nearest neighbors i and j. Fully ordered
tetrahedral structure yields 〈Q〉 = 1, and 〈Q〉 = 0 describes the
state of orientational disorder.

We show in the upper panel of Fig. 3 the average tetrahedral
parameter Q(T ) = 〈Q〉 at different temperatures calculated for
the first hydration shell of Cz

60
. Tetrahedral order is generally

reduced [50] in the hydration shell compared to bulk SPC/E wa-
ter [49] (open points in Fig. 3). The order is progressively reduced
with increasing the solute charge (as is also found for monovalent
and divalent cations [51]), but the transition to z =−3 and z =−4

shows a much deeper drop of tetrahedral order. The distributions
P(Q) are also quite revealing showing a shift of the highest peak
of P(Q) to lower values of Q (less order) when increasing the neg-
ative charge of the fullerene (Fig. 4). The effect of temperature
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Fig. 4 Distributions of the tetrahedral order parameter Q (Eq. (12)) for
Cz

60
at z =−1 (upper panel) and z =−4 (lower panel). The order

parameter is calculated in the first hydration shell defined by distances
rO less than the distance to the first minimum of the oxygen PDF (Figs.
1 and 2). The results of calculations are shown at different temperatures
indicated in the plot.

on P(Q) is significant for low charges due to breaking of tetrahe-
dral order by thermal agitation. [48] In contrast, tetrahedral order
is already broken by the electrostatic field of the solute for z ≤−3,
and increasing temperature makes little effect on the main peak
and just lowers the high-order wing of the distribution (Fig. 4).

The lower panel in Fig. 3 presents the number of hydrogen
bonds nHB per water molecule in the first hydration shell of Cz

60

calculated according to the typical geometric definition of a hy-
drogen bond. [52] The results for the first hydration shell are com-
pared to bulk SPC/E water [44] (open points in Fig. 3). We observe
a small gap in the number of hydrogen bonds between waters in
contact with the neutral C60 compared to the bulk, which, how-
ever, widens with increasing temperature. The results for the neu-
tral C60 are in agreement with previous simulations. [37,44] The
issue of the number of hydrogen bonds in hydration shells was
also studied by fitting analytical two-state solvation models to the
the hydration thermodynamics. [53,54] Our calculations support
the view of weakening hydrogen bonds [54] in contrast to their
strengthening. [53] Charging fullerenes further lowers the number
of hydrogen bonds (Table 1), and the trend for nHB is in general
accord with Q(T ) = 〈Q〉.

The loss of tetrahedral order and breaking of hydrogen bonds
are accompanied by increased ordering of the shell dipoles along
the local electric fields, which, as the charge is increased, is less
hindered by hydrogen bonds among the water molecules. The
cooperative nature of hydrogen bonds leads to a sharp and dis-
tinct alteration of the orientational distribution with increasing
|z|. In order to characterize changes in the orientational struc-
ture, we have considered two first Legendre polynomials of the
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Fig. 5 Distribution of the order parameter p1 (ℓ= 1 in Eq. (13)) of the
first hydration shell of Cz

60
at changing temperature (the definition of the

first hydration shell is the same as in Fig. 4). The upper panel shows the
results for z = 0 and the lower panel refers to z =−4; the temperatures
are listed in plot.

scalar product between the unit vector of the dipole moment µ̂µµ

with the unit vector r̂rr of the radius vector r connecting the so-
lute’s center to the oxygen atom to which the dipole moment is
assigned. The orientational order parameter is defined in terms
of the Legendre polynomial Pℓ(x) as follows

pℓ(r) = Pℓ(µ̂µµ · r̂rr). (13)

The plots of the distribution functions for p1(r) when r is in
the first hydration shell of Cz

60
are shown for z = 0 and z = −4

in Fig. 5 (the distributions for other charges can be found in
ESI†). We find that a broad and somewhat skewed distribution
of dipolar orientations around a nonpolar solute [37,38,55] is re-
placed by a highly asymmetric distribution with its peak repre-
senting the preferential orientation of the dipoles pointing toward
the solute at θ = 130◦, also found in previous simulations of soft-
repulsive [44] and charged [56] spherical solutes. Given the HOH
angle of 104◦, this average value of θ implies that one of OH
bonds is directed nearly straight toward the center of the solute,
which is consistent with the PDFs shown in Fig. 2.

The dramatic change in the orientation of the water dipoles in
the shell at z = −3,−4 is also accompanied with the rotation of
the plane of the water molecules. The distributions of the angle
χ (Fig. 1) at z = 0,−1 are peaked at χ ≈ 90◦ (Fig. 6). The water
molecules in the hydration shell are mostly positioned parallel to
the dividing interfacial surface, as was found in many previous
studies of water in contact with hydrophobic surfaces. [39–41,57]

On the contrary, the appearance of the dangling OH bonds at
z = −3,−4 forces the water molecules to rotate into the plane
of the dipole moment and the radius-vector (χ ≈ 0 or χ ≈ 180◦ in
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Fig. 6 Distribution of angle χ (Fig. 1) of water molecules in the hydration
shell of Cz

60
at changing temperature. The upper panel shows the results

for z = 0 and the lower panel refers to z =−4.

Fig. 6).

To summarize, the evidence presented in Figs. 2–6 shows
a structural transition of the hydration shell changing from a
structure specific for interfaces of water with hydrophobic sur-
faces/solutes to a shell with broken hydrogen bonds released as
dangling OH pointing toward the solute (with the population of
≈ 0.4 for z =−3,−4, Table 1). While signatures of this new struc-
tural order are seen already at z=−2, the most pronounced struc-
tural change appears for z = −3,−4. The new structure persists
at all temperatures studied here and is not strongly affected by
temperature. One anticipates that the appearance of dangling
bonds in hydration shells of charged fullerenes should have spec-
troscopic evidence. [58–60] Our next focus is on solvation thermo-
dynamics of fullerenes and on the dynamics of the solute-solvent
interaction and the dynamics of hydration water.

Solvation. The solvation thermodynamics is often described
in the Gaussian [32,61] or linear response [12,62] approximation in
which the thermodynamic integration for the excess chemical po-
tential is replaced by the expansion in terms of two first non-
vanishing cumulants

µ0s = e0s +(β/2)〈(δu0s)
2〉, (14)

where
e0s = 〈u0s〉. (15)

In the second summand of Eq. (14), the cross-correlations
between the fluctuations of electrostatic and LJ interactions,
〈δuE

0sδuLJ
0s〉, can often be neglected (which is the case with our

MD simulations). When such a decoupling approximation is
adopted, one can write the above equation for each component
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Fig. 7 Thermodynamic potentials of electrostatic solvation of Cz
60

in
different charge states z versus negative of the average solute-solvent
electrostatic interaction energy eE

0s at T = 300 K. The points are MD
results and the dashed line shows the expectation of the linear response
approximation, µE

0s = (1/2)eE
0s, Eq. (17).

µs
0s, s = E,LJ

µ0s = µE
0s +µLJ

0s . (16)

The problem of ion solvation is further simplified by a nearly
universally observed [35,63,64] quadratic scaling of the average
solute-solvent interaction with the solute charge, 〈uE

0s〉λ ∝ λ 2.
This scaling significantly simplifies the solvation thermodynamics
for the electrostatic component. The solvation thermodynamic
potentials are given by approximate, but often highly accurate,
relations [64]

µE
0s =

1
2

eE
0s, eE

0s =−β 〈(δuE
0s)

2〉, (17)

where the electrostatic solute-solvent interaction energy is

eE
0s = 〈uE

0s〉. (18)

The same quadratic scaling applies to the component 〈δuE
0sδUss〉λ

in Eq. (9), which simplifies the equation for the solvent restruc-
turing energy to the following form

eE
ss =−(β/2)〈δuE

0sδUss〉. (19)

From Eqs. (6) and (17), one derives the expression for the en-
tropy of electrostatic solvation

T sE = µE
0s + eE

ss. (20)

Equation (20) provides access to eE
ss from experimentally accessi-

ble thermodynamic solvation functions.
The results of calculations according to Eqs. (17)–(20) are

listed in Table 2 and shown by points corresponding to charged
states of Cz

60
in Fig. 7. The dependence µE

0s(z) is shown in
Fig. S12 in the ESI†. We find that all thermodynamic functions
for electrostatic solvation follow the quadratic ∝ z2 scaling with
the solute charge. Further, the average solute-solvent interac-
tion energy eE

0s displays asymmetry in respect to the sign flip
z = 1 → z = −1, which is a well-documented [65] result for ionic
solvation related to asymmetry of the molecular charge in the
water molecule. [66–68] Note, however, that this asymmetry has
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mostly been reported for much smaller ions typically used for
electrolytes, and we find here that this rule can be extended to
much larger Cz

60
solutes. We also find, similarly to our previous

studies, [69,70] a curious proximity between −µE
0s and the energy

of solvent’s restructuring eE
ss

−µE
0s ≈ eE

ss. (21)

This empirical results holds less accurately for Cz
60

studied here
compared to surface solvation of C180. [70]

The near cancellation between two summands in Eq. (20) is
difficult to describe by analytical models since it, in fact, rep-
resents a cancellation between two-solvent microscopic correla-
tions entering µE

0s with three-solvent correlations required to cal-
culate eE

ss.
[71] Since these are correlations between the solvent

particles in the vicinity of the solute, one in fact has to deal with
three-particle, solute-solvent-solvent correlations for µ0s and with
the corresponding four-particle correlations for ess. [15,72,73] Nu-
merical errors of subtracting two large numbers have potentially
contributed to the unexpected positive value of T sE for z = −1

(Table 2). Microscopic models dealing with high-order correla-
tions involving molecular orientations have not been developed,
and even formulating approximations for higher-order distribu-
tion functions currently presents a formidable theoretical chal-
lenge. [15] Considering solvation of multipoles of different order
might provide a helpful initial insight into molecular correlations
contributing to each term in Eq. (20) since much less pronounced
cancellation between those two terms was found for dipolar sol-
vation, as discussed in Ref. 69.

Relations between thermodynamic solvation functions in Eqs.
(11), (17), and (19) allow us to write the electrostatic heat ca-
pacity in the closed form

(CE
V −∆CE

ss)/kB =−2β
(

µE
0s +2eE

ss

)

≈−2βeE
ss, (22)

where Eq. (21) was applied in the second approximate equality.
Since eE

ss > 0 (Table 2), the linear-response theory suggests that
the heat capacity from direct electrostatic solute-solvent interac-
tions is negative and is roughly proportional to the magnitude of
the solvent restructuring energy.

The complexity of calculations of solvation heat capacity is well
illustrated by Table 3. Its component due to changes in the solvent
structure produced by the solute-solvent electrostatics, ∆CE

ss, was
calculated by subtracting 〈δU2

ss〉(0) at z = 0 from 〈δU2
ss〉(z) at z 6= 0

∆CE
ss/kB = β 〈δU2

ss〉(z)−β 〈δU2
ss〉(0). (23)

The result of this procedure strongly depends on the system size,
and the values reported in Table 3 were calculated by extrapolat-
ing to N → ∞. The change of the solvent heat capacity ∆Css/kB is
positive (Table 3) and with the magnitude close to that of −2βeE

ss

in Eq. (22). The resulting heat capacity of electrostatic interac-
tions comes from mutual cancellation of two large contributions,
and it changes sign as a function of the solute charge.

Comparison of simulated heat capacities to observations is not
easy to establish. The overall heat capacities of aqueous elec-
trolytes can be either positive or negative, [74] but experiment

does not have access to individual ions. In addition, all compo-
nents, the cavity formation thermodynamics, electrostatics, and
LJ interactions, have to be included in a complete analysis. Previ-
ous simulations of heat capacity of aqueous electrolytes [36] indi-
cated that heat capacities of monovalent cations and anions can
carry opposite signs: positive heat capacity for cations and nega-
tive heat capacity for anions. We also find this sign switch here,
but it is followed by another change of sign for z < −2. This sec-
ond sign change is caused by the collapse of the hydration shell
at higher charges (Fig. 2), which leads to a significant increase of
∆CE

ss given by Eq. (23).

We now turn to the LJ component of solvation. The average
solute-solvent interaction energy is directly calculated from the
simulation trajectories as an ensemble average

eLJ
0s = 〈uLJ

0s〉. (24)

The calculation of other thermodynamic functions by perturba-
tion theory requires more accurate definition of the perturba-
tion potential to avoid including the strongly repulsive branch
of the potential in the perturbation expansion. [15] This problem
has received much attention in the past. [18] The Weeks-Chandler-
Andersen (WCA) [19] and Barker-Henderson (BH) [16] schemes
are most commonly applied, although some successful alterna-
tives have been formulated as well. [23,75,76]

All perturbation schemes for nonpolar solvation separate the
LJ potential into the repulsive and attractive parts, with the pair
distribution function of the repulsive part often approximated by
that of a hard-sphere fluid. [19] Since we have access, through MD
simulations, to the ensemble configurations when the solute car-
ries the entire LJ potential, we apply the λ -perturbation scheme
instead. The long-ranged perturbation potential is chosen accord-
ing to the Barker-Henderson protocol [16]

uBH
0s = uLJ

0s θ(r− rc), (25)

in which θ(x) is the Heaviside step function and the cutoff dis-
tance rc = σ = 3.33 Å is the LJ diameter for the carbon-oxygen
solute-solvent interaction. The cutoff distance, therefore, sets up
the radius of the hard-sphere reference potential uHS

0s in Eq. (1)
with uLJ

0s = uBH
0s considered as the LJ perturbation potential.

The average 〈uBH
0s 〉λ in Eq. (4) can be written as

〈uBH
0s 〉λ = Q−1

λ

∫

uBH
0s e−βH1+β (1−λ )uBH

0s dΓ, (26)

where Qλ is the partition function corresponding to Hλ in Eq. (3)
and dΓ denotes integration over the system phase space. Since
the ensemble statistics with the full Hamiltonian H1 = H0 + uBH

0s

is available from the simulation trajectories, one can perform the
perturbation expansion in Eqs. (3), (4) and (26) in the perturba-
tion term (1−λ )uBH

0s . The ensemble averages 〈. . .〉= 〈. . .〉1 in the
perturbation series then correspond the full LJ potential at λ = 1.
By truncating the expansion after the second terms, one gets

µLJ
0s = 〈uBH

0s 〉+(β/2)〈
(

δuBH
0s

)2

〉. (27)

Similarly, the correlation 〈δuBH
0s δUss〉λ entering the solvent re-
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Table 2 Thermodynamic solvation potentialsa for Cz
60

at 300 K (the energies are in eV).

z −T sE −eE −eE
0s

b −µE
0s

c eE
ss

d −T sLJ −eLJ −eLJ
0s −µLJ

0s
e eLJ

ss

1 0.07 0.71 1.53 0.64 0.82 0.16 2.54 2.35 2.38 −0.19

0 − − − − − 0.35 2.72 2.37 2.37 −0.35

−1 −0.39 0.82 2.33 1.21 1.51 0.3 2.61 2.29 2.31 −0.32

−2 0.01 4.57 9.73 4.56 5.15 −0.12 2.12 2.03 2.24 −0.09

−3 1.13 12.20 21.50 11.10 9.28 −0.69 1.61 1.83 2.3 0.21
−4 1.64 21.94 38.12 20.31 16.18 −1.32 1.11 1.48 2.43 0.36

aElectrostatic component is calculated as extrapolation to N → ∞ of the simulation results obtained at N = 1200 and N = 2413 water
molecules in the simulation box. bCalculated from Eq. (18). cCalculated from Eqs. (14) and (15) applied to the electrostatic

component of the solute-solvent interaction energy. dCalculated from Eq. (19). eCalculated from Eq. (27).

Table 3 Solvation heat capacities for Cz
60

at 300 K.

z CE
V /kB ∆CE

ss/kB
a CLJ

V /kB
b

1 169 248 19
−1 −67 72 30
−2 −296 149 5
−3 212 793 −31

−4 620 1553 −62

aCalculated by subtracting β 2〈δU2
ss〉 for charged and neutral

states at a given N (Eq. (23)), followed by extrapolation to
N → ∞. bCalculated from the first two terms in Eq. (30)

structuring energy in Eq. (9) is independent of λ in the lowest
order of the perturbation theory [15] and one gets

eLJ
ss =−β 〈δuBH

0s δUss〉. (28)

From Eqs. (24)–(28), the following relation for the entropy of
LJ solvation follows

T sLJ = 〈(uLJ
0s −uBH

0s )〉+ eLJ
ss − (β/2)〈

(

δuBH
0s

)2

〉. (29)

We find that the solute-solvent LJ energy eLJ
0s is large (Table 2), but

the entropy of solvation by LJ forces is relatively insignificant in
the overall solvation thermodynamics. [11,21,31,50,73,77] The same
is true for the energy of solvent restructuring eLJ

ss . This result for
the LJ component of solvation is very distinct from the picture
found for electrostatic solvation: in that case the low entropy of
electrostatic solvation, which is comparable in the magnitude to
that from LJ interactions, is the result of a nearly complete can-
cellation of two large in magnitude and opposite in sign energies
through Eqs. (20) and (21).

By combining Eq. (29) with Eq. (11) for the solvation heat ca-
pacity, one obtains

CLJ
V =−2sLJ +T−1〈(uLJ

0s −uBH
0s )〉+∆CLJ

ss . (30)

Here, ∆CLJ
ss is the change of the heat capacity of the solvent due

to the attractive part of the LJ potential. In other words, this is
the difference in the heat capacities of the solvent between the
solution containing the repulsive solute and that with the full LJ
potential. As we have mentioned above, the extensive, ∝ N, com-
ponent of the solvent heat capacity must cancel in the difference
and only the intensive component should survive. Our MD sim-
ulations do not allow us to determine this component of the LJ

heat capacity and only the contribution of first two terms in Eq.
(30) is listed in Table 3. Note that large contributions from water
restructuring to the heat capacity of solvation reported in simu-
lations of xenon [78] included also the heat capacity of the cavity
formation and not only that of LJ interactions considered here.
The heat capacity due to LJ solvation is positive [76,79] and small
in magnitude compared to the electrostatic heat capacity, partic-
ularly for solutes carrying large charges (Table 3).

Returning to the question posed at the beginning of our discus-
sion of whether the structural change in the interface is sensed
by solvation thermodynamics, we see little evidence of that. The
only notable result of the hydration shell’s collapse at z = −3,−4

is the change in the sign of eLJ
ss , sLJ, and CLJ

V compared to the
solutes carrying lower charges (Tables 2 and 3). However, these
changes of the nonpolar solvation thermodynamics are fully over-
shadowed by electrostatic solvation which follows the “trivial” lin-
ear response scaling with the solute charge without significant
signatures produced by the change of the local structure.

Dynamics. In order to study the dynamics of the hydration
shell, we have considered a number of time autocorrelation func-
tions. The time correlation function of the electrostatic inter-
action energy uE

0s captures the effect of the shell dynamics on
the long-ranged solute-solvent interactions involving many water
molecules on its decay length. The corresponding time correla-
tion function is

CE(t) = 〈δuE
0s(t)δuE

0s(0)〉. (31)

The correlation function CLJ(t) is similarly defined with the re-
placement uE

0s → uLJ
0s . This function is designed to be more sen-

sitive to the local interfacial structure because of the short-range
character of LJ interactions. Finally, the correlation function C1(t)

of the order parameter p1(t) determined for the molecules in the
first hydration shell reflects the single-molecule rotational dynam-
ics altered by the solute-solvent interactions

C1(t) = 〈δ p1(t)δ p1(0)〉. (32)

Other dynamic correlation functions for single-molecule rota-
tions can be defined [9] and linked to one-particle dynamics mea-
sured by the NMR [80] and infrared [81,82] spectroscopies. We are
not pursuing the goal of connecting to experimental data and in-
stead are focused on the question of how the structural change of
the interface, caused by altering the charge, affects the interfacial
dynamics. From the dynamic data collected here, we consistently
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Table 4 Average relaxation times 〈τ〉 for the solute-solvent
(Lennard-Jones (LJ) and electrostatic (E)) interactions and for the order
parameter p1 of the water molecules in the first hydration shell
(relaxation times are in ps and Es

a/kB, s = E,LJ are in K).

z Ea LJb p1
c EE

a /kB ELJ
a /kB

1 0.9 3.9 0.56 2412 2254
0 0.9 4.4 0.55 2192
−1 1.2 4.8 0.51 2236 2301
−2 1.2 3.4 0.54 2355 2533
−3 1.3 1.5 0.55 2478 2395
−4 1.7 0.9 0.72 2198 2226

aRelaxation times 〈τ〉 calculated from the time correlation
function of electrostatic solute-solvent interaction as defined by
Eq. (17). b〈τ〉 obtained from a multi-exponential fit of Eq. (31)

upon replacing uE
0s → uLJ

0s . c〈τ〉 determined from a
multi-exponential fit of Eq. (32) (see the ESI†).

find very little sensitivity of the relaxation times to the charge of
the solute and to the corresponding structural transition in the in-
terface. This is particularly true when the long-range electrostatic
interactions are concerned, while the dynamics of the short-range
LJ interaction speeds up by a factor of ∼ 4 when the solute charge
changes from z =±1 to z =−4. This alteration reflects changes in
the density of the hydration shell, which, somewhat surprisingly,
almost do not affect the dynamics of p1(t) (Table 4).

Relaxation times mostly independent on the charge state for
fullerene are probably the consequence of the low charge den-
sity of these molecules. Even with collapse of the first hydra-
tion layer for z = −3,−4, the first peak of the oxygen RDF is at
rmax
O > 6 Å (Table 1), significantly exceeding rmax

O ≈ 2 Å for the
Mg2+ cation. [51] The parameter often employed to gauge the
strength of ion-water electrostatic interaction in hydration ther-
modynamics [65] and water exchange dynamics [51] is the charge
density ∝ z/[rmax

O ]3. For instance, water exchange time for Mg2+

is ≈ 130− 664 µs, while it is much lower, 117–753 ps, for Ca2+

characterized by rmax
O ≈ 2.5 Å. We obviously do not observe any

such sensitivity of the dynamics to the selection of the ion, which
indeed might be traced back to the low charge density of the
fullerene ions.

The average relaxation times 〈τ〉, obtained from multi-
exponential fitting of the correlation functions, were calculated
at different temperatures and fitted to the Arrhenius plots (Figs.
S8 and S9 in the ESI†)

〈τ〉= τ0eβEa . (33)

The activation energies Es
a, s = E,LJ are listed in Table 4.

The activation energy for the single-particle dynamics of bulk
water [81] is Ea/kB ≃ 2045 K. It is somewhat lower for SPC/E
water, 1650 K, [83] when calculated in the range of temperatures
similar to that studied here. We, therefore, observe an increase of
the activation barrier for the dynamics of hydration water (Table
4), but not as significant as reported (≈ 70%) for the aqueous so-
lution of tetramethylurea. [81] Even though the activation barrier
of water dynamics does not seem to correlate with the structural
transition in the interface, it adds additional evidence [84] against
the geometric interpretation of the slower dynamics of water in

the hydration shell. [85] The latter model anticipates that the vol-
ume excluded by the solute from the configurational space of the
water molecule should lead to its slower dynamics. Such geomet-
rical constraints, which are purely entropic, should not lead to a
change in the activation barrier for reorientations, in contrast to
experiment [81] and our calculations listed in Table 4.

4 Discussion

Crossovers in thermodynamics of nonpolar solvation are often
associated with the effect of the solute size on the network of
water’s hydrogen bonds enveloping the solute. [59,86–89] Disrup-
tion of the hydrogen-bond network by sufficiently large solutes,
∼ 1 nm in size, has been linked to the crossover from volume-
dominated to surface-dominated solvation. [10,44] Solvation of
charged solutes was found to mostly follow the predictions of the
linear response models. [35,63,64] From this standpoint, since size
is not varied in our study, no fundamental changes to the estab-
lished picture of hydration thermodynamics, particularly in terms
of new crossovers, are anticipated from charging the solute.

The results presented here challenge these expectations. While
we confirm the validity of linear solvation in the entire range of
charges from z = +1 to z = −4, we have discovered a dramatic
alteration of the structure of the hydration shell around buckmin-
sterfullerene C60 when its charge reach the values z = −3,−4 (a
pre-transition is seen already at z =−2). The structural crossover
of the hydration shell is characterized by a significant reduction
of tetrahedral order, density collapse [90] (shift of the distribution-
function peak to closer distances), and disruption of the network
of hydrogen bonds in the shell. Breaking hydrogen bonds allows
waters to align along the local electric fields to produce orien-
tational order in the hydration shell. The combination of reori-
entation of the water molecules with enhanced density forces
the release of OH bonds pointing toward the solute (dangling
bond [58–60]). This phenomenology, involving broken network
of hydrogen bonds, density enhancement, and build-up of ori-
entated water domains is qualitatively similar to the picture ob-
served for hydration shells of proteins. [91,92] From a general per-
spective, our observations confirm that long-ranged and suffi-
ciently strong interactions can cause structural transitions, but,
because of their slow change and relatively weak forces, produce
essentially no impact on the local dynamics. Therefore, measure-
ments of the hydration-shell dynamics might not provide a suffi-
ciently sensitive probe of the local structure and might not be able
to signal the occurrence of a structural transition in the hydration
shell.

The structural crossover observed here is unrelated to dewet-
ting/drying transitions considered in relation to crossovers pre-
dicted to occur for water in contact with hydrophobic so-
lutes. [86–89] It is also essentially independent from temperature,
in contrast to gradual transformations, with increasing temper-
ature, of OH vibrational spectra of the shell changing frequency
from below the frequency of bulk water to higher than in the
bulk. [48,59] The results reported here fall under the general um-
brella of interfacial structural crossovers induced by the solute-
solvent electrostatics. We have previously observed similar struc-
tural changes induced by surface solvation of dipoles placed at the
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outer layer of the solute [70] and due to an increased polarizability
of the solute causing thermodynamic instability of the interfacial
dipolar polarization. [90] In the case of instability driven by the
solute polarizability, an increased population of interfacial dan-
gling OH bonds was found, in a general agreement with the new
results reported here.

We find that all thermodynamic functions describing electro-
static solvation scale quadratically with the solute charge, as ex-
pected from linear solvation models. The entropy of electrostatic
solvation is negative and is relatively small in magnitude as a re-
sult of nearly complete mutual cancellation [11] between the sol-
vation chemical potential and the energy of solvent restructur-
ing ess in Eq. (20). Given this physical origin of the electrostatic
solvation entropy, it is hardly conceivable that continuum dielec-
tric models can be reliable for entropy estimates. Critical tests
of the Born model of ionic solvation is often hampered by the
unknown radius of the dielectric cavity considered as a fitting pa-
rameter. [93] The cavity radius, however, cancels out in the ratio
of the entropy and chemical potential of solvation, which in the
Born model becomes

T sE

µE
0s

=−
1

ε(ε −1)

∂ε

∂T
, (34)

where ε(T ) is the temperature-dependent dielectric constant.
For SPC/E water studied here one has [94] ε(300 K) = 70.1 and
∂ε/∂T ≃ −0.058 K−1. With these numbers, one gets T sE/µE

0s ≃

3.6× 10−3 from Eq. (34), while a much higher value ≃ 0.1 fol-
lows for the same ratio in Table 2. It is clear that the Born
model severely underestimates the entropy of electrostatic sol-
vation. [69,93,95,96]

The inability of continuum models to describe the entropy of
solvation has very practical consequences to a number of prob-
lems in biophysics. The pKa values of protein residues are often
estimated by using continuum electrostatic models and those cal-
culations cannot capture the effect of temperature. Obviously,
the heat capacity, the second derivative of the electrostatic free
energy of solvation, cannot be approached by continuum-based
calculations. The heat capacity is, however, an important param-
eter for both protein folding [97–99] and enzyme catalysis. [100] For
the latter, heat capacities of activation (the difference of heat ca-
pacities in the activated and reactant states) are often negative,
producing upward-curved Arrhenius plots. [100] Electrostatics sig-
nificantly affects activation barriers of enzymatic reactions. [101]

Therefore, given the results obtained in this study (Table 3), neg-
ative activation heat capacities imply stronger electrostatic sol-
vation (Eq. (22)) if the change in the heat capacity of the sol-
vent does not apply to the active site. This outcome is in line
with the accepted view that electrostatic stabilization is reached
in the transition state, [101] as an extension of Pauling’s idea [102]

of tighter binding in the activated state of the catalytic site. [103]

A positive electrostatic heat capacity for the cation (z =+1, Ta-
ble 3) found here is in qualitative agreement with previous calcu-
lations. [36] Hydration of cations is also lower in the absolute mag-
nitude of the chemical potential than hydration of anions. [66,67]

There is, therefore, a thermodynamic driving force to place more

anions to the surface of a folded protein to increase its stabiliza-
tion energy and solubility. This thermodynamic preference should
produce a negative heat capacity of folding due to the different
signs of heat capacities of electrostatic hydrations for cations and
anions. This is indeed a well documented and universal obser-
vation for thermodynamics of protein folding. [98,99] We also find
that solvation heat capacities from electrostatics far exceed those
from LJ solute-solvent interactions pointing to the dominance of
electrostatic interactions in the heat capacity of solvation and,
potentially, in thermodynamics of protein collapse/folding. [104]

In agreement with this view, a recent single-molecule study has
shown [105] that temperature-induced collapse of an intrinsically-
disordered protein is driven by the temperature-dependent hy-
dration free energies of the hydrophilic residues and not by the
anticipated hydrophobic effect.
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