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On the Location of the Minimizer of the Sum of
Two Strongly Convex Functions
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Abstract— The problem of finding the minimizer of a sum
of convex functions is central to the field of distributed
optimization. Thus, it is of interest to understand how that
minimizer is related to the properties of the individual functions
in the sum. In this paper, we provide an upper bound on the
region containing the minimizer of the sum of two strongly
convex functions. We consider two scenarios with different
constraints on the upper bound of the gradients of the functions.
In the first scenario, the gradient constraint is imposed on the
location of the potential minimizer, while in the second scenario,
the gradient constraint is imposed on a given convex set in
which the minimizers of two original functions are embedded.
We characterize the boundaries of the regions containing the
minimizer in both scenarios.

I. INTRODUCTION

The problem of distributed optimization arises in a variety
of applications, including machine learning [1]-[4], control
of large-scale systems [5], [6], and cooperative robotic sys-
tems [7]-[11]. In such problems, each node in a network has
access to a local convex function (e.g., representing certain
data available at that node), and all nodes are required to
calculate the minimizer of the sum of the local functions.
There is a significant literature on distributed algorithms that
allow the nodes to achieve this objective [12]-[18]. The local
functions in the above settings are typically assumed to be
private to the nodes. However, there are certain common
assumptions that are made about the characteristics of such
functions, including strong convexity and bounds on the
gradients (e.g., due to minimization over a convex set).

In certain applications, it may be of interest to determine a
region where the minimizer of the sum of the functions can
be located, given only the minimizers of the local functions,
their strong convexity parameters, and the bound on their
gradients (either at the minimizer or at the boundaries of
a convex constraint set). For example, when the network
contains malicious nodes that do not follow the distributed
optimization algorithm, one cannot guarantee that all nodes
calculate the true minimizer. Instead, one must settle for
algorithms that allow the non-malicious nodes to converge
to a certain region [19], [20]. In such situations, knowing
the region where the minimizer can lie would allow us to
evaluate the efficacy of such resilient distributed optimization
algorithms. Similarly, suppose that the true functions at
some (or all) nodes are not known (e.g., due to noisy data,
or if the nodes obfuscate their functions due to privacy
concerns). A key question in such scenarios is to determine
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how far the minimizer of the sum of the true functions
can be from the minimizer calculated from the noisy (or
obfuscated) functions. The region containing all possible
minimizers of the sum of functions (calculated using only
their local minimizers, convexity parameters, and bound on
the gradients) would provide the answer to this question.

When the local functions f; at each node v; are single
dimensional (i.e., f; : R — R), and strongly convex, it is easy
to see that the minimizer of the sum of functions must be in
the interval bracketed by the smallest and largest minimizers
of the local functions. This is because the gradients of all the
functions will have the same sign outside that region, and
thus cannot sum to zero. However, a similar characterization
of the region containing the minimizer of multidimensional
functions is lacking in the literature, and is significantly more
challenging to obtain. For example, the conjecture that the
minimizer of a sum of convex functions is in the convex
hull of their local minimizers can be easily disproved via
simple examples; consider fi(z,y) = 2% — 2y + %yz and
folz,y) = 12+my+%y2—4x—2y with minimizers (0, 0) and
(2, 0) respectively, whose sum has minimizer (1, 1). Thus, in
this paper, our goal is to take a step toward characterizing
the region containing the minimizer of a sum of strongly
convex functions. Specifically, we focus on characterizing
this region for the sum of two strongly convex functions
under various assumptions on their gradients (as described in
the next section). As we will see, the analysis is significantly
complicated even for this scenario. Nevertheless, we obtain
such a region and gain insights that could potentially be
leveraged in future work to tackle the sum of multiple
functions.

II. NOTATION AND PRELIMINARIES

Sets: We denote the closure and interior of a set £ by
£ and £°, respectively. The boundary of a set £ defined as
0 =&\ &°.

Linear Algebra: We denote by R™ the n-dimensional
Euclidean space. For simplicity, we often use (x1, ..., Z,) to
represent the column vector [z1 22 Ty T We use e;
to denote the i-th basis vector (the vector of all zeros except
for a one in the i-th position). We denote by ||-|| the Euclidean
norm ||z == (32, #2)'/2 and by Z(u,v) the angle between
vectors u and v. Note that Z(u,v) = arccos (%) We

use Br(zg) = {z € R" : ||z — zo|| < r} and B,(zg) to
denote the open and closed ball, respectively, centered at =
of radius 7.

Convex Sets and Functions: A set C in R" is said to be
convex if, for all  and y in C and all ¢ in the interval (0, 1),
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the point (1 — t)x + ty also belongs to C. A differentiable
function f is called strongly convex with parameter ¢ > 0 (or
o-strongly convex) if (Vf(z) =V f(y))T (z—y) > o|lz—yl?
holds for all points z,y in its domain. We denote the set of
all o-strongly convex functions by S(o).

III. PROBLEM STATEMENT

We will consider two scenarios in this paper. We first
consider constraints on the gradients of the local functions
at the location of the potential minimizer, and then consider
constraints on the gradients inside a convex constraint set.

A. Problem 1

Consider two strongly convex functions f; : R — R
and f, : R™ — R. The two functions f; and f have strong
convexity parameters o1 and s, respectively, and minimizers
27 and x5, respectively. Let « denote the minimizer of f; +
f2, and suppose that the norm of the gradients of f; and f
must be bounded above by a finite number L at x. Our goal
is to estimate the region M containing all possible values z
satisfying the above conditions. More specifically, we wish
to estimate the region

Mz}, x5, 01,00, L) 2 {x € R" : 3f; € S(01),
Efg S S(O’g), Vfl(JSD = 0, Vfg(.%‘;) = 0,
Vfi(z) = =Vfa(z), VA=V <L} O

For simplicity of notation, we will omit the argument of the
set M(x7,x3, 01,09, L) and write it as M or M(x7,x35).

B. Problem 2

Consider two strongly convex functions f; : R” — R
and f, : R™ — R. The two functions f; and f; have strong
convexity parameters o1 and g, respectively, and minimizers
x7 and 3, respectively. Suppose that we also have a compact
convex set C C R™ containing the minimizers =] and x3.
Let x denote the minimizer of f; + fo within the region
C. The norm of the gradients of both functions f; and f;
is bounded above by a finite number L everywhere in the
set C. Our goal is to estimate the region N containing all
possible values z( € C satisfying the above conditions. More
specifically, define F (o, L,C) to be the family of functions
that are o-strongly convex and whose gradient norm is upper
bounded by L everywhere inside the convex set C:

F(o,L,C) 2 {f: fe€S(o), |[Vf(2)| <L, Vz € C}.
Then, we wish to characterize the region
N(l’f,$;,0’1,02,L) e {CE ceR": E'fl € .F(Jl,L,C),

Eifg (S f(O'Q,L,C), Vfl(JCT) = 0,
Via(z5) =0, Vfi(z)=-Vfa(x)}. (2)

For simplicity of notation, we will omit the argument of the
set N'(z3,x3,01,09,L) and write it as N or N'(z},x3).

Fig. 1. The red lines are the boundary of the region that contains M,
while the blue lines are the boundary of the region that contains N, where
convex sets C1 and Co are a circle (Left) and a box (Right) respectively.

C. A Preview of the Solution

We provide two examples of the region containing the
minimizer of the sum of 2-dimensional functions in both
scenarios in Fig. 1, where =] and z5 are the minimizers of
f1 and fs, respectively; we derive these regions in the rest of
the paper. Notice that the region containing set M (the area
bounded by the red line) is bigger than the region containing
set A/ (the area bounded by the blue line). In addition, even
though we have changed the shape of convex set in the two
examples, the minimizer regions are similar.

IV. PROBLEM 1: GRADIENT CONSTRAINT AT LOCATION
OF POTENTIAL MINIMIZER

In this section, we consider the first scenario when the
gradient constraint is imposed on the location of the potential
minimizer and derive an approximation to the set M in (1).

Consider functions f; € S(o1) with minimizer z} and
f2 € S(o2) with minimizer 3. Without loss of generality,
we can assume zj = (—7r,0,...,0) € R™ and z5 =
(r,0,...,0) € R™ for some rr € Ry, since for any a7}
and 3 such that z7 # x5, we can find a unique affine
transformation that maps the original minimizers into these
values and also preserves the distance between these points
i.e., ||z7 — x3|| = 2r. The minimizer region in the original
coordinates can then be obtained by applying the inverse
transformation to the derived region.

We will be using the following functions throughout our
analysis. For ¢ € {1,2}, define

in(% L) £ arccos (%Hx — x;k||)7 3)

for all 2 € R™ such that % ||z — x}|| < 1. For simplicity of
notation, if ~L is a constant, we will omit the arguments and
write it as ¢;(x) or ¢;. Furthermore, for all x € R", define

Y(z) = 7= (az(7) — n(2),

where «;(z) is the angle between © — ¥ and =3 — 27 i.e.,
a;(z) & L(x — xf, x5 — x7).

Lemma 1: Necessary conditions for a point z € R" to be
a minimizer of f; + fo when the gradients of f; and f, are
bounded by L at x are (i) ||z — z}|| < U% for i = 1,2, and
(ii) ¢1(z) + ¢2(z) = Y ().

Proof: From the definition of strongly convex functions,

(Vfi(x) = Vi) (@ —y) > oille — yl?
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Fig. 2. The quantities ¢; (o) represent the angles between V f;(x0) and
u;(x0). The quantities ¢;(zo) represent the maximum possible values for
¢i(z0) in order for z¢ to be a minimizer. In other words, the angles ¢1 (zo)
and ¢2(xo) must lie in the shaded regions.

for all z,y and for ¢ = 1,2. Since =] and z5 are the
minimizers of f; and fy respectively, we get

(Vfi(z) = Vfi(a) T (z — 27) > ail|lz — 2|

*

-z
= Vfi(l“)Tm > oillz — i 20. @
K]
Let u;(x) £ ~=%L be the unit vector in the direction of
llz—=71l

v —aj and ¢i(x) = Z(V fi(2), ui(w)), with 0 < ¢i(x) < §
as shown in Fig. 2. From (4), we get

Vii(2) ui(@) = |V fi(z)| cos(¢i(x)) = 0|z — 7]].

If z is a candidate minimizer then we can apply the gradient
norm constraint ||V f;(z)|| < L to the above inequality to
obtain

cos(¢i(2)) > Tl — . 5)

If &z — 7| <1 then ¢;(x) < arccos(%||z — z;||). On
the other hand, if % ||z —x}[| > 1 then there is no ¢;(x) that
can satisfy the inequality (5). Therefore, if ||z — 7| > U% or
le— x5 > U%, we conclude that z cannot be the minimizer
of the function f; + fo.

Suppose that F|z — zj|| < 1 for i = 1,2 so that
arccos(%F-|lz — «7||) and arccos(% |z — x3|) are well-
defined. In order to capture the possible gradient of f; at
point z, define a set of vectors whose norms are at most L
and satisfy (5):

Gi@) 2 {g: llgll < L,
Z(g,u1(z)) < arccos (%Hm - x’{||) }

Since x can be the minimizer of the function f; + f> only
when V f1 () = —V fa(x), we define a set of vectors whose
norms are at most L and satisfy (5) to capture the possible
negated gradient vectors of fs:

Go(@) 2 {g: llgll < L,
£(~g,uz(x)) < arccos (%Hz - x;||) }

Note that ¢o(z) can be viewed geometrically as the angle
between —V fy(x) and —ug(x) as shown in Fig. 2. If G ()N
Ga(x) = (), then x cannot be the minimizer of the function
f1 + f2 because it is not possible to choose f; and fo such

Fig. 3. The green region in the figure is the set Gi(xo) and the yellow
region is the set Go(xo). These regions are defined by the angles ¢1 and
¢2. If these regions overlap, the point x¢ is a minimizer candidate.

that V f;(z) satisfy inequality (5) for i = 1,2 and V f1(z) =
—V fa(x) simultaneously.

Recall that o; (z) = Z(ui(z), 25—x) with 0 < a;(x) <7
for i = 1,2, ie., a;(z) = arccos (uZ(x)Tl(\fz::h)l) Note
that ap(x) > «ay(z) due to the definition of «;. Then, the
angle between u (z) and us(x) is as(x) — aq (). Therefore,
the angle between u(z) and —uq(x) is equal to ¥ (z) =
T — (az(z) — a1(x)).

Let ¢;(x) be the maximum angle of ¢;(x) that satisfies
inequality (5), i.e., as given by (3). By the definition of ¢; (),
if ¢1(x) + ¢o(x) > ¥(x), there is an overlapping region
caused by ¢1(2) and ¢ () as shown in Fig. 3 and there exist
gradients V f1(z) € G1(x) and —V fa(z) € Ga(z) such that
Vf1(z) = =V fa(x). On the other hand, if ¢, (z) + ¢o(z) <
¥(x) then G1 () NGa(x) = () and it is not possible to choose
gradients V f1(z) € Gi(x) and —V fa(z) € Go(z) such that
they cancel each other. In this case, we can conclude that
this x cannot be the minimizer of the function f; + fo. M

Note that angles ¢y (x), ¢o(z), ai(x), and as(z) can
be expressed as a function of ||z7 — z3||, ||z — «7]|, and
|z — x3||. Thus, from the proof of Lemma 1, the inequality
¢1(x)+p2(x) > p(x) depends only on the distance between
the three points zj, z3, and x. Therefore, the candidate
minimizer property of x can be fully described by the 2-
D picture in Fig. 3.

Now we consider the relationship between set M in (1)
(which is the set that we want to identify) and certain other
sets which we define below. Define the set

M(aj,a3) 2 {o € R" : 61(2) + () > (a),

Note that based on Lemma 1, M contains the minimizers of

fi+ fo.

Define H to be the set of points such that there exist
strongly convex functions (with given strong convexity pa-
rameters and minimizers) whose gradients can be bounded
by L at those points:

H(zt, 23) = {x € R": 3f, € S(01),
Hfg S 8(0’2), Vfl(.f{) =0, Vfg(l‘;) =0,
IVA@) <L, [Vf(z)| <L}

Define H; to be the set of points such that there exists
a o;-strongly convex function f; with minimizer x} whose
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gradient is bounded by L at those points:

Hi(x)) 2 {z e R": 3f; € S(0s),

Vfl(iC*) =0, ||sz($)H < L}7 i=1,2.
Lemma 2: M(z%,x3) C M(zt a) C H(x},x3) and
H(wf,03) = B () N B 1 (1)
_ Proof:  From Lemma 1, we get M(z3,25) C
M(z7,x5). From the definition of a strongly convex func-
tion,

(Vfilz) = Vi)' (@ —y) > oil|lz — y]?

for all z,y where 7 = 1, 2. Substitute z; into y to get

(Vfi(z) = Vfila) (& = 27) 2 ail|e — 27|

& |V fi(x)|llz = a7 cos(¢i(2)) = oillz — 27

= Lzoilz—aj
L
& lz—zf| < — (6)

o

where the equality ||V fi(z)| cos(¢;(x)) = L occurs
when Vf;(x) is chosen such that ||Vf;(z)|| = L and
Vfi(z)Tu;(x) = L. Note that the above sequence of inequal-
ities uses the fact that |V f;(x)|| < L and 0 < cos(¢;(x)) <
1. Since B,(zo) = {x : ||z — xo| < r}, from (6), we have
Hi(2}) € B (7).

For the converse consider & € B (x
T

(

). By choosing a
quadratic function f;(z) = 36;(z—x] ) x—x}) where §; =
Ta=ar]> One can easily verify that ; > o; and ||V f;(2)] =
L. So, we have H,;(x )DBL( ).

From the definition of H “and H;, we get H(xz},xh) =
Hi(x}) N Ha(z3) = B (v7) N B (z3). Finally, since the
conditions of the set 7 are the same as the last two conditions
in the set M, we get M(z},x%) C H(x],z5). R [ |

The result from Lemma 2 shows that the set M contains
the set M from (1) within it. Thus, we will derive the
equation of the boundary of M in n-dimensional space from
the angles d;i defined in (3), and the necessary condition
¢1(x) + da2(x) > ().

Define x = (21, 22, . . ., 2,) and the set of points

22+ z]]? —r? o109
T(L)é{xeR": !
" Bd 2
1 o2 1 o3
@ 2 \a 2
where di(z) = (21 +7)2+ ||z[%,  do(z) =
Vizr—=7r)2+z||? 21 € R and z = (22,23,...,2n) €

R~ For simplicity of notation, if L is a constant, we will
omit the argument and write it as 7T,.
Lemma 3: The set {z : ¢1(x) + d2(z) = 7 — (az(x) —
aq(z))} is equivalent to 7o,.
Proof: From Fig. 3, the z;-axis equations are given by
(with x elided for notational convenience)

z1 =djcosa; — 1T =dycosag + T,

21+7r 21—
and cosag = .
dy da

& cosa =

)

Fig. 4. The sets of gradients at a point on the boundary AOM that is not

on the boundary OH. In this case, ¢1(z0) + ¢2(x0) = Y(x0).
The z-axes equations are given by
lz|| = di sin vy = da sin as,
|| || 2]
& sinog = and sinog = — (8)
P
Consider

$1(x) + o(z) = 7 — (02(z) — o (). ©)
Since 0 < ggl < g, weget0 < d~>1+¢~>2 <. Since 0 < a; <
mand ag > a1, 0 <7 — (ag —ay) < m. Thus, equation (9)
is equivalent to
cos(d1 + ¢2) = cos(m — (a2 — 1))
& cos(g?)l + ¢~>2) = —cos(ag — a1).

Expanding this equation and substituting (7), (8), and
cos(¢i(x)) = Fd; for i = 1,2, we get

g1 (o) g1 2 g2 2
- i () - ()
7 dy 7 do \/ 7 dy 7 do
_m-r st _M Izl
do dy dy di
Dividing the above equation by d;ds and rearranging yields

T

|
We next provide a lemma that will subsequently lead to
the main result of this section, namely Theorem 1. The proof
of Lemma 4 and Theorem 1 can be found in [21].
Lemma 4: (i) z7 € OM if and only if r < ﬁ
(i) z3 € OM if and only if r < ;&

1
Theorem 1: 1f r < % - min {U%, (}2} then the boundary

OM is given by T,, U {z*, x5}

First, we provide a sketch of the proof of Theorem 1 here.
Using Lemma 4, we can conclude that 7 and =3 are included
in the boundary OM under the conditions of the theorem.

Then, consider the case when = ¢ {z7,z5}. Recall the
definition of M and Lemma 2. The boundary M can
be classified into 2 disjoint types. The first type consists
of points x with the following property: ¢1(z) + ¢2(z) =
7 — (aa(x) — a1 (z)) for which an example is shown in Fig.
4. The second type consists of points = with the following
property: ¢1(x)+do(x) > 7 — (az(x) —ay(x)) for which an
example is shown in Fig. 5. One can show that if z is in the
set {z : ¢1(x) + do(x) > 1(x)}, then & ¢ HM. Therefore,
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Fig. 5. The sets of gradients at a point on the boundary M that is also
on the boundary OH. In this case, cos(¢1(z0)) = 1 and cos(¢2(z0)) =
%on — a3 |5 however, ¢1(x0) + ¢2(z0) > ¥ (x0).

OM must be described by the set {z : ¢y (x) + do(x) =
¥(x)} (which is 7, by Lemma 3), along with {x7,x3}.

An example of the region M given by Theorem 1 is shown
in Fig. 6.

V. PROBLEM 2: GRADIENT CONSTRAINT ON CONVEX
SET

In this section, we consider the second scenario when the
gradient constraint is imposed on a given convex set in which
the minimizers of two original functions are embedded. We
begin by analyzing the necessary condition for any given
point to be a minimizer using a geometric approach and
then state the relationship among certain sets related to
the minimizer region. Finally, the equation of a region of
possible minimizers in n-dimensional space is presented. For
Lemma 5 and 6, and Theorem 2, we will discuss the main
ideas of the proof briefly. The complete proof is provided at
[21].

Let d(xg, JC) be the infimum distance between x( and the
boundary of a convex set C, i.e.,

A .
d(xp,0C) = zlenafc |z — 2o

Lemma 5: Suppose C is a compact convex set and z is a
point in C. Suppose f € S(o), and the norm of the gradient
of f in C is bounded by L, ie., |Vf(x)| < L, Vz € C.
Then

IVf(zo)|| < L — od(x0,0C)

The main idea of the proof of this lemma is that the norm
of the gradient at g (i.e., |V f(zo)|) plus the additional
gradient increase from zy to the boundary OC must not
exceed L. However, the distance from x( to the boundary
is bounded below by d(xg,dC), so by rearranging the
inequality, we obtain the result.

Lemma 6: Suppose C is a compact convex set. Let f; €
S(o1), f2 € S(02), xo be the minimizer of f; + f> over the
set C and L be the norm of the gradient of f; and f5 at x.
If the norm of the gradient of f; and f> in C is bounded by
L, ie., ||Vfi(z)|]| < L, Vx € C, i = 1,2 then

L < L —min(oy, 03) % d(zg,C).

In order to prove this lemma, we use the result from
Lemma 5 and apply it to the functions f; and fo. Since the
gradients at o are equal i.e., |V fi(xo)|| = ||V f2(x0)||, the
minimum growth rate of gradient from g to x is determined
by min(oy,09).

cosgy, =1 cos¢p, =1

‘f

5

L)
W & £ 4 -2 0 2 4 6 B 1

Fig. 6. The boundary AOM (blue line) is plotted given original minimizers
z] = (—4,0) and x5 = (4,0) and parameters 01 = 02 = 1 and L = 10.

As before, without loss of generality, we can assume
zi = (-r,0,...,0) € R* and 25 = (r,0,...,0) € R"
since for any minimizers ] and x5, and a convex set C, we
can find a unique affine transformation that maps the original
minimizers into (—7,0,...,0) and (r,0,...,0) respectively
and also preserves the distance between these points, i.e.,
||zt — 3 || = 2r. This transformation also uniquely maps the
original convex set C into a new convex set C’.

With the above assumption, we can now modify Lemma 1
with the new bound L on ||V f;(2)||, provided by Lemma 6.
Define a function

L(z) £ L — min(oy,09) x d(z,0C) for z € C.

Lemma 7: Necessary conditions for a point z € R™ to be
a minimizer of f; + fo when the gradients of f; and f, are
bounded by L in a convex set C are (i) ||z — 2} < Uii(:c)
for i = 1,2, and (i) ¢1(z, L) + ¢o(x, L) > ().

The proof is the same as Lemma 1 except that we use
|V fi(z)|| < L(x) instead of ||V f;(z)|| < L.

Now we consider the relationship between the set A/ in
(2) (which is the set that we want to identify) and other
sets which we will define below. Recall the definition of A/
from (2) where F(o,L,C) ={f: f € S(0), |[Vf(z)| <
L, Vz €} for a given convex set C.

We define A" as

Nzt at) & {x ER": ¢1(x, L) + dolar, L) > ¥(2),
1

1 ~
|z — 23l < —L(z), |[z—a3] <
01 02

where L(x) = L —min(oy,03) x d(x, C). Note that unlike
L, E(:z:) is a function of z. By Lemma 7, N contains the
minimizers of fi + fo and N (2%, %) C N (z%, x3).

Define Z to be the set

I(z},23) 2 {x € R" : 3f; € S(o1), Ifz € S(02),
Vii(z}) =0, Vifs(x3) =0,
IVA(@) < L(x), [Vfa(a)| < L(z)}.

Define Z;, © = 1,2, to be the set of points such that there
exists a strongly convex function f; whose minimizer is z;
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and whose gradient can be bounded by L at z:

Li(z}) £ {z € R" : 3f; € S(0u), Vfi(a}) =0, i
IVfi(x)l| < L(x)}.

Lemma 8: N(x3,25) C N(27,23) C ZI(zf,z3),
I(w},w3) = Ti(a}) N Io(ay), and N (af,23) © M, 3)
for all x € C.

Proof: The first and second parts are similar to the
proof of Lemma 2. However, we cannot simplify the set Z;
further (unlike the set H; in Lemma 2) since Z; depends on
the convex set C (via L).

Since the gradient L(z) is no greater than L for all z € C,
the third part N'(z}, z5) € M(z}, z5) follows. n

We can interpret Lemma 8 as follows. The constraints
3f; € F(o;, L,C) for i = 1,2 in the set A are shifted to a
constraint on their gradients, i.e., L(z) = L —min(oy, g3) X
d(x,dC). This simplifies the analysis significantly but poten-
tially introduces conservatism.

Theorem 2: 1f M(x},2%) C Z(x%,x3) and r < L x
min { -, 2}, then ON is given by T, (L) U {xt, 23}

The proof of Theorem 2 in [21] is obtained by noting from
Theorem 1 and Lemma 8 that N' C Z. Then, as in the proof
of Theorem 1, the boundary AN is shown to be described
only by T,,(L).

Note that the resulting equation 7,,(L) may not be sym-
metric since L is a function of a convex set C.

Examples of N compared to M when the convex set
constraints are a circle and a box are shown in Fig. 1.

VI. CONCLUSIONS

In this paper we studied the properties of the minimizer of
the sum of strongly convex functions, in terms of the min-
imizers and strong convexity parameters of these functions,
along with assumptions on the gradient of these functions.
While identifying the region where the minimizer can lie is
simple in the case of single-dimensional functions (i.e., it is
given by the interval bracketed by the smallest and largest
minimizers of the functions in the sum), generalizing this
result to multi-dimensional functions is significantly more
complicated. Thus, we established geometric properties and
necessary conditions for a given point to be a minimizer.
We considered two cases: one where the gradients of the
functions have to be bounded by a value L at the location
of the minimizer, and the other where the gradients of the
functions are bounded by L everywhere inside a convex set.
We used the results from the former case to provide an
estimate of the region for the latter case. The boundaries
of these regions are shown in Fig. 1 (in red and dark blue).

Our work in this paper focused on identifying necessary
conditions for certain points to be minimizers, and thus the
regions that we have characterized are overapproximations of
the true regions. Future work will include finding sufficient
conditions for given points to be a minimizers, and generaliz-
ing these regions to handle sums of multiple strongly convex
functions.
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