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Abstract

The Expectation-Maximization (EM) algorithm is a widely used method for maximum like-
lihood estimation in models with latent variables. For estimating mixtures of Gaussians, its
iteration can be viewed as a soft version of the k-means clustering algorithm. Despite its wide
use and applications, there are essentially no known convergence guarantees for this method.
We provide global convergence guarantees for mixtures of two Gaussians with known covariance
matrices. We show that the population version of EM, where the algorithm is given access to
infinitely many samples from the mixture, converges geometrically to the correct mean vectors,
and provide simple, closed-form expressions for the convergence rate. As a simple illustration,
we show that, in one dimension, ten steps of the EM algorithm initialized at infinity result in
less than 1% error estimation of the means. In the finite sample regime, we show that, under
a random initialization, O(d/ €?) samples suffice to compute the unknown vectors to within € in
Mahalanobis distance, where d is the dimension. In particular, the error rate of the EM based

estimator is O (ﬁ) where n is the number of samples, which is optimal up to logarithmic

factors.
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1 Introduction

The Ezpectation-Maximization (EM) algorithm [DLR77, Wu83, RW84] is one of the most widely
used heuristics for maximizing likelihood in statistical models with latent variables. Consider a
probability distribution py sampling (X, Z), where X is a vector of observable random variables, Z
a vector of non-observable random variables and A € A a vector of parameters. Given independent
samples x1, ..., x, of the observed random variables, the goal of maximum likelihood estimation is
to select A € A maximizing the log-likelihood of the samples, namely ), logpa(x;). Unfortunately,
computing py(x;) involves summing py (x;, z;) over all possible values of z;, which commonly results
in a log-likelihood function that is non-convex with respect to A and therefore hard to optimize.
In this context, the EM algorithm proposes the following heuristic:

e Start with an initial guess A of the parameters.
e For all t > 0, until convergence:

— (E-Step) For each sample i, compute the posterior Qgt) (2) =py0(Z = 2| X =x;).

— (M-Step) Set A+ .= argmaxy 3, 3", QZ@ (2)log %

Intuitively, the E-step of the algorithm uses the current guess of the parameters, A*), to form
beliefs, Qf-t), about the state of the (non-observable) Z variables for each sample i. Then the M-step
uses the new beliefs about the state of Z for each sample to maximize with respect to A a lower
bound on ), logpa(x;). Indeed, by the concavity of the log function, the objective function used
in the M-step of the algorithm is a lower bound on the true log-likelihood for all values of A, and
it equals the true log-likelihood for A = A(®). From these observations, it follows that the above
alternating procedure improves the true log-likelihood until convergence.

Despite its wide use and practical significance, little is known about whether and under what
conditions EM converges to the true maximum likelihood estimator. A few works establish local
convergence of the algorithm to stationary points of the log-likelihood function [Wu83, Tse04,
CHO8]J, and even fewer local convergence to the MLE [RW84, BWY17]. Besides local convergence,
it is also known that badly initialized EM may settle far from the MLE both in parameter and in
likelihood distance [Wu83]. The lack of theoretical understanding of the convergence properties of
EM is intimately related to the non-convex nature of the optimization it performs.

Our paper aims to illuminate why EM works well in practice and develop techniques for under-
standing its behavior. We do so by analyzing one of the most basic and natural, yet still challenging,
statistical models EM may be applied to, namely balanced mixtures of two multi-dimensional Gaus-
sians with equal and known covariance matrices. In particular, we study the convergence of EM
when applied to the following family of parametrized density functions:

Pur s () = 0.5 - N(2; 1, 2) + 0.5 - N (23 p2, ),
where ¥ is a known covariance matrix, (g1, p2) are unknown (vector) parameters, and N (u, X; @)
represents the Gaussian density with mean g and covariance matrix 3, i.e.

N(z;p, X)) = exp (—0.5(z — p)'S 7z — p)).
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Our main contribution is to provide global convergence guarantees for EM applied to the above
family of distributions. We establish our result for both the “population version” of the algorithm,
and the finite-sample version, as described below.



Analysis of Population EM for Mixtures of Two Gaussians. To elucidate the optimization
features of the algorithm and avoid analytical distractions arising due to sampling error, it has been
standard practice in the literature of theoretical analyses of EM to consider the “population version”
of the algorithm, where the EM iterations are performed assuming access to infinitely many samples
from a distribution p,, ,, as above. With infinitely many samples, we can identify the mean, w,
of Pu; us, and re-parametrize the density around the mean as follows:

pu(x) =05 -N(z; pu,X) +0.5 - N(x; —p, X). (1.1)

We first study the convergence of EM when we perform iterations with respect to the parameter
p of pyu(x) in (1.1). Starting with an initial guess A for the unknown mean vector p, the ¢-th
iteration of EM amounts to the following update:

0.5N (z; A1) 3) }
Ewwp“[ Pyt (@) r

ACD = A7(AD), ) £ (1.2)

E 0.5./\/(:13;)\(0,2)} ’

TPp { Pyt (@)

where we have compacted both the E- and M-step of EM into one update.
The intuition behind the EM update formula is as follows. First, we take expectations with

respect to x ~ p,, because we are studying the population version of EM, hence we assume access

0.5N (221 3
py(t) ()

step t, that « was sampled from the first Gaussian component of p,,, namely the one for which our

current estimate of its mean vector is A(®). (The complementary probability is our present belief
that = was sampled from the other Gaussian component.) Given these beliefs for all vectors @,
the update (1.2) is the result of the M-step of EM. Intuitively, our next guess A+1) for the mean
vector of the first Gaussian component is a weighted combination over all samples x ~ p,, where
the weight of every « is our belief that it came from the first Gaussian component.

Our main result for population-EM is the following:

to infinitely many samples from p,. For each sample x, the ratio is our belief, at

Informal Theorem (Population EM Analysis). Whenever the initial guess X s not equidistant
to u and —p, EM converges geometrically to either p or —u, with convergence rate that improves
as t — oo. We provide a simple, closed form expression of the convergence rate as a function of
XD and p. If the initial guess A9 is equidistant to p and —p, EM converges to the unstable fized
point 0.

A formal statement is provided as Theorem 2 in Section 4. We start with the proof of the
single-dimensional version, presented as Theorem 1 in Section 3. As a simple illustration of our
result, we show in Section 5 that, in one dimension, when our original guess A(?) = 400 and the
signal-to-noise ratio p/o = 1, 10 steps of the EM algorithm result in 1% error.

Despite the simplicity of the case we consider, no global convergence results were known prior
to our work, even for the population EM. [BWY17] studied the same setting proving only local
convergence, i.e. convergence only when the initial guess is close to the true parameters. They
argue that the population EM update is contracting close to the true parameters. Unfortunately,
the EM update is non-contracting outside a small neighborhood of the true parameters so this
argument cannot be used for a global convergence guarantee.

In this work, we study the problem under arbitrary starting points and completely characterize
the fixed points of EM. We show that other than a measure-zero subset of the space (namely points
that are equidistant from the centers of the two Gaussians), any initialization of the EM algorithm
converges to the true centers of the Gaussians, providing explicit bounds for the convergence rate.



To achieve this, we follow an orthogonal approach to [ BWY17]: Instead of trying to directly compute
the number of steps required to reach convergence for a specific instance of the problem, we study
the sensitivity of the EM iteration as the instance varies. The intuition is that if the EM update

is sensitive to undotine #ho dnatenan dhoan chaneine dha dnctbanon chosld alon ottract the update
towards the cha that keeping the
instance fixed, o articular, we gain
a handle on the ed by Eq. (3.2).
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Figure 1: Sensitivity of the EM update when changing the true parameters. Large sensitivity
implies large progress towards the true parameters. See Eq. (3.2) for a quantification.

Analysis of Finite-Sample EM for Mixtures of Two Gaussians. The finite sample analysis
proceeds in three steps. First, in the finite sample regime we do not know the average of the two
mean vectors, (p1 + p2)/2, exactly. We show that, with O(d/ €2) samples, we can approximate
the average to within Mahalanobis distance e. We then chain two coupling arguments. The first
compares the progress towards the true mean made by the correctly centered population EM update
to that of the incorrectly centered population EM update. The second compares the progress
towards the true mean made by the incorrectly centered population EM update with the progress
made by the incorrectly centered finite sample EM update. See Figure 2 and Theorem 3. Given
the error incurred in the approximation of the center (@1 + p2)/2, we propose to stabilize the
sample-based EM iteration by including in the sample for each sampled point @; its symmetric
point —x;. This is the sample based version that we analyze, although our analysis goes through
without this stabilization. Our result is the following, formally given as Theorem 3 in Section 6.

Informal Theorem (Finite Sample EM Analysis). Whenever € < SNR, O(d/e* - poly(1/SNR))
samples suffice to approximate py and po to within Mahalanobis distance € using the EM algorithm.

In particular, the error rate of the EM based estimator is O (ﬁ) where n is the number of

samples, which is optimal up to logarithmic factors.t

Bootstrapping EM for Faster Convergence. We note that, in multiple dimensions, care must
be taken in initializing the EM algorithm, even in the infinite sample regime, as the convergence
guarantee depends on the angle between the current iterate and the true mean vector. While a
randomly chosen unit vector will have projection of ©(1/ \/&) in the direction of p, we argue that
we can boostrap EM to turn this projection larger than a constant. This allows us to work with
similar convergence rates as in the single-dimensional case, namely only SNR (and not dimension)
dependent. Our initialization procedure is described in Section 6.3.

!Note that even if SNR is arbitrarily large (so that the two Gaussian components are “perfectly separated”) the

problem degenerates to finding the mean of one Gaussian whose optimal rate is {2 <\/%)
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Figure 2: (a) Coupling correctly and incorrectly centered population EM updates. We show that,
starting from the same iterate, the correctly and incorrectly centered population EM updates
will land to close-by points. This quantified by Eq. (6.13). (b) Coupling incorrectly centered
population EM and finite sample EM updates. We show that, starting from the same iterate, the
incorrectly centered population EM update and the finite sample update land to close-by points.
This quantified by Lemma 10.

Informal Theorem (EM Initialization). EM can be boostrapped so that the number of iterations
required to approrimate 1 and po to within Mahalanobis distance € depends logarithmically in the
dimension.

Related Work on Learning Mixtures of Gaussians. We have already outlined the literature
on the Expectation-Maximization algorithm. Several results study its local convergence properties
and there are known cases where badly initialized EM fails to converge. See above.

There is also a large body of literature on learning mixtures of Gaussians. A long line of work
initiated by Dasgupta [Das99, AK01, VW04, AM05, KSV05, DS07, CR08, BV08, CDV09] provides
rigorous guarantees on recovering the parameters of Gaussians in a mixture under separability
assumptions, while later work [KMV10, MV10, BS10] has established guarantees under minimal
information theoretic assumptions. More recent work [HP15] provides tight bounds on the number
of samples necessary to recover the parameters of the Gaussians as well as improved algorithms,
while another strand of the literature studies proper learning with improved running times and
sample sizes [SOAJ14, DK14]. Finally, there has been work on methods exploiting general position
assumptions or performing smoothed analysis [HK13, GHK15].

In practice, the most common algorithm for learning mixtures of Gaussians is the Expectation-
Maximization algorithm, with the practical experience that it performs well in a broad range
of scenarios despite the lack of theoretical guarantees. Recently, Balakrishnan, Wainwright and
Yu [BWY17] studied the convergence of EM in the case of an equal-weight mixture of two Gaussians
with the same and known covariance matrix, showing local convergence guarantees. In particular,
they show that when EM is initialized close to the actual parameters, then it converges. In this work,
we revisit the same setting considered by [BWY17] but establish global convergence guarantees. We
show that, for any initialization of the parameters, the EM algorithm converges geometrically to
the true parameters. We also provide a simple and explicit formula for the rate of convergence.

Concurrent and independent work by Xu, Hsu and Maleki [XHM16] has also provided global
and geometric convergence guarantees for the same setting, as well as a slightly more general setting
where the mean of the mixture is unknown, but they do not provide explicit convergence rates.
They also do not provide an analysis of the finite-sample regime.



2 Preliminary Observations

In this section we illustrate some simple properties of the EM update (1.2) and simplify the formula.
First, it is easy to see that plugging in the values A € {—p, 0, u} into M (A, p) results into

M(—p,p)=-p 3 MO,p)=0 ; Mp,p)=p. (2.1)

In particular, for all p, these values are certainly fixed points of the EM iteration. Next, we rewrite
M(X, p) as follows:

1 0.5N (z;2,5) 1 0.5N (z;2,%)

BN (p:) [Wf‘?} + 2 Barn () [W“"}

1 05N (21,5 1 05N (22,5
§EmNN(IJ‘12) |: pi?m) )} + 5E$NN(—%Z) [ pi?m) )}

M, p) =

It is easy to observe that by symmetry this simplifies to

g SN (@AD)— SN (w-A,5)
2 M~ N (p,X) IN (@A D) +IN (2-A,5)

=E
g [%N(m;A,E)—F%N(m;—A,E)} TN (1) [N(w;)\, )+ Nz -\ 5) "
2T~ N (D) | TN @A D)+ IN (@A %)

M(Aa N) =

Simplifying common terms in the density functions N (x; X, X), we get that

exp (AT 1z) —exp (-ATES 1
M p) =Een(py) [ ( ) ( )ac

exp (ATYX1z) 4+ exp (—ATE 1)
We thus get the following expression for the EM iteration
M p) =Egopnu,n) [tanh()\TE_lm)m] . (2.2)

3 Single-dimensional Convergence

In the single dimensional case the EM algorithm takes the following form according to (2.2).

AT — A ) = R p (A 3.1
- ( aM) — Lz~ N (u,02) tan o2 Z ( . )

Observe that the function M (A, ) is increasing with respect to A. Indeed the partial derivative

of M with respect to A is
OM (A, ) MOz \ 22
o~ Bewue [tan | =5 )

which is strictly greater than zero since the tanh’ function is strictly positive.

We will show next that the fixed points we identified at (2.1) are the only fixed points of M (-, u).
When initialized with A > 0 (resp. A(®) < 0), the EM algorithm converges to u > 0 (resp. to
—p < 0). The point A = 0 is an unstable fixed point.

Theorem 1. In the single dimensional case, when A, 1 > 0, the parameters X satisfy

. t 2
‘A(t—&-l) _ M‘ < x® ’)\(t) — M’ where k) = exp (_mm()&i,,u))
< 20

Moreover k) is a decreasing function of t.



Proof. For simplicity we will use A for A&, X for \(t+1) and we will assume that X ~ N(0,02).
By a simple change of variables we can see that

M@MQZE%Mm<MX+“»(X+Mﬂ

o2
The main idea is to use the Mean Value Theorem with respect to the second coordinate of the
function M on the interval [\, p].
M, p) — MM\ A) — OM(Ay)
= A Oy

with £ € (A, )
y=¢€

But we know that M (A, ) = X and M (A, u) = N and therefore we get

N—A> (min M\ y) 5) (n—N)

geMu] 0y

which is equivalent to

. OM(\y)
N—-ul<|1—- min —22%
Y=l < ( ¢l Oy

> A —ul (32)
y=¢

where we have used the fact that \ < p which is comes from the fact that M (), p) is increasing
with respect to A and that M (u, ) = p.

The only thing that remains to complete our proof is to prove a lower bound of the partial
derivative of M with respect to u.

M X X
oM. y) (A y) =E [)\2 tanh’ ()\( :f)) (X + &) + tanh ()\( ;—ﬁ))}
oy vt o o o
The first term is non-negative, Lemma 1. The second term is at least 1 — exp [—%},
Lemma 2 and the theorem follows. O

Lemma 1. Let o, 8 >0 and X ~ N(a,0?) then E [tanh’ (8X/0?) X]| > 0.

/ BX 1 > / 6 B 2
E {tanh <J2> X] = o /_OO tanh (Jg) Y exp (—(yzag)>dy

But now we can see that since tanh’ is an even function and since for any y > 0 we have
)2 )2
exp (—7@20&2) ) > exp (—7( gg;‘ ) ) then

1 0 By (y - 05)2 1 o By (y - O‘)Q
_ 7 _ < 7 _
P / N tanh <02> Y exXp < 552 dy < 5 /0 tanh 2 Y exXp 552 dy

which means that E [tanh’ (3X/0?) X] > 0. O

Proof.

Lemma 2. Let a, 3 >0 and X ~ N(«a,0?) then E [tanh (ﬂX/a2)] >1—exp [—M}

202



Proof. Note that E [tanh (BX / 02)} is increasing as a function of 3 as its derivative with respect to

B is positive by Lemma 1. It thus suffices to show that E [tanh (ﬁX/Jz)] >1—exp [—%} when
8 < a. We have that

Ny 2 1
B 1 tanh (5] = | 1) <& panion)
L el () ey,
210 )0 exp(fz/0?) V210 oo 202
- B)? —o? p
~ oxp (W) < oxp <_§U2>
which completes the proof. O

4 Multi-dimensional Convergence

In the multidimensional case, the EM algorithm takes the form of (2.2). In this case, we will
quantify our approximation guarantees using the Mahalanobis distance |-||s, between vectors with
respect to matrix X, defined as follows:

e —ylly = \/(w —y)'E (@ —y).

We will show that the fixed points identified in (2.1) are the only fixed points of M(-, ). When
initialized with A©) such that H)\(O) — [LHE < H)\(O) + “Hz (resp. H)\(U) — ;LHZ > H)\(O) + MHE), the
EM algorithm converges to p (resp. to —p). The algorithm converges to A = 0 when initialized
with H)\(O) — [LHE = H)\(O) + [LHE. In particular,

Theorem 2. Whenever H)\(O) — uHE < H)\(O) + u‘
the estimates XY of the EM algorithm satisfy

5 G.€. the initial guess is closer to p than —p,

in (AOTy=1)(1) ,Ty-1 A(t))Q

(1) _ 0 a0 _ O _ op [ DA M
X0 =y <O A0 e exp( AT -
Moreover, K is a decreasing function of t. The symmetric things hold when H)\(O) — “Hz >

H/\(O) + uHE. When the initial guess is equidistant to p and —p, then XY = 0 for all t > 0.

Proof. For simplicity we will use X for A®, X for At+1),
By applying the following change of variables A < X~1/2X and p < X~/2u we may assume
that ¥ = I where [ is the identity matrix. Therefore the iteration of EM becomes

M, p) = gy (1) [tanh (X, @))@] = Bzn(o,1) [tanh (A, @) + (A, p)) (2 + p)]

1/2

Let A be the unit vector in the direction of A, AL be the unit vector that belongs to the plane
of p, A and is perpendicular to A, and let {v; = A, v2 = AL, vs,...,v4} be a basis of R?. We have:

(vi, X') = Egn(o,n) [tanh (A, @) + (A, ) ((vi, ) + (vi, )] (4.1)

Since the Normal distribution is rotation invariant we can equivalently write:

(0, X) = Eay..agenvio,n) [tanh((AY 0 ajop) + (A ) ((vi, Y ajvs) + (vi, 1))
J i



which simplifies to

(vi, X') = Ea,,..aun(0,1) [tanh(ar [A] + (A, p)) (@i + (vi, p))] =

Eo~v(o1) [tanh(ar [+ (X, 1)) - (Bas,. agnion) [ai] + (vi, 1)) (4.2)
We now consider different cases for i to further simplify Equation (4.2).

~ When i = 1, we have that (A, X') = E, o1 [tanh(HAH (y+ (A, 1)) <y + (A u>)}. This is
equivalent with an iteration of EM in one dimension and thus from Theorem 1 we get that
[ 1) — (AN < Bl ) — (A N)] (4.3)

where

B min((j\, A), <5\, [L>)2 o min((A, A), (A, N>)2
K = exp (- B ) = exp <— 2<>")\> )

— When ¢ =2, Eag,...,adw./\/'(o,l) [az} + <'Uia p) = <§‘J_7/'L> and thus

W5 XY = (W 1By o) [tanh(IA] (5 + (A, )|
Let k as defined before and using Lemma 2 we get that
(A > (A5 X)) = (1 - R)(A p) (4.4)
— When i > 3, Eq, . a,~n0,1) [@i] + (i, ) = 0 and thus (v;, Ay =0.

We can now bound the distance of X’ from p:

IV — | = \/Zm-,x — 2 = AN = 2 (BN 2
O AN = w2+ 2O A - )2 < kA

We now have to prove that this convergence rate k dgcreaseg as the iterations increase. This is
implied by the following lemmas which show that min({X, A), (A, ) < min((XN, X'), (X', u))

Lemma 3. If |[A]| > (A, p) then (X, ) < || N|| and (A, p) < (N, p).

Proof. The analysis above implies that X can be written in the form X = a - A + B - )A\L, where
Ap) <a<|[Afland 0 <8 < (A, ). It is easy to see that the first inequality holds since
|N]| >« > (A, p). For the second, we write (X, p) as

2

<>\ ,u> B
<Xl u> _ <A/7H’> _ < >+B<)‘J—’H> A () “> 1+ (a > (A
P NG T
1+ ( 1+(2)
where we used the fact that AL p) > g which follows by the bounds on o and §. O

(A,p)
Lemma 4. If [A|| < (X, p) then ||| < N[ < (N, ).

Proof. We have that X = o~ XA + - AL, where H)\H <a < (A, u> and 0 < 8 < (AL, ). We also
have (X, p) = a(X, p) + BAL, 1) > a2+ 52 = | N||? > o2 > ||A||* so the lemma follows. O

Finally substituting back in the basis that we started before changing coordinates to make the
covariance matrix identity we get the result as stated at the theorem. O



5 An Illustration of the Speed of Convergence

Using our results in the previous sections we can calculate explicit speeds of convergence of EM to
its fixed points. In this section, we present some results with this flavor. For simplicity, we start
with single dimensional case, and discuss the multi-dimensional case in the end of this section.
Let us consider a mixture of two single-dimensional Gaussians whose signal-to-noise ratio n =
u/o is equal to 1. There is nothing special about the value of 1, except that it is a difficult case to
consider since the Gaussian components are not separated, as shown in Figure 3. When the SNR is

o oy "
Figure 3: The density of 2N (2;1,1) + N (z; —1,1).

larger, the numbers presented below still hold and in reality the convergence is even faster. When
the SNR is even smaller than one, the numbers change, but gracefully, and they can be calculated
in a similar fashion.

We will also assume a completely agnostic initialization of EM, setting A®) — 4+00.2 To analyze
the speed of convergence of EM to its fixed point u, we first make the observation that in one step

we already get to A1) < p + a\/g. To see this we can plug A(?) — 0o into equation (3.1) to get:

AD =B, o) [sign(@)a] = Euopuoz 2],

which equals the mean of the Folded Normal Distribution. A well-known bound for this mean is

W+ \/ga. Therefore the distance from the true mean after one step is ‘)\(1) — ,u’ < \/ga.

Now, using Theorem 1, we conclude that in all subsequent steps the distance to p shrinks by a
factor of at least et/2. This means that, if we want to estimate g to within additive error 1%a,
then we need to run EM for at most [2-In100 4+ In 2] = 9 additional steps. Accounting for the
first step, 10 iterations of the EM algorithm in total suffice to get to within error 1%, even when
our initial guess of the mean is infinitely away from the true value!

In Figure 4 we illustrate the speed of convergence of EM as implied by Theorem 2 in multiple
dimensions. The plot was generated for a Gaussian mixture with g = (2 2) and ¥ = I, but the
behavior illustrated in this figure is generic (up to a transformation of the space by 27%). As
implied by Theorem 2, the rate of convergence depends on the distance of A®) from the origin 0
and the angle ()\(t), w). The figure shows the directions of the EM updates for every point, and the
factor by which the distance to the fixed point decays, with deeper colors corresponding to faster
decays. There are three fixed points. Any point that is equidistant from p and —u is updated to
0 in one step and stays there thereafter. Points that are closer to p are pushed towards p, while
points that are closer to —u are pushed towards —pu.

2In the multi-dimensional setting, this would corrrespond to a very large magnitude A(®) chosen in a random
direction.



Figure 4: Illustration of the Speed of Convergence of EM in Multiple Dimensions as Implied by
Theorem 2.

Remark 1 (General Speed of Convergence). The analysis given above for SNR = 1, generalizes
to arbitrary SNRs, at the cost of a factor of O(1/SNR?) in the number of iterations. It also
generalizes to obtain an arbitrary approximation €, at a cost of a factor of O(log1/e). In multiple
dimensions, we could run EM from a random initialization. The number of iterations for an
approximation of € in Mahalanobis distance would depend on the angle of the initial iterate with
p. Under a random initialization, the cosine of that angle is expected to be @(1/\/&), resulting in
a total O(d/SNR? -log(1/€)) number of iterations. We show that we can boostrap EM to obtain a
better initialization, starting from a random one, improving the angle to Q(1), after O(logd/SN R?)
iterations. With a constant angle, EM takes O(1/SNR? - log(1/€)) iterations to give € error, as
in the single dimension, overall improving exponentially the dependence on d. We describe our
bootstrapping operation in the context of our analysis of the finite sample EM in Section 6.3.

6 Sample Based Model

The main goal of this section is to prove convergence guarantees for the EM algorithm, when we
have a finite sample. Similarly to the Section 4 we willquantify our approximation guarantees using
the Mahalanobis distance ||-||s, between two vectors with respect to matrix ¥, which we remind is
defined as follows:

& —ylly = /(@ — )TE (= — y).
Also for the simplicity of the notation, it is useful to define the Mahalanobis inner product between
two vectors with respect to matric X as follows:

(@, y)s =25y

Towards our goal, we encounter two challenges.

The first is that we cannot assume that we exactly know the mean of the mixture distribution
(p1 + p2)/2. Our only access to this mean is via samples. We therefore use samples to estimate
it. Then, we translate the origin to our estimate, and write the EM iteration for finding the mean
of one of the two mixture components with respect to this origin. Given the error incurred in the
approximation of (g1 + p2)/2, we propose to stabilize the sample-based EM iteration by including

10



in the sample for each sampled point x; its symmetric point —a;. This is the sample based version
that we analyze, although our analysis goes through without this stabilization.

The other challenge has to do with the speed of convergence, as discussed in Remark 1. Recall
that the convergence of EM is a function of the angle <;\(0), )y, where A ig the unit vector
in the direction of A(®). In high dimensions choosing a random starting point A leads to an
inner product that has value approximately 1/ V/d. Thus the first step is to find a starting point
A such that the mean vector p (after the translation by the estimation of (p; + m2)/2) has
enough projection in the direction of A(?). How can we do this? We actually bootstrap the EM
algorithm to get such a good initialization. We show that, if we run EM starting from a random
vector with small 5 norm, then the EM algorithm will output a vector A with (X, fu)s; > 1/2 after
O(log d/SN R?) iterations, where SN R is defined as SNR = ||pt]5;.

At this point we multiply A with a large positive constant M and we continue the EM iteration
with A(®) = M using fresh samples for any iteration from now on. This stage needs only loga-
rithmic number of steps with respect to 1/¢, d and polynomial in 1/SNR. At each of these steps
we prove that the sample based iteration is very well concentrated around its expectation and thus
after few steps and O((d/e?)poly(1/SN R)log1/n) samples we will find an estimation A such that

POA=pls=e) <n.

Our goal is to prove that || — pl|s; < € holds with high probability, which means 1 = poly (%)

Also for any vector v € R? we use © to refer to the unit vector in the direction of v. We present
our results in the following order

1. Centering: Find an estimation ¢ of (g1 + p2)/2 using O((d/e?)) -log 1/n samples such that

P <HC_ 231 ‘;N/Q

> €> <n/3.
b
We use § to refer to the error in our estimation ¢ — %

2. Initialization: We bootstrap EM to find a good initialization. In particular, starting from
a randomly chosen vector, we run EM for O(log d/SN R?) iterations using O((d/c?)) -log1/n
samples to get a unit vector A such that

P((A @) =1/2) <n/3.

3. Main Execution: Setting A" = M A for some large constant M and running EM for
t = O((1/SNR?)log(1/¢)) iterations, using O((d/e2SNR?)) - log1/n fresh samples at each
iteration, we get a vector A such that

P (b 22) <

Combining the above steps all together we get our main theorem for this section.

Theorem 3. If¢ < SNR and using O(d/e?) - poly(1/SNR) -log 1/n samples we get an estimation
XY such that there is a constant 1 that satisfies

P[0, 2 <

We start now proving the lemmas for each of the steps described above.

11



6.1 Centering

Lemma 5. For anyn < 1, using O(d/e?log(1/n)) samples there exists an estimator ¢ of the mean
(w1 + p2)/2 such that if § = ¢ — (w1 + p2)/2 then

P[]y > el <n

Proof. We start by making the transformation z — Y ~%/2z to the space, so that the covariance

matrix is the identity I. Finally we will take back this transformation and the Euclidean norm
becomes the corresponding Mahalanobis.

We will get an estimate ¢ of the mean (1 +p2)/2 by drawing O(d/s?) samples from the mixture
and working in each axis direction separately. We will compute the estimate ¢; in axis direction e;
as the average of the first and third quartile of the empirical distribution given by the samples. It
suffices to show that with high probability every quartile is at most ﬁ away from the true quartile
of the distribution py, u, - €;.

Let p_, , be the mixture of Gaussian distributions obtained by centering py, u, - €; around 0.

The cumulative distribution F of p_,, is given by F(z) = 3® (z 4 p) + 3@ (z — p). By the
DKW inequality [DL12] with n samples we have that the empirical distribution F}, satisfies:

P(SUP |Fn(-%') - F(m)‘ > 5/\/g> < 26—2n52/d
z€R

In particular, for « such that Fy,(x) = 1/4, with high probability F(z) = 1/44¢/+/d. Moreover,

* *\ * €/\/¢2
for z* such that F'(z*) = 1/4, we have that |z — 2*| < e o FT(E)

Since for & € [x,2*], F(€) € [1/4 — ¢/V/d,1/4 + £/V/d], this implies that ® (€ 4+ ) € [1/4 —
£/Vd,1/2 + 2¢/v/d] and thus F'(¢) > $®' (€ + p). But ®'(2) > 1 when ®(z) € [1/5,4/5] which
shows that |z — 2*| = O(¢/+/d). Similarly, this holds for the 3rd quartile as well and thus the
same bound holds for the mean as well of the two quartiles with probability 1 — 2e—2ne?/d, Setting
n = O(dlogd/e?), we get that the bound is violated with probability O(1/d). Taking a union
bound for all d axis directions, we get that for all i, |§;| = O(e/v/d) with constant probability. This
implies that ||d]| < e with constant probability. By using a factor of log 1/n more samples it is easy
to see that the error probability reduces to 7. O

by the mean value theorem.

6.2 Sample Based EM Iteration

Using the estimation of the center ¢ that we found in the previous section, we translate all our data
and parameters so that ¢ — 0. After this centering, the parameters pq, po become p+ 6, —p + 6
and the covariance matrix remains the same.

We will use A®) to refer to the estimation of p after t steps of finite sample stabilized EM
Iteration. By stabilized we mean that for any sample x; that we get, we include in our data set the
vector —x; too. This way one EM iteration is simpler and easier to analyze but the results hold
even without this stabilization. Following exactly the same steps as in Section 2 we can see that

A — Z tanh ( Ti)y ) x;. (6.1)

6.3 Initialization of EM

We rewrite the sample based EM iteration is the following form

At+D) Z tanh ( ) T; = i tanh (X(t)é\(t), 331)2) Z;
=1

12



where \() = ’

A® HZ and A(®) = ﬁ is the unit vector in the direction of A(®.
>

The basic idea of bootstraping that we describe in this section, is that if A g very small then
the tanh function is very close to be linear. This linear approximation of tanh gives the following
approximate form of the EM update

n

- 1 - 1 <& - . -
t+1) 1) .. L T —135() _ —15(t
A+ o = Z“O‘( ) ) wa; = (n ?1: @,z ) IO = 5 w7 (6.2)

where i]p is the empirical covariance matrix of the mixture p,s —,+s5. Now the intuition suggests
that the direction of the maximum eigenvector of the matrix i]pE_l is a direction that is spanned
by g+ 8, —p + 0 and hence a direction with small angle to the direction of u. Also observe that
this approximate EM iteration is actually an iteration of the power method for the matrix f]pE_ll
Because of the efficiency of the power method, we expect that after a few steps this iteration will
find a direction A such that the inner product <[L,5\> is large enough. This direction is a good
initialization for the EM algorithm as we will see in the next section. We now formaly demonstrate
the intuition we described for the approximate EM update.

We start by bounding the error we introduce by replacing the tanh function with its linear
approximation. It is very easy to see that ‘tanh" (.T})‘ < 1. Now by Taylor expansion of tanh around

0 we get that

2 2?

[tanh(z) — z| < max (tanh”(¢)) TS5
We want A(®) to be small enough such that the linear approximation of tanh is a good approxi-
mation. For this reason we pick for € < 1

A0 — % € where S= Z HZE»LH% (6.3)
i=1

Also we choose the direction A(©) uniformly from the unit sphere. Also let’s assume that after every
step of EM we normalize the A®) to ensure that A(*) satisfies (6.3). This renormalization is non-
necessary and it could be easily dropped by choosing A9 to be so small that after O(logd/SN R?)
steps (6.3) is still satisfied. Given (6.3) we have that

n

- 1 -
(t+1) _ = E ®) N
A . p <A )"1:7,>E:BZ

1 — i 2 -
< Z; tamh (AR, 2:)s) — (AO, 2l
b 1=
RS () 02
o S A0, 23
=1

o (3O) Y il =
=1

IN

IN

n

- 1 -
(t+1) _ = E ®) N
A n po <A 7:131)2931

< —e

(6.4)
. n
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At this point the calculations become much easier if we assume that we have already done the
mapping z — Y 1/2z and when we are done we will take the inverse mapping and get the result
in Mahalanobis distance. Equation (6.4) suggests that it suffices to analyze the convergence of the
power method given by the following equation.

1 “ (62) ¢ -
t+1 - N (t) 6.5
n g pT (6.5)

where pr is the empirical covariance matrix of the mixture p,,1s ,+5. Before analyzing (6.5) lets
see what happens if instead of the empirical covariance ip we had the actual covariance X, of
the mixture distribution p,4s —u+s. Then the iteration would be T+ = ZpT(t). The covariance
matrix of the mixture is

Y =T+ pp’. (6.6)

Therefore the principal eigenvector of ¥, is fi = ” i with eigenvalue 1+ p?, where p = ||p||. All the
other elgenvectors have eigenvalue 1 and therefore the ratio of the largest to the lowest eigenvalue
is p=1+ pu2

To get the corresponding properties of fjp we observe that each x; can be written as

T =Y +20+p

where y; is distributed as N'(0,I) and 2; is a Rademacher indicator variable that shows whether
x; is coming from the distribution N(u + §,1) or N(u — 8,1). We notice that y; and z; are
independent. We can now rewrite X, in terms of y; and z;.

n n

1 1
= Z iy, + - Z 2i (yid" +6yf) + - > (win” +pyl) + (206 + ) (56 + )"

'Ll 11 =1

For simplicity we define

. 1 &

¥ EzyiyiT
i=1

SREED S

Q—nzzz(yz + yz)
i=1

1y T T

Es—EZ(ym + 1y; )

i=1

1 ¢ T
24—n;(2’i5+u) (20 + )

It is easy to see that using n = O(d/e?) samples, 3 satisfies the following lemma.

Lemma 6. For n = O(d/¢?) let &) = LS vyl where y; is drawn from N(0,1). For any
direction ¥ in R, Then

2
P (’{;szlf; - 1’ > 52> < poly <€d> .

We describe now a sketch of the proof of Lemma 6, using the following Lemma 25 from [DKT15].

14



Lemma 25 of Daskalakis et al. 2016. Let &, € R4 pe two symmetric, positive semi-definite
matrices, and let (A\1,v1), ..., (Ag,vq) be the eigenvalue-eigenvector pairs of . Suppose that

()" () ()] =

T
(+vs) -9 (%)

2T (E — f]) z‘ < 3dezTYz.

e Forallie{1,...d},

e Foralli,je{l,...d}, < 4e.

Then for all z € RY,

The projection of y; in each combination of two eigenvectors of ¥ is an one dimensional gaussian
with variance 1. Therefore using O(d/e2) samples we can estimate 31 in this direction with error at
most £/v/d with high probability. Therefore by a union bound on these fixed direction that depend
only to ¥ we can satisfy the conditions of Lemma 25 of [DKT15]. Then from the implication of
Lemma 25, Lemma 6 follows.

We continue with ng.

Lemma 7. For n = O(d/e?) let $3 = %Z?:l (yip® + pyl), where y; is drawn from N(0,1), z
is a uniform Rademacher random variable and. For any direction © in R%. Then

2
P (‘ﬁTngz‘ > 2 \f)Tu\) < poly <5d>
Proof. Let © an arbitrary direction in R%. Then we have that
1 1
T
o (35w) | <2m 3
i=1 =1
1

Now we consider the quantity e? (E Yoy yi), where e; is the unit jth vector. This is equivalent

with having % > i1 yi where y; is drawn from N(0,1). So we have that
> &

1 @ g2
Pllef (=) v < poly [ =
[e] <n1=1y2> SV _poy(d>
Now by doing a union bound over all e; we get that
1 @ g2
P{|— E | >e| <poly | —
[nilyz _6]_p0y<d)
Using these we can conclude that

2
P (‘ﬁTEgﬁ’ > 2¢ ‘f)Tp,D < poly <€d>

215 @y ue)

o350 = =
=1

<2 <20 |

@Tu}

O]

For X, it is easy to observe that in 532 = %Z?:l z; (yi(sT + (SyiT ), z; are independent from y;
and so the product z;y; is a sample from standard multinormal distribution N (0, I). Therefore we
can substitute z;y; with just y;. Now using exactly the same analysis as in Lemma 7 we can prove
the following lemma.
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Lemma 8. For n = O(d/e?) let 39 = LS Az (yidT + 0yl), where y; is drawn from

i=1n
N(0,1), z is a uniform Rademacher random variable and. For any direction © in R? and any &
such that ||8|| < e. Then

2
P (‘@ngﬁ’ > 252) < poly (2)

For ¥4 we do straight forward calculations. For simplicity we use p = |p|y. Let @ be an
arbitrary direction in R9.

(‘uTﬁ‘ —e)? <oT8y0 < (‘/J,Tf]| +¢)? (6.7)
Now we calculate the variance of the samples in the direction of p. We have
ATSph = TS+ pT S+ pT a0+ 3T S

Using Lemmas 6, 8, 7 and (6.7) we have that with probability at least 1 — poly(e2/d)

and so K
A, >1 -3¢ = 2ep+ (u—e)2

Now let any other direction @ with ©7 p = ap, with a > 0. Again using Lemmas 6, 8, 7 and (6.7)
we have that with probability at least 1 — poly(e2/d)

and so X
78,0 < 1432 + 2aep + (ap + )2

The principal eigenvector v of i]p has to satisfy
oI, 0 > pl's,p —
62 + dacp + (a* — )p* >0

Now using an ¢ such that ¢ < p/10 we have that the above implies a > 3/4. This proves the
following Proposition that we use in the analysis of the initialization step.
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Proposition 1. Let f]p be the empirical covariance matrix computed from n = O(d/aZ) samples
from the distribution p,1s.—s. Then the principal eigenvector © of ¥ satisfies

P (0. < 3) < poy (d> |

The last thing we need to prove to complete the analysis of the initialization is the gap be-
tween the first and the second eigenvalue of i]p. We want to use this gap for the analysis of the
convergence rate of the power method iteration that takes place in the first steps. Given Propo-
sition refprop:principalVectorSp, we have that any direction © except from the principal one, has
(v, 1) < i with high probability. Let ©’ be the eigenvector that corresponds to the second maximum

eigenvalue of f]p. Let a = 9T u, using Lemmas 6, 8, 7 and (6.7) we have that
TS0 <14 &2
TS0 < 267
"T85 < 2aep < %
0TS0 < (ap+e)? < (% + 5)2 —

- 1 1 2
oTY, 0 <1432+ Sen+ <4u + 5> .
On the other hand based on the fact that 'E)Tflpﬁ > ﬂTf]pﬂ we conclude that
oT8,0 > 1362 = 2epu+ (u—e)?
Using also the hypothesis that 0 < e < /10 we get that

T 9 2 232 2
O R0 =37 —2ept (p—e)” L doom >min{1+1u2,2}.

TS0 1432+ Jep+ (dute)® T 1+ qgon®

Hence we get the following proposition.

Proposition 2. Let f]p be the empirical covariance matriz computed from n = O(d/sQ) samples
from the distribution p,.s 5. Let also p be the ratio of the magnitude of the first two eigenvalues

of f]p then
1 g2
P <ﬁ < min {1 + 4,u272}) < poly <d> .

It is well known and easy to prove that if we choose a random vector A(?) uniformly from the
half unit sphere, defined by fi, then we will have that (A, i) > 1/v/d with high probability.

By standard analysis of the power method, Chapter 21.3 [SSBD14], we know that the number
of iterations we need to get within a constant angle from the principal eigenvector, starting from
angle 1/v/d is O(logd/log p) where j is, as we have said, the ratio of the first two eigenvalues of
3.,. Therefore after O(logd/log p) = O(logd/min(u?,1)) steps the iteration of # will find a vector
7 such that (7, 1) is at least 2/3.

Now we are ready to analyze the performance of A®) as be described in the beginning of the
section. Applying (6.4) repeatedly at every iteration we get that after ¢ = O(log d/log p) iterations

it holds that

]_2 . 9 & 12]€+1_1
< —€ (1+p+p +~--+p>:fe —
n n

15w _ =0

n
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But k£ + 1 is O(logd/ log p) and therefore

162 poly(d) —1

150 _ 20
n p—1

n

<

Finally since p is min (1 + ”“72, 2) and also € < u/10 we only need to set € polynomially with respect
to €2/d and we will get that after the first O(logd/ min(u?, 1)) iterations it holds that

1530 0| <
n
for some n < /6. Which implies that
2 2 1
<A7ﬂ>27_ﬁzf
3 w2

This proves the following lemma and completes the proof of the initialization.

Lemma 9. Starting for a guess A9 such that \©) < ﬁpoly (%), with S = >, ||:cz||% and
after O(loggd) iterations of EM we get a vector A such that

£

DN |

<5‘7 ﬁ’>2 >
o , . 2
The probability of failure is at most poly (% .

6.4 Finite-Sample EM Analysis

We initialize EM at A(©) = MX, where X is the point from Lemma 9, for some large constant
M .3 With this initialization, we run EM for ¢t = O((1/u?)log(d/¢)) steps using O((d/e*u*)log1/5)
samples at each step, where for ease of notation we have set 1 = SNR = ||p|| ;.

To study our sample-based EM iteration (6.1) we will relate its progress to an appropriate
population EM iteration. Note that this iteration differs from the population EM iteration that we
discussed in Section 2 and analyzed in Section 4. The reason is that we have incurred an error 4 in
the estimation of the mean of the distribution in Section 6.1. With respect to our estimated mean
centering, the true means of the two Gaussian components are @ + 6, —p + 6 rather than g and
—p. Another source of discrepancy comes from the fact that we included for each point @x; in our
sample its symmetric point —a;. This implies that each @; is coming with probability 1/2 from the
mixture py 45 —pu—s and with probability 1/2 from the mixture p,—5 4. Given this, using again
the sagne operations as in Section 2, we have that the corresponding population iteration, denoted
by A1) is

1 1
A = ZBy nurss) |tanh (A, 2)s) @] + SEaniuoss) tanh (A0 2)s) | (68)
Our proof follows two steps illustrated in Figures 2 and 77:

e Step 1: First, we relate the population EM iteration defined by (6.8) to the vanilla population
EM iteration defined by (2.2);

e Step 2: Then, we related the population EM iteration defined by (6.8) to the sample-based
iteration.

31t is easy to find such constant by getting a small number of samples and keeping the one that has maximum
magnitude.
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Step 1: To analyze the convergence of (6.8), we use Theorem 2 for every component of the

mixture. More precisely, let /\gt) and )\gt) be
AT = Bynuia s [tanh((AD, 2)5)a]
)\gﬂ) = Ezn(u—s5) [tanh((A(t),a:)g)az} )
We know from Theorem 2 that
] ],

t 1 > (t) H (t) HE}
<
H)\ H <Ry |IA

where
2
® mm{H/\ HZ, u+5,)\(t)>z}
Ky’ =exp | — e
2[|A®]f5
2
0 min { A3 (10— 8,20)5 |
Ko™ =€xp | — 0112
2 [|A®f5
But we have that
; 02 .12
KO 60 < W0 2 op _mm{H)‘ 155 (s A >2} L&

2| A0 ?

which implies that
N ] £ 0
H » S H pX

e N L

We are ready now to bound the convergence of A(*) = ()\gt) + )\ét)) /2
(t+1) )\(t+1) 5 s

2 qu2_2

H)\(tﬂ) B MHE B

Ly t+1) H H (t+1) H
<— — —
5 H)\l u—3a 3 )\ —p+é .

e R

< WO A0 — g+ ol —

H)\(t—i-l) _ “Hz < KO H)‘(t) _ “Hz + 5|8y,

19
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We can use the analysis of Section 4 to see that x'® < &/(9). Therefore we also know that the
population iteration satisfies:

A I N o2

where for simplicity we let k£ = k'), Now we have A® = MX. Also M is larger than p and
because of Lemma 9 (A, fi)s; > 1/2 with high probability, where p = ||p||;. Therefore

2 2
Kk < exp (—'Z—i—;)

2
K < exp <—lé> .

Also we have that ||6]|y, < e and therefore (6.11) becomes

and since £ < 11/10 we have that

2

2
H)\(t-&-l) B "Hz <o ‘,\@) _ “Hz +e e (6.13)

Step 2:  Our next goal is to show that the sample based iteration (6.1) satisfies an equation similar
to (6.13). We prove so by proving the concentration of A) around its mean A,

Lemma 10. Let A®) = AX®) then if we use n = O (6%) fresh samples at time step t+1 we have that

(30 A v min i) [N -] ) < oot (T )

Proof. Once again we assume that ¥ = I and for simplicity we set XA = AO N = At and
A=X=XO X =Xt Also we assume that are working on a basis {v1,ve,...,v4} such that
all v; for ¢ > 3 are perpedicular to bot p, A and also vs is perpedicular to A and v; parallel to A.

We first consider 7 = 1. In this case
< 1 &
Al = - Ztanh(()\, x;))(x;,v1),
i=1
Ny = B[] = Bap, g, [tanh((, 2))(, 01)].

Now we define u; = (p,v1), 01 = (§,v1) and we have
N = 1 z”: tanh(A\z;)z;,
i

N =E[MN]=E [tanh(Az)x]

TPuy+61,01-61

where z; is distributed as p,, 46, 41—, and A = [|A||. For simplicity we refer to p,,+s, u1—s, as Di.
Our goal is to bound the following probability

g

! E tanh(Az;)x; — Epop, [tanh(Az)x]
n
=1

> K) (6.14)
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to do so we use the general large deviation technique. Because of symmetry of D;, we have that
the above probability is equal twice the probability

P (exp (92 (tanh(A\x;)x; — Egop, [tanh(A:v)a:])) > exp (9nﬁ)> .

i=1

Using Markov’s inequality we get that

(exp (92”: (tanh(Az;)x; — Epop, [tanh()\a:)a:])) > exp (Gnm)) < (6.15)
=1
< (ExNDl lexp (0 (tanh(A\x)z — Eyop, [tanh(Az)x]))] > " (6.16)
exp(0k)
We therefore have to bound the quantity
Egz~p, [exp (0 (tanh(Az)z — Epop, [tanh(Az)z]))] <
< EpeN (1 461,1) [exp (0 (tanh()\x)x — BN (1 461,1) [tanh()\:c)x]))] . (6.17)

6
- exp <2 (Em~/\/(u1+61,1) [tanh(A\z)z] — E oA (11 —51,1) [tanh()w)ﬂ))
The first term of (6.17) is equal to

Ern(0,1) [exp (6 (tanh(A(z + p1 + 61)) (@ + p1 + 01) — Eonr0,1) [tanh(A(z + gy + 01)) (@ + p1 + o)) -

Now we use the following Lemma 2.1 of [Wail5].

Lemma 2.1 of Wainright 2015. Suppose that f : R — R¢ is differentiable. Then for any convex
function ¢ : R — R, we have

E[¢(f(@) —E[f())] <E ¢ (5(V/@).9)]

where ©,y ~ N(0,1) are standard multivariate Gaussian, and independent.

Combining this lemma with the fact that

Otanh(A(x + p1 + 61))(z + p1 + 1)
Ox

= tanh’ (M@ +p1 +61)) M@+ p1 +61) +tanh(N(z+p1 +61)) < 2
we get that

By (ur+601) [€xp (0 (tanh(Ax)z — By pr(u +61,1) [fanh(Az)z])) | < exp (592) .
Now for the second term of (6.17) we notice that as we present in Section 3

0

@Ewa(u,l) [tanh(Az)x] = Eqpopnr(u) [tanh’(Az)Az + tanh(Az)] < 2

which imlies using the mean value theorem that
0
exp (2 (Epn (u1+61,1) [Fanh(Az)x] — By opr(uy—611) [tanh(A:v)x])) < exp(02]41]).
Putting all together to (6.17) we have that
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Ezop, [exp (6 (tanh(A\z)z — Eyop, [tanh(Az)z]))] < exp (5607 + 26|51 ])
which implies that

(

Ztanh (Ax;)x; — Epop, [tanh(Az)z]
Therefore with n = O(Ei2 log(d/e?)) = O (E%) we get

(1

We now consider 7 = 2. In this case

> H) < 2exp (n (592 +206,| — 0K)) =

2
> |61 +7‘> < 2exp <_n27(')> —

3 nEZ
sl ) <2 _net
>|1’+\/&>— eXp( 20d>

Ztanh (Ax;)x; — Epop, [tanh(Az)x]

Ztanh (Ax;)z; — Eyop, [tanh(Az)x]

Ztanh Az;)x; — Epop, [tanh(Ax)x] 7

2
> |6, + 5) < poly (2) (6.18)

= % Ztanh(()\, x;)) (i, v2),

i=1
X, = BN = Epop, g [tanh((0,2)) 2]
As before we define o = (u,v2), 02 = (d,v2) and we have

1 n
=— Z tanh(Az;)y;,
n-
=1
>‘/2 = E[S‘IQ] = EINPM1+51,M1751 [tanh()\:n)] Ey~pu2+52,u2752 [y] = ExNDl [tanh()‘x)] K2

where z; is distributed as py, 15, 4, —s,, ¥i is distributed as p,,+s, ys—s5, and A = ||A[|. For simplicity
we refer to py,46,,us—35, as D2. Our goal is to bound the following probability

( R) (6.19)

to do so we use the general large deviation technique. Using the symmetry of D; and Dy we have
that the above probability is equal twice the

Ztanh (Ax;)y; — Epop, [tanh(Ax)]pa| >

P (exp (9 Z (tanh(Az;)y; — Egop, [tanh(Am)]m)) > exp (07m)> :

i=1

Using Markov’s inequality we get that

P (exp (9 Z (tanh(A\z;)y; — Epop, [tanh()w)]uﬁ) > exp (9nl<;)> < (6.20)
i=1
EynD, gy, [€xp (0 (tanh(Az)y — Eyop, [tanh(Az)] p2))]\"
< < o (O] > (6.21)
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Using the fact that because of the initialization of EM A > p1 and by assumption d; < g1 and
also let &« = min(1, p1) we have to bound the quantity

Eyupy y~p, lexp (0 (tanh(Az)y — Eyop, [tanh(Az)] p2))] <
< ExNN(,u1+51,1),y~D2 [exp (0 (tanh()‘x)y - E:EN/\/'(M1+51,1) [tanh()\x)] /1’2))] '
Op
- exp <22 (EINN(MJF&J) [tanh(Az)] — BN (1 —31,1) [tanh()m)])) <

< B N (1 4+61,1),y~ Do [exp (9 (tanh()\x)y — EprN (i1 461,1) [tanh(Ax)] ,ug))] ~exp (6 |u2] |01]) <
< EINN(M1+61,1),yNN(N2+52,1) [GXP (9 (tanh()\x)y - EINN(/L1+(51,1) [tanh(Az)] (p2 + 52)))] )
~exp (6 [p2] a[01]) - exp (€]02]) =
= BN (1 +61.,1),5~N(0,1) [€xP (0 (tanh(Az) (y + pi2 + 62) — Eponr(uy 60,1 [Fanh(Az)] (2 + 82)))] -
~exp (0 |pa| a|01]) - exp (0|02]) =
= Epron(u1+61,1),9~M(0,1) [€XP (0(p2 4 02) (tanh(Az) — By oy +6,,1) [banh(Az)]))] -

B (a1 +61.,1), 5~ (0,1) [exP (0 tanh (Az)y)] - exp (6 |2 o [61]) - exp (6]d2]) - (6.22)
The first term of (6.22) is equal to

By N (1 +61,1),5~N(0,1) [€XD (012 + 02) (tanh(Az) — By pr(uy +6,,1) [tanh(Az)]))] -

Observe now that because of the initial conditions of EM at this step we have that p; > ue and A >
]l > p1. Also it is not hard to prove that tanh(y?) > 1— i This means that if s > poly log(d/<?)

then with probability at least exp(—2polylog(d/e?)) we will have that tanh(Az) > 1 — i Now
using the convexity of exp(-) we have that the above term is less than

tanh(A\x) — E[tanh(Az)] — 1 + i
Eonn (urt61,0) 5 exp(0(p2 + 02))+

L= tanh(Az) + E[tanh(Az)] 4+ 1
2

Now using a simple Taylor expansion used in the proof of the Hoeffding bound we get that the first
term of (6.22) is less than or equal to

52poly log(d/e2)62 Iy log(d/e2)62
exp(zpoyog( /€%) )Sexp<poyog2( /€%) )

exp(—0(jiz + 52»] |

and this holds with high probability at least poly (%)
Now for the second term of (6.22) we have that

EmNN(HlJr&l,l),yNN(O,I) [GXP (9Ex~/\/(u1+51,1) [tanh(Ax)] y)] =
62 2 62
=exp |5 (Epn(u1+01.,1) [Fanh(Az)]) ™ ) < exp 5
Putting all together to (6.22) we have that
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1 + poly log(d/e?
Eznp, y~p, [€xp (6 (tanh(Az)y — Eyop, [tanh(Ax)] p2))] < exp < P y2 8(d/e”)

( ﬁ)g

d 2
< 2exp <n<1+p01y10g( /e )92+(|u2]al(51\—&—](52\—,«;)9)) =

¢+ummwwﬂ®w)

which implies that

Ztanh (Az;)y; — Epop, [tanh(Az)|pa| >

2
n7'2
P ( - Ztanh (Azi)yi — Egp, [tanh(Az )] p2| > € |p2]  + 02| + T) < 2exp <—4p01y10g(d/52)> —
e ne?
P ( - Ztanh (Azi)yi — Egnp, [tanh(Az)lpz| > € [pof o+ [02] + ﬂ) < 2exp <_ 4dpoly log(d/EQ))

Therefore with n = 4€%poly log(d/e?) = O (6%) we get

°(l

For any i > 3 we follow the same analysis as for the bound (6.23) but because of the definition
of the basis {v1,...,v4} we have that yu; = (p, v;) = 0 and therefore

( > |6s] + \2) < poly @2) (6.24)

Finally if we combine (6.18), (6.23) and (6.24) using the observation that H)\(tH) — p|| = |pel
we get that

Ztanh (Az3)y; — Egmp, yop, [tanh(Az)y]

€ 52>
> ex + 59| + — | < poly | — 6.23
ol + 182 x@>—pY(d (6.23)

Ztanh (Az3)y; — Egmop, yopy[tanh(Az)y]

A 2
(860 A > < eminual 1 ]3O = ) < pots ().

]
Proof of Theorem 3: Lemma 10 and Equation (6.13) imply that, using O(d/e2u?) samples, we
have:
~ 2 ~
H)\(tH) — [LHE < ( -5 + e min(p, 1)) H)\(t) — [LHE + 2ep.
If £ > 1 then
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If 4 <1 then

These imply that

~ 2 g
e = e (5 55) [N ] 2 o2

Therefore we need O (max (ﬁ, 1) log(1 /5)) steps in order to get error 3e. Since each step

requires O (#) samples, Theorem 3 follows.
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