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Abstract

Changes in streamflow and water table elevation influence oxidation–reduction

(redox) conditions near river–aquifer interfaces, with potentially important conse-

quences for solute fluxes and biogeochemical reaction rates. Although continuous

measurements of groundwater chemistry can be arduous, in situ sensors reveal

chemistry dynamics across a wide range of timescales. We monitored redox potential

in an aquifer adjacent to a tidal river and used spectral and wavelet analyses to link

redox responses to hydrologic perturbations within the bed and banks. Storms per-

turb redox potential within both the bed and banks over timescales of days to weeks.

Tides drive semidiurnal oscillations in redox potential within the streambed that are

absent in the banks. Wavelet analysis shows that tidal redox oscillations in the bed

are greatest during late summer (wavelet magnitude of 5.62 mV) when river stage

fluctuations are on the order of 70 cm and microbial activity is relatively high. Tidal

redox oscillations diminish during the winter (wavelet magnitude of 2.73 mV) when

river stage fluctuations are smaller (on the order of 50 cm) and microbial activity is

presumably low. Although traditional geochemical observations are often limited to

summer baseflow conditions, in situ redox sensing provides continuous, high‐

resolution chemical characterization of the subsurface, revealing transport and

reaction processes across spatial and temporal scales in aquifers.

KEYWORDS

hyporheic, redox, riparian, spectral analysis, surface water–groundwater interactions, tidal
1 | INTRODUCTION

Riparian aquifers are dynamic settings where surface water and

groundwater mix. Along converging hydrologic flowpaths, the delivery

of limiting reagents enhances microbial activity and reaction rates

(Bernhardt et al., 2017; McClain et al., 2003). Surface water–

groundwater mixing in the bed and banks can attenuate excess nutri-

ents and has important implications for water quality. In the banks,

water table fluctuations due to storms and snowmelt mobilize labile

dissolved organic carbon (DOC), which stimulates microbial activity

and nutrient removal from surface water and groundwater (Harms &

Grimm, 2008). These effects are likely magnified in tidal rivers, which

have large, daily fluctuations in stage and water table elevation.

Observations of dynamic reaction rates and chemical fluxes are
wileyonlinelibrary.co
becoming more common (MacDonald, Levison, & Parker, 2017;

Opsahl, Musgrove, & Slattery, 2017) but remain relatively scarce due

to the difficulty of collecting groundwater samples with high temporal

or spatial resolution during extreme events such as storms.

Alternatively, oxidation–reduction potential (Eh) can be continu-

ously monitored using in situ sensors. Eh indicates the energetic

favourability of a given reaction and has been used to describe the

potential for degradation of anthropogenic contaminants in aquifers

(McMahon & Chapelle, 2008). In riparian aquifers and wetlands,

several factors affect the supply of reactants and rate of processing,

including sediment lithology, hydrologic variability, and temperature.

These drivers can interact and tend to alternately dominate in differ-

ent settings. Vorenhout, van der Geest, van Harum, Wattel, and

Eijsackers (2004) illustrated how lithology controlled the magnitude
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of redox response to tides, whereas in other settings, Eh gradients

were surprisingly stable due to the lithology (Sawyer, Kaplan,

Lazareva, & Michael, 2014). Other studies suggest hydrologic

variability as the dominant factor, as it is often a direct control of oxy-

gen transport. For example, tides are a significant control on redox

biogeochemistry in coastal regions (Ensign, Piehler, & Doyle, 2008),

whereas permanently saturated soils tend to promote reducing condi-

tions (e.g., Seybold, Mersie, Huang, & McNamee, 2002). Given that

hydrologic forcings occur at timescales ranging from hours (Mitchell

& Branfireun, 2005; RoyChowdhury et al., 2018) to months (Faulkner

& Patrick, 1992; Thomas, Miao, & Sindhoj, 2009), the ability to moni-

tor subsurface redox conditions at these timescales is critical.

In situ redox sensors generate high‐resolution, continuous time

series data that can be analysed in the frequency domain. Traditional

spectral analysis such as the fast Fourier transform (FFT) quantifies

the frequency content of a signal; wavelet analysis can be used to

determine how the frequency content changes over time. These

methods have been used with a variety of hydrologic sensors to study

watershed processes such as rainfall and run‐off (Pandey, Lovejoy, &

Schertzer, 1998) over a range of timescales from years (climate and

land use change) to seconds (turbulence; Thompson & Katul, 2012).

For example, Henderson, Day‐Lewis, and Harvey (2009) used spectral

and wavelet analyses of temperature data to identify the location and

timing of submarine groundwater discharge. Application of these tech-

niques to continuous redox data can identify hydrologic drivers of

geochemical transformations within riparian aquifers based on charac-

teristic signal periods.

Spectral and wavelet analyses are potentially powerful tools in

tidal rivers, which are highly dynamic environments. The riparian aqui-

fers of tidal rivers have the potential to reduce nutrient export to the

coast through denitrification and other transformations. Though their

capacity to remove redox‐sensitive pollutants has been recognized

(Ensign et al., 2008; Ensign, Noe, & Hupp, 2014; Knights, Sawyer,

Barnes, Musial, & Bray, 2017; Musial, Sawyer, Barnes, Bray, & Knights,

2016), few studies have quantified the link between tidal hydrody-

namics and redox conditions. Furthermore, to our knowledge, no
study has used spectral analysis of a continuous geochemical signal

to evaluate hydrologic forcings across multiple timescales. Our objec-

tive was to assess the influence of multifrequency fluctuations in river

stage and water table elevation on redox conditions within the

streambed and bank adjacent to a tidal river. We anticipated that

redox conditions would vary semidiurnally in the banks due to tidal

fluctuations in water table elevation and soil moisture. Instead, we

show that tidal influence on geochemical conditions is largely confined

to the permeable streambed, whereas storms drive large perturbations

in both the bed and banks.
2 | METHODS

The study site (39.701196°N, 75.649906°W) is located approximately

17 km from the Delaware Bay in the tidal freshwater zone of White

Clay Creek (Delaware, USA), a fifth‐order river within the Christina

River Basin. Tidal stage fluctuations of approximately 1 m occur twice

daily and are fully confined to the channel. The floodplain is not tidally

inundated. Though storm events can raise river stage by more than a

meter, the floodplain is elevated ~2 m above the river, and therefore,

overbank flow occurs rarely and did not occur during the monitoring

period. Water table fluctuations extend from the channel ~30 m into

the riparian aquifer (Musial et al., 2016). The streambed and bank

are composed primarily of alluvial, interbedded sands, and silts

(Figure 1).

A transect of piezometers and sampling ports was installed in

2014 to span part of the streambed and the zone of water table fluc-

tuations in the bank (Figure 1). Beginning in May of 2016, water level

and temperature were monitored every 15 min using nonvented

shallow water‐level data loggers (In‐Situ TROLL 100) in the stream

and one bank piezometer located approximately 5 m from the channel.

Redox probes were installed in the streambed near Locations C (on

sand bar), E (~6 m from stream), and G (~14 m from stream), as

described in Musial et al. (2016), to capture a range of water table fluc-

tuations (Figure 1). Each probe consisted of a fibreglass‐epoxy tube
FIGURE 1 (a) Cross section showing
lithology and water table positions at high and
low tide. (b) Stage time series with inverted
hyetograph. (c) Water table elevation time
series. Redox probes are located in the
streambed (Location C of Musial et al., 2016)
and bank (~65 cm east of Location E and
~550 cm west of Location G of Musial et al.,
2016). The piezometer contained the
reference electrode. The grey lines on the
time series show the unfiltered signal. Thick
black lines have been filtered to remove tides
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embedded with an array of 4–6 platinum electrodes spaced 15–25 cm

apart (Paleo Terra, Amsterdam, Netherlands). All probes were con-

nected to a Ag/AgCl reference electrode installed in a piezometer

below the water table. To minimize agitation of the soil layer, probes

were inserted directly into the undisturbed sediment. At bank Loca-

tions E and G, we augered to a depth of 130 and 135 cm, respectively,

then manually inserted the probes an additional 120 and 95 cm (the

respective length of each probe) into undisturbed sediments and

backfilled with soil. All electrodes were connected to a CR800 control

module and AM416 multiplexer (Campbell Scientific, Logan, UT) and

programmed to measure every 15 min. Eh (expressed in millivolts

and corrected for the potential of the standard hydrogen electrode)

was logged continuously from May 2016 to February 2017. Potentials

have not been corrected for pH.

On May 16, 2016, pore water samples were collected over one tidal

cycle at Locations C and E (Figure 1). Surface water samples were col-

lected on May 19, 2016. Samples were filtered to 0.45 μm, immediately

placed in a cooler, and frozen within 12 hr. Concentrations of major

anions and cations were measured on Dionex ICS‐5000 IC (Ion Chro-

matograph) and Inductively Coupled Plasma ‐ Optical Emission

Spectrometer (ICP‐OES) (Table S1). Dissolved oxygen (DO) was measured

at the same locations a week prior to chemical pore water measurements

(May 8, 2015, and May 9, 2016) using an YSI multiparameter sonde and

flow‐through chamber. Given volumetric constraints, DO and ion mea-

surements were not measured on the same samples.

The traditional FFT characterizes the general frequency content

of time series data but does not characterize temporal variation in

the frequency characteristics. The FFT therefore cannot resolve signal

response to episodic storms or variations in tidal energy over seasons.

In comparison, the continuous wavelet transformation (CWT) resolves

temporal variations in energy at a given frequency, which can then be

related to hydrologic events. We analysed our redox data using both

the FFT and CWT. For the CWT, we used the Morlet wavelet, which

is appropriate for feature extraction because it is well localized in

space and time (Farge, 1992; Grinsted, Moore, & Jevrejeva, 2004):

ψ0 ηð Þ ¼ π−
1=4eiω0ηe−

η2
�

2 : (1)

ω0 is dimensionless frequency (with ω0 = 6), and η is dimensionless

time. For a time series Xn′ with uniform time steps (δt), the CWT of

the signal is
FIGURE 2 Comparison of raw redox time
series (left) and redox contour plot (right) for
Location C in the streambed. Depth‐time
contour plots reveal vertical redox gradients
that are not readily apparent in traditional
time series. Black dashed lines on the depth‐
time contour plot show sensor location, and
river stage is shown above the depth‐time
contour plot for comparison
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where s is the scale of the transformed time series Wn
X(s), n is time,

and n′ is reversed time. The power spectrum of the CWT is repre-

sented by|Wn
X(s)|2. Errors occur at the beginning and end of the

wavelet power spectrum because of edge effects (shaded regions in

CWT images). Wavelet analysis shows when particular frequencies

in a time series are stronger or weaker, making it a powerful tool

for resolving the effects of hydrologic forcings across temporal scales.

For example, if a tidal frequency (0.5 days) is stronger in summer than

in winter, the CWT shows higher power at that frequency during

summer months.
3 | RESULTS AND INTERPRETATION

3.1 | Redox potential and geochemistry

Redox conditions differed considerably with depth (Figure 2) and

between locations (Figure 3). The raw time series datasets are rich

in information (Figure 2) but mask important statistics such as the

median and variance of Eh at each depth, which are readily apparent

in cumulative frequency distributions (Figure 3). The range of Eh

values measured in the bed was generally small. Median Eh ranged

from only 435 to 581 mV over 75‐cm depth (Figure 3, Location

C), corresponding to a vertical redox gradient of 1.95 mV/cm. All

streambed depths tended to be anaerobic (Eh < 800 mV) for the

majority (>99%) of the study period. Despite significant tidal

exchange between surface water and the bed, oxic conditions typi-

cally extended less than 15 cm into the sediment where the

shallowest electrode was located, consistent with reactive transport

models (Knights et al., 2017). Nitrate (NO3
−) concentrations in the

streambed ranged from 0.19 to 0.51 mg N/L over 75‐cm depth

and were low relative to NO3
− concentrations in either surface

water (2.69 mg NO3
− N/L) or deeper groundwater, consistent with

possible denitrification. Total iron (Fe; 1.6 to 2.9 mg/L) and manga-

nese (Mn; 0.5 to 2.1 mg/L) were elevated relative to deeper ground-

water (0.08 and 0.03 mg/L, respectively). Given that samples were

filtered and Fe (II) is more soluble, elevated total Fe and Mn



FIGURE 3 Cumulative distribution function of the redox potential at
Locations C, E, and G. The blue shading indicates the transition zone
between aerobic and anaerobic conditions over the range of
temperatures recorded in the piezometer during the monitoring
period. Water table elevation ranged from approximately 85 to
236 cm at Location E
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concentrations are likely indicators of reducing conditions (Stumm &

Morgan, 1996).

Within the bank (Figure 3, Locations E and G), Eh was consis-

tently lower at depth and increased to >600 mV at the water table

boundary. The vertical redox gradient, as determined from median

values, was significantly greater in the banks than the bed and

increased with distance from the stream. Vertical gradients were

6.4 and 8.5 mV/cm at Locations E and G, respectively; smaller water

table fluctuations farther from the stream may explain the steeper

vertical gradients (Musial et al., 2016). Anaerobic conditions persisted

for more than 95% of the study period at Location E, where the

upper two electrodes (depths 146 and 166 cm) were above the

water table occasionally but likely within the capillary fringe for

about 99% of the study period. Water table fluctuations likely

enhanced oxygen transport, producing sporadic aerobic conditions

(0.84 to 1.32 mg/L) during the sampling days in May, and presumably

throughout the rest of the monitoring period. Nitrate concentrations

at Location E ranged from 10.27 to 0.02 mg N/L between 220 and

300 cm, suggesting net denitrification with depth.
3.2 | Temporal dynamics

Strong seasonal changes in Eh occurred in both the bed and banks

over the monitoring period. In the banks, vertical redox gradients

became smaller from summer to winter (Figure 4b–d). In the bed, ver-

tical redox gradients reversed: Eh decreased with depth in summer

(Figure 4a) but increased with depth in winter (Figure 4c), when

deeper sediment became slightly more oxic (increase of 200 mV) and

shallower sediment became significantly more reducing (decrease of

400 mV). Seasonal temperature variation likely changes kinetic reac-

tion rates that drive redox conditions (microbial respiration) and could

contribute to the reversal. Leaf‐off at the site typically occurs in mid‐

to late October, and coincident changes in the availability of labile

DOC in the streambed could drive accelerated NO3
− consumption

and a shift towards more reducing conditions in shallow sediments

(Zarnetske, Haggerty, Wondzell, & Baker, 2011; Goodale, Aber,

Vitousek, & McDowell, 2005). Deeper oxidizing conditions in the

streambed could potentially be explained by lateral transport of nutri-

ents through high‐permeability sediment layers. Shifts in temperature

(average surface water temperature ranged from about 25°C in the

summer to 5°C in the winter) cannot account for the Eh fluctuation

as the 20°C shift corresponds to only 4 mV of Eh. Unfortunately, we

did not collect pore water samples during winter when redox gradients

were inverted.

In the frequency domain (Figure 5), water level and redox time

series displayed broad peaks over long frequencies (weeks to months)

that represent relatively slow perturbations due to seasons and storms.

At higher frequencies, the energy spectra had power law tails that have

been widely observed in hydrologic datasets (Fleming, Lavenue, Aly, &

Adams, 2002; Kendall & Hyndman, 2007; Thompson & Katul, 2012).

For stage and water table elevation, these tails were punctuated by

peaks at tidal frequencies, indicating strong tidal fluctuations

(Figure 5a). These same tidal frequencies were present in redox data

at most streambed locations (e.g., Figure 5b) but were absent or mini-

mal in redox data from the bank.

Redox amplitude spectral densities (ASDs) at the 0.5‐day

period from streambed FFTs were larger than those in the bank

(e.g., 2.66 mV at 50 cm in the bed at Location C, compared with

1.83 mV at 146 cm in the bank at Location E; Figure 5b–c). In the bed,

the ASD was greatest at 50 cm near a change in lithology (Figure 5b)

but was reduced at 15 cm near the sediment–water interface (not

shown), where significant interaction with surface water maintained

relatively oxic conditions (Knights et al., 2017). Cross wavelet analysis

shows that the streambed Eh response lagged stage by 1.5 hr at

15 cm and by 3 hr at 50 cm (Figure S1). These observations are consis-

tent with geochemical transport due to propagation of the tidal pres-

sure wave beneath the sediment–water interface. Tidal pumping

drives vertical exchange in high‐permeability streambed sediments,

and the phase lag of vertical flow oscillations should increase at depth.

These vertical flow oscillations can transport geochemical reactants

that influence redox conditions (Bianchin, Smith, & Beckie, 2010;

Rocha, Ibanhez, & Leote, 2009). ASDs in the bank decreased more with

depth, declining to 1.47 mV at 266 cm. This could be due to the

semiconfining silt layer at ~200 cm reducing vertical transport of

oxygen and other reactants over tidal timescales in the bank.



FIGURE 4 Depth‐time contours of the redox signal at probe C within the streambed and probe E within the stream bank. The summer period is
shown in (a) and (b), and the winter in (c) and (d). Relative river stage is indicated by the black line above (a) and (c), whereas actual water table
elevation is shown on plots (b) and (d). The depth of redox electrodes are indicated by horizontal dashed lines. Aquifer lithology is shown to the right
of each contour. At the beginning of the winter period, oxidizing conditions at the lowest sensor at Location E lingered from an earlier October storm
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In the streambed, individual storm events drove episodic shifts

towards more oxidizing conditions. On July 29 and 31, oxic conditions

migrated rapidly downward, followed by recovery over hours to days

(Figure 4a). Redox response to storms, like tides, increased below

the shallowest sensor. During the largest storm (September 30), the

response at 15 cm was moderate over periods of 4 to 8 days and

was significantly greater at 75‐cm depth (Figure 6). During recovery

periods following storms, tidal dynamics were particularly pronounced

(August 2–August 6 in Figure 4a). The strength of the tidal signal

always remained subdued at 15 cm but varied over time at 50 and

75 cm (Figures 6 and 7). These variations appear to coincide with sea-

sons and episodic storms rather than spring and neap periods. The

semidiurnal Eh signal at a depth of 50 cm below the sediment–water

interface was strongest in July and August (wavelet magnitude of

~5.65 mV), whereas the semidiurnal tidal signal was strongest in

September and October (wavelet magnitude of ~6.69 cm; Figure 7).

Wavelet magnitude of both signals was low in winter (December

through February).

Redox potential in the bank responded strongly to large, episodic

water table fluctuations driven by storms. During the summer, the first

sizeable storm on July 29 raised the water table ~40 cm but had little

effect on the redox state of the sediment profile (Figure 4). A subse-

quent storm on July 31 raised the water table ~50 cm and caused

the anaerobic respiration front to migrate nearly 50 cm upward. As

water table elevation fell, oxidizing conditions were re‐established at

the top of the profile over 8 days. The greatest storm responses

(Figure 6) occurred in permeable layers near the water table (146 to

190 cm) and at 241 cm, where reactants could be rapidly transported

(Figure 1). Storm response was minimal at 216 and 266 cm.
4 | DISCUSSION AND CONCLUSION

Continuous redox observations have great potential to reveal factors

that govern aquifer geochemical conditions. Oxidizing conditions

developed near the zone of water table fluctuations in the bank, rein-

forcing the importance of saturation in controlling subsurface redox

conditions (Ensign et al., 2008; Seybold et al., 2002). Further, as the

amplitude of water table fluctuations diminished away from the chan-

nel, the prevalence of aerobic conditions decreased (Locations E to G).

Thus, despite the lack of strong tidal Eh oscillations near the water table

(Figure 6), it appears that water table dynamics and associated

saturation gradients controlled long‐term average Eh in bank sediments.

Lithologic variability also exerted control on prevailing patterns in Eh,

with oxidizing conditionsmainly observed above a semipermeable (con-

fining) silt layer at the centre of the sediment profile (Figure 1) that likely

reduced vertical transport of oxygen near the water table, resulting in a

consistently steep vertical redox gradient. Similarly, in the streambed,

the tidal influence on Eh was most evident at 50 cm, where coarse sand

transitioned to lower permeability silty sand and a dynamic, steep redox

gradient developed. The interaction of tides and sediment charac-

teristics on redox potential was also noted by Vorenhout et al. (2004),

who reported significantly dampened redox fluctuations in clay‐rich,

as compared to more permeable, salt marsh sediments.

In general, saturation and sediment lithology were the dominant

controls on subsurface redox conditions in the banks. Increasingly

steep vertical redox gradients developed from Locations E to G that

were relatively stable over tidal timescales (compared with Location C

in the bed). Themore reducing conditions and steeper vertical gradients

at G can be explained by a thinner capillary fringe and decreased solute



FIGURE 5 Power spectra of stage and water table elevation (a) and
redox signals in the streambed (b) and stream bank (c). Peaks at the
0.25‐, 0.5‐, and 1‐day periods are indicated by black arrows
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dispersion associated with smaller water table fluctuations (Haberer,

Cirpka, Rolle, & Grathwohl, 2014). The stability of Eh gradients in the

banks compared with the bed can be explained not only by the greater

distance to the sediment–water interface but also by the strong

layering of floodplain deposits, which would impart permeability
anisotropy to the aquifer and impede vertical movement of solutes

and redox gradients (Freeze & Cherry, 1979). During storm events,

the prominent silty confining layer near the centre of the profile would

have driven lateral flow along permeable beds in the saturated zone,

allowing vertical gradients in Eh and nitrate concentrations to persist.

The existence of high nitrate concentrations above this layer is consis-

tent with potential nitrification under oxidizing conditions, whereas the

nonconservative decline in nitrate concentrations below is consistent

with denitrification under anaerobic conditions (Table S1). These obser-

vations collectively highlight the importance of lithology on subsurface

geochemistry in the banks, similar to observations by Sawyer et al.

(2014) in the nontidal portion of the same river. There, Eh in permeable

gravel layers varied strongly over time during a major storm but

remained moderately stable in less permeable soils.

Conversely, hydrodynamics like tidal stage fluctuations exerted an

important control on subsurface redox conditions within the stream-

bed. Vertical redox gradients were shallow compared with the banks

and more dynamic over tidal timescales. Beneath the sediment–water

interface, oscillatory surface water–groundwater exchange (or tidal

pumping) in sandy sediments effectively transports oxygen, NO3
−,

DOC, and other reactants (Bianchin et al., 2010; Rocha et al., 2009).

Advective transport distances over individual tidal cycles were likely

on the order of centimetres or less (Knights et al., 2017), but the

long‐term effect of oscillatory flow would enhance solute dispersion

producing a shallow vertical redox gradient that fluctuates slightly

over each tidal cycle. Tidal oscillations in transport were particularly

evident near the lithologic boundary at 50 cm (Figure 4a). Oscillatory

flow across an interface between organic and mineral sediments could

control local sourcing of DOC, which often limits nitrate removal in

riverbeds (Zarnetske et al., 2011). The resulting oscillations in redox

gradients and presumably the denitrification front have important

implications for the timing of nitrate removal and flux of nitrate to

the coast in tidal rivers (Knights et al., 2017).

At all locations, long‐term seasonal changes in hydrology and tem-

perature also drive subsurface chemistry. The seasonal inversion of the

redox gradient within the streambed was likely a geochemical response

to changes in the amount and quality of DOC in shallow sediments. An

abundance of organic matter enters the stream during autumn leaf‐off,

after which microbial heterotrophic activity significantly increases

(Kaplan & Bott, 1983). The resulting increase in respiration rates causes

a reducing shift in Eh as more energetically favourable reactants are con-

sumed alongside DOC (Yabusaki et al., 2017).

Over seasons, the influence of tides also varied, and the use of

wavelet analysis aided in detecting these changes (Figure 5). The tradi-

tional, widely used FFT is a global transform integrated over all times

and is influenced by localized events regardless of when they occur

(Zhou, Tang, & Chen, 2009). Although the FFT can identify whether

a certain frequency component exists and can quantify its magnitude,

the CWT is useful for identifying when this component appears in the

record (Combes, Grossmann, & Tchamitchian, 1989). For example, a

marked 0.5‐day peak is seen in the FFT of the streambed Eh signal

at 50 cm (ASD of 2.66 mV), but the CWT shows strong Eh response

at this frequency only during the summer (wavelet magnitude of

5.62 mV; Figure 7). Interestingly, the peak in the tidal Eh response

occurs in July and August, whereas the greatest tides occur in



FIGURE 6 Continuous wavelet transformation of the redox signal within the streambed (left) and the stream bank (right). An inverted hyetograph
above each column indicates timing of large storms. White brackets indicate the time periods displayed in Figure 3. Colours along the white
horizontal dotted line indicate the power of the redox signal at the 0.5‐day (tidal) period over time (also shown in Figure 7). The white vertical dotted
line indicates the frequency content of the redox signal at a particular time, analogous to a Fourier transform (Figure 5b) but localized in time
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September and October. Tides are expected to be large in late sum-

mer and early fall because river discharge is low, which could alter

redox gradients within the streambed. The power in both the river

stage signal and Eh signal diminishes during the winter (wavelet

magnitude of 5.36 cm and 2.73 mV, respectively; Figure 7) when both

the hydrologic forcing and microbial activity are lower.

One of the most surprising observations was the dominance of

anaerobic conditions near the sediment–water interface and water

table, despite moderate DO concentrations (0.52 to 1.88 mg/L) mea-

sured in pore water samples (Table S1). Pore water samples would

tend to come from mobile macropores that are likely to be more oxic

(Singh & Kanwar, 1991). Thus, the apparent discrepancy between in

situ and ex situ geochemical data could indicate that in situ sensors

are measuring net redox conditions and not preferentially sampling

well‐connected, high‐conductivity pathways (Harvey, 1993; Harvey,

Chambers, & Hoelscher, 1995; Nichol, Smith, & Beckie, 2005). Sensors

could indicate the presence of reducing conditions in pore‐scale

microsites within largely oxic zones (Briggs, Day‐Lewis, Zarnetske, &
Harvey, 2015; Holmes, Jones, Fisher, & Grimm, 1996). Past studies

used isotopic tracers or measureable Fe2+ within shallow flow paths

to identify microsites of denitrification (Harvey, Bohlke, Voytek, Scott,

& Tobias, 2013; Zarnetske et al., 2011); however, these approaches

traditionally require extracting groundwater, which makes continuous

monitoring difficult. Further, long‐term pore water extraction at high

frequency can alter flow patterns and geochemical gradients. As a sup-

plement to conventional sampling methods, in situ sensing of Eh

allows for high‐resolution, non‐invasive chemical characterization of

the subsurface environment in time and space.

Discrepancies between in situ redox data and discrete DO mea-

surements could also reflect inaccuracies associated with traditional

pore water sampling. Exposure of pore water samples to atmospheric

gases could make the samples appear more oxic than in situ sensor

data would indicate, though we took great care to minimize sample

exposure to the atmosphere. These comparisons show that a combi-

nation of in situ and ex situ collection methods is helpful for

interpreting the geochemistry of bulk groundwater.



FIGURE 7 Time‐series of wavelet power at the 12‐hr tidal period
from CWTs of redox potential 50 cm below the streambed (Figure 6)
and river stage. Tidal energy in the redox signal is strongest during
summer (July and August), whereas tidal energy in the river stage
signal is strongest in August and September. Inverted hyetograph
shows the timing of large storm events
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We have shown that in situ sensing of Eh provides information

about the geochemical condition of the aquifer across a broad range

of timescales. Though seasonal geochemical variability can be resolved

from field sampling, the effects of tides and storms are much harder to

capture using traditional extraction techniques. By monitoring Eh con-

tinuously at high resolution over long time periods, the instantaneous

effects of high‐flow events can be resolved as effectively as long‐term

variability. Moreover, the regular sampling interval creates opportuni-

ties for analysis in the frequency domain. In systems where consistent

sampling is difficult, or where sites become inaccessible during large

storm events, the use of in situ redox sensing is advantageous for

resolving spatial and temporal variability in subsurface geochemistry.

By providing a continuous dataset of subsurface conditions, in situ

redox measurements can be used to understand reactive transport

of redox‐sensitive solutes like nitrate, particularly in hydrodynamic

environments such as riparian aquifers.
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