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ABSTRACT
Understanding and visualizing human discourse has long
being a challenging task. Although recent work on argument
mining have shown success in classifying the role of various
sentences, the task of recognizing concepts and understand-
ing the ways in which they are discussed remains challenging.
Given an email thread or a transcript of a group discussion,
our task is to extract the relevant concepts and understand
how they are referenced and re-referenced throughout the
discussion. In the present work, we present a preliminary
approach for extracting and visualizing group discourse by
adapting Wikipedia’s category hierarchy to be an external con-
cept ontology. From a user study, we found that our method
achieved better results than 4 strong alternative approaches,
and we illustrate our visualization method based on the ex-
tracted discourse flows.
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1 INTRODUCTION
Language has long been one of the most efficient forms of
communication between people. Technology that can parse
and extract information from these conversations currently ex-
ists and operates with reasonable accuracy; however, there is a
gap in our ability to understand and visualize these conversa-
tional statements. Current and previous work in the analysis
of news articles and social posts have demonstrated the ability
to extract and quantify written ideas [1, 2, 4]; however, these
tools operate over large text corpora, so they are not able to
discover concept flows of individual conversations (or doc-
uments). Related work in natural language processing aims
to extract named entities or important concepts and entities
from sentences. Although Named Entity Recognition may be
able to extract high-quality entities, which could be viewed as
concepts, they are usually limited to a few entity types.

The goal of the present work is different. Here we transform
a group conversation into a network over concepts in order
to visualize the concept flows so that we might better under-
stand the latent communication patterns and group dynamics.
Our key insight is to treat human group conversations as trails
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over a graph of concepts. With this perspective, an individ-
ual’s ideas as expressed through language can be mapped to
explicit entities or concepts, and, therefore, a single argument
can be treated as a path over the graph of concepts.

We overcome the limitations mentioned above by distilling
a high-quality concept ontology from Wikipedia and using its
entity surface forms to detect concepts in human discourse.
We then find concept flows by computing sentence similarities
using a joint text and concept similarity. The code and data are
available at https://github.com/bxshi/DiscourseVisualization.

2 DISCOURSE GRAPHIFICATION
Here we assume each Wikipedia article represents a unique
concept and further treat the categories that an article belongs
to as more general concepts. This solution assumes that the
Wikipedia category hierarchy is a clean ontology. This is not
the case. So the first step is to perform some pre-processing to
transform the Wikipedia category hierarchy into an ontology.

We use the October 2017 English dump of all Wikipedia
articles and categories. We begin by removing all mainte-
nance, tracking, chronological and list-like pages. This re-
sults in a graph rooted at category Main Topic Classifications
with 976, 163 category nodes, 1, 901, 706 fine-to-coarse concept
edges, and 11, 967, 618 unique leaf-concepts corresponding to
Wikipedia articles. Each article belongs to 4.75 categories on
average. A snippet of this ontology is illustrated in Fig. 1.

The next step is to extract concepts from group conversation
transcripts and link the sentences to form concept flows over
the ontology. To extract concepts from the discourse, we match
the surface forms of concepts Ei from the ith sentence Si within
in transcript D against the Wikipedia article titles (leaves in
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Figure 1: Illustration of a snippet of the concept graph. Bold
texts are extracted concepts recognized as important in the
Intelligence2 debate referenced in Fig. 2.
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Sentence

if you think of how many times you've taken antibiotics, casually saving 
yourself from death by infection.

if you think about vaccines and the way they have shielded you against 
deadly and disabling disease, if you think about the fact that hiv infection is 
no longer a death sentence,

some patients, particularly those with serious chronic illnesses, are paying 
too much out of pocket for their medicines, and we need to find a solution 
for that

but we don't want those drug prices of $150,000 per year to take those 
drugs

it took a disease that was a chronic disease – but blasted off and killed 
people in six months and basically made people live a very long time with the 
disease.

there are multiple drugs out there on the market that are about $150,000 per 
year, don't cure anyone, ameliorate the disease, but are hugely expensive.

today, it's chronic disease and treating patients with chronic disease that 
are responsible for 90 percent of all healthcare costs.

the problem is we have these super high drug prices, 150,000, $300,000 drugs 
that don't cure anyone, and they're still exorbitantly expensive.

micromanage who gets what price and who can do what, and that is one of 
the biggest things standing in front of us, especially the fda's drug 
regulations that make it so difficult to innovate and so expensive to 
innovate.

and if we change pricing without changing how we innovate, all we're going 
to wind up is with fewer drugs and a drug that you don’t have for a serious 
disease is infinitely expensive because you can't buy it.

we're here to debate drug pricing and drugs outrageously high prices.
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Figure 2: A partial example of the Intelligence2 debate
Blame Big Pharma for Out-of-Control Health Care Costs.
Sentences are color-coded by speaker. Bold texts are ex-
tracted concepts shown in Fig. 1. At bottom is a flow dia-
gram over concepts mentioned during the debate.

the Wikipedia concept ontology). Because each concept-leaf is
associated with one or more parent and ancestor concepts, we
say that each sentence is associated with a concept tree as an
induced subgraph Ci from the concept ontology.

Next we need to link concepts across sentences in the dis-
course. This requires some notion of concept similarity. There
are many ways to do this. We initially tried to adapt the Jac-
card coefficient, but this did not work well because it fails to
consider the concept granularity and instead treats all con-
cepts, regardless their position in the ontology, equally. To
properly weight the concepts, we apply TF-IDF weighting
to the extracted concepts by treating them as “words” and
the sentences as “documents”. We further define the concept
feature vector Vi of the ith sentence as

Vi =

{
I(ck ∈ Ci)×

(
1 + log

N
N
j=1 I(ck ∈ Cj)

) ∣∣∣∣k ∈ {1 . . . m}
}

, (1)

in which m and N are the number of concepts and sentences
respectively. We can get the word feature vector Ui using the
same method. We now define the sentence similarity as the
combination of the word and concept cosine similarities:

sim(Si, Sj) = θ(Vi, Vj) + θ(Ui, Uj). (2)
Using Eq. 2 we can now construct concept flows by link-

ing similar sentences and highlighting important concepts in
the sentences. For each sentence Si ∈ D, we find the most
similar sentence Sj in which i < j and illustrate the concept
relationships using a concept network as shown in Fig. 2.

3 EXPERIMENTS
We performed a user study to evaluate how well this model
captures sentence-level semantic similarities. We compared
our model with the results of TopicFlow (LDA) [3], word
overlap, averaged sentence embeddings from GloVe, and a
text-only version of our model using only θ(Ui, Uj) from Eq. 2.
Our dataset consisted of four debates from intelligence2 cov-
ering Politics, Health, Science and Economics. We randomly
selected 20 sentences from each debate and used the methods
mentioned above to find the most similar sentence for each
selected sentence. Then for each sentence pair, we asked 10
human annotators to rank the similarity on a 0 to 4 Likert
Scale. The results are in Fig. 3 with 95% confidence intervals.
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Figure 3: Annotated sentence semantic similarity scores.
The proposed method (Concept in Fig. 3) finds more co-

herent sentence pairs compared to others. We believe this is
because it can better distinguish concept-level similarity. For
example, TF-IDF returns So what is wrong with that argument?
as the most similar sentence to So, what is wrong with the FDA...,
which ignores FDA, whereas our model returns Look, the FDA
is the biggest barrier here. instead. LDA performs poorly because
the corpus size is limited. Another finding is that averaged
word embeddings perform the same as word overlap.

4 CONCLUSIONS
We describe a Wikipedia-based concept ontology and a method
to find semantically similar sentences. We further present a
preliminary visualization using the proposed method to dis-
cover concept flows in debates. As for future work, we will
employ entity disambiguation into this model to improve the
entity detection accuracy, create an interactive visualization
tool, and investigate how to model concept shifts in discourse.
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