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ABSTRACT: Static structure factors (S(q)) for many ionic liquids show low-wavenumber
peaks whose intensities increase with increasing temperature. The greater peak intensities
might seem to imply increasing intermediate-range order with increasing temperature.
Molecular dynamics (MD) simulations for a representative ionic liquid, 1-butyl-1-
methylpyrrolidinium bis(triftuoromethylsulfonyl)imide (C,C,pyrrTESI), were used to
calculate S(q) and partial S(q) (cation—cation, anion—anion, and cation—anion) at 298,
363, and 500 K. S(g) and partial S(q) were further decomposed into positive and negative
components (which each indicate structural ordering) by separately summing positive and
negative Fourier transform summands. Increasing temperature causes the negative
components of each partial S(q) to decrease in magnitude more than the positive
components, causing the total S(g) to increase in magnitude. Thus, structural ordering
with periodicities corresponding to observed peaks in S(q) does not increase but instead
decoheres with increasing temperature, even though S(g) peak heights increase. Fourier

transform summands also show where in real space the positive and negative component contributions to S(q) change when the
temperature increases. This new, detailed analysis based on Fourier transform summands comprising S(q) argues for great
caution when interpreting S(q) intensities and highlights the value of simulations as a complement to X-ray (or neutron)

scattering experiments.

B INTRODUCTION

Room temperature ionic liquids (RTILs) are a class of salts
which are liquid near ambient temperatures and have potential
applications as reaction solvents,' > catalysts,** sensors,” and
battery electrolytes.” RTILs often have low volatility, low
flammability, high thermal stability, and desirable electro-
chemical windows, making them potential replacements for
traditional battery electrolytes, which are often volatile and
flammable.® While relatively high viscosity is a common
drawback, it may be possible to design RTILs (e.g, through
tailoring of chemical groups, or varying ion mixtures) that
maintain desirable properties and exhibit moderate viscosity.
Molecular level insight regarding RTIL structure (e.g., cation—
anion ordering) would contribute to understanding of the
above properties and aid in tailoring RTILs to suit specific
applications.”"’ Intermediate-range liquid ordering is a
signature of many RTILs and manifests as static structure
factor (S(q)) peaks in the low-wavenumber regime (i.e., q < 2
A7H.M'7" RTIL intermediate-range ordering is affected by
chemical structures and can be modified by, for example,
varying alkyl side chain length.">~*® The RTIL family I-alkyl-1-
methylpyrrolidinium cation with bis(trifluoromethylsulfonyl)-
imide anion (C,C,pyrrTFSI) has been studied experimentally
and computationally,”>**™*” and the n = 4 member
(C4CpyrrTFSI) is the focus here. S(q) derived from X-ray
scattering and MD simulations, including temperature-depend-
ent trends for the two prominent low-q peaks, have been
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reported for C,C,pyrrTESL>*~>*°%* Peak 1 (centered near g
= 0.8 A™") is usually attributed predominantly to charge
alternation (i.e., periodic anion—anion and cation—cation
ordering at characteristic distances), while peak 2 (centered
near ¢ = 1.25 A™") is usually attributed primarily to charge
adjacency (corresponding to near neighbor ions).”**> While
the shift of these C,C,pyrrTFSI peaks to lower g is generally
attributed to lower density, their increasing intensity with
increasing temperature has been the subject of discussion.”***
For phosphonium-based RTILs, increasing peak heights have
been attributed to disordering of the apolar, hydrophobic
region that allows the polar region to become more ordered.**
In this work, we find that a decoherence of structural ordering
on multiple length scales (with periodicities indicated by values
of q where peaks appear in S(q)) occurs for C,C,pyrrTFSI
with increasing temperature.

MD simulations complement X-ray or neutron scattering
experiments by allowing assignment of peaks to various
ordering, such as charge alternation in RTILs, via decom-
position of S(q) into partial S(q).*”*° Total S(q) can be
calculated using eq 1, which is derived from the formalism
proposed by Faber and Ziman®'
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Figure 1. (A) Static structure factor (S(q)) showing two low-wavenumber peaks for the ionic liquid 1-butyl-1-methylpyrrolidinium
bis(trifluoromethylsulfonyl)imide (C,C,pyrrTFSI). The peaks shift to smaller q and increase their intensities with increasing temperature. The left
peak (peak 1) corresponds primarily to charge alternation, and the right peak (peak 2) corresponds significantly to charge adjacency. Temperature
trends for partial S(q) for cation—cation (B), anion—anion (C), and cation—anion (D) are shown alongside S(q) at 298 K.
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where i and j are atom types, n is the number of atom types,
g,-j(r) is a partial radial distribution function, r, is the
maximum distance used to calculate g,.}-(r), Xy is the fraction of
atomic distances of type i with j within the cutoff r,,,, fi(q) is
the atomic form factor of i (approximated using a sum of
Gaussians>”), and p, is the average number density of the
system. Partial S(q) are calculated by summing over a
restricted range of atom types i and j in eq 1, selected for
their chemical significance (e.g., cation—cation).”>”*” The sum
from zero to r,,,, represents a discrete Fourier transform, and
the summands will be referred to as Fourier transform
summands.

The Margulis group provided a physical interpretation of
positive and negative partial S(q) calculated at the same gq,
attributing them to periodic ordering of ions with the same
spatial frequency (i.e., q) but offset by a phase shift.”® The
phase shift corresponds to a real space shift of the periodic
ordering in the radial distribution function (g(r)). When the
phase shift is present, the S(q) intensity at a given g becomes
negative. They labeled the phase-shifted, negative partial S(q)
“anti-peaks”.”° Both peaks and anti-peaks in partial S(q)
therefore indicate the presence of ordering. On the basis of
their analysis of peaks and anti-peaks, Margulis et al. proposed
an explanation for the intensity increase observed for two low-
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q peaks with increasing temperature for phosphonium-based
RTILs.*

Here, we extend previously published work by using Fourier
transform summands to decompose S(gq) and partial S(q)
(whether positive or negative) into positive and negative
components. This is achieved by separately summing the
positive and negative Fourier transform summands for partial
S(q). At a given g, the positive and negative components each
indicate ordering of a given type (e.g,, cation—cation), offset by
a real space phase shift. Positive and negative components at a
given g have a spatial periodicity characteristic of the cardinal
sine function associated with that g, sinc(qr) = sin(qr)/(gqr).
Therefore, plots of positive and negative components offer
complementary information to plots of S(g) and partial S(q),
irrespective of whether S(q) or partial S(gq) are themselves
positive or negative.

B COMPUTATIONAL DETAILS

Simulation boxes of 250 ion pairs were used for all reported
analyses. Simulation boxes of 500 ion pairs did not significantly
affect results (not shown). LAMMPS>® and the CL&P force
field>*>* were used for all simulations. Coulombic and van der
Waals cutoffs were 1S A, and long-range electrostatics was
treated using a particle—particle particle—mesh solver*® with a
1077 desired relative error in forces. Temperature and pressure
(1 atm) were controlled using a Nosé—Hoover thermostat
(Tgamp = 100) and barostat (Py,,,, = 500).°”>® Thermalization
at 650 K was performed for 10 ns in order to move molecules
away from the initial configuration, which was generated using
Packmol.”” Simulations were then cooled by evenly ramping
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Figure 2. (A) Fourier transform summands for g = 0.795 A™" at 298 K and (B) differences between 500 and 298 K Fourier transform summands
for g = 0.795 A™". Fourier transform summands indicate how positive or negative each radial distribution function bin’s contribution is to the static
structure factor (S(q)) at a given g. Summing all Fourier transform summands (in A) gives S(q) at g = 0.795 A™". This is identical to solving eq 1
for ¢ = 0.795 A~'. Summing only the positive or negative Fourier transform summands in A gives the positive or negative component of S(q),
respectively. The difference between Fourier transform summands at two temperatures at a given q (e.g., in B) shows where in real space the S(q)
contributions became more positive and negative. Differences are colored by whether the summand at 298 K (from A) was positive (blue) or
negative (red). Summing all difference terms yields the difference in S(q) at g = 0.795 A™' between 500 and 298 K.

Table 1. Positive and Negative Components of S(q) and Partial S(q) at g = 0.795 A™'

298 K 500 K difference percent of difference

S(q) 0.42 0.96 0.54 100.00
positive contribution 12.77 12.13 —0.64 —118.47
negative contribution —12.36 —11.18 1.18 218.47
positive contribution cation—cation 2.99 2.93 —0.06 —10.84
negative contribution cation—cation —0.48 —-0.34 0.14 26.14

positive contribution anion—anion 9.46 9.14 —0.32 —58.97
negative contribution anion—anion -2.17 —1.68 0.49 90.61

positive contribution cation—anion 0.32 0.06 —0.26 —48.66
negative contribution cation—anion -9.71 —9.16 0.55 101.71

“Positive and negative contributions to S(gq) (rows 2 and 3) each indicate structural ordering and sum to S(g) (row 1). Positive and negative
contributions to partial S(q) (rows 4—9) also sum to S(g) (row 1). For increasing temperature (298 to 500 K), the negative contribution decreases
in magnitude more than the positive contribution, which causes S(q) to increase in magnitude with increasing temperature. Numbers are rounded

to two decimal places.

the temperature from 650 K to the final temperatures over 10
ns. Next, 100 ns of equilibration simulation was performed at
each final temperature, followed by 10 ns of production
simulation (storage of trajectory used for analysis). A 2 fs
timestep was used, and atomic positions were stored during
production at 1 ps intervals. Periodic boundary conditions
were implemented, as well as SHAKE® with an accuracy
tolerance of 107 to constrain hydrogen—carbon bond lengths.
For all analyses, 10 ns production simulations were sampled
every 100 ps. g;(r) used for S(q) calculations were calculated
using a 0.1 A bin width and an r,,, of 22 A. The simulations
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were systematically approximately 3% more dense than
experiment at each temperature, consistent with others’
findings for the CL&P force field.”*

B RESULTS AND DISCUSSION

Figure 1A shows the calculated total S(g) for C,C,pyrrTFSI
forq<2.0 A1 at 298, 363, and 500 K (temperatures above its
melting point and below its decomposition temperature). The
figure verifies that peaks calculated near g = 0.795 and 1.25 A™!
shift to lower g and increase in intensity as temperature
increases (a comparison of calculated and experimentally

DOI: 10.1021/acs.jpcb.9b00449
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Table 2. Positive and Negative Components of S(q) and Partial S(q) at g = 1.25 A™'“

298 K
S(q) 1.27
positive contribution 7.73
negative contribution —6.46
positive contribution cation—cation 1.18
negative contribution cation—cation —0.71
positive contribution anion—anion 3.38
negative contribution anion—anion -3.19
positive contribution cation—anion 3.16
negative contribution cation—anion —2.56

500 K difference percent of difference
1.74 0.46 100.00

7.18 -0.55 —119.09
—5.44 1.02 219.09

1.08 —0.11 —23.35

—0.63 0.07 15.78

3.13 —0.25 —53.83

—2.80 0.39 84.42

2.97 —-0.19 —41.92

—2.01 0.55 118.92

“Positive and negative contributions to S(q) (rows 2 and 3) each indicate structural ordering and sum to S(g) (row 1). Positive and negative
contributions to partial S(q) (rows 4—9) also sum to S(q) (row 1). For increasing temperature (298 to 500 K), the negative contribution decreases
in magnitude more than the positive contribution, which causes S(q) to increase in magnitude with increasing temperature. Numbers are rounded

to two decimal places.
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Figure 3. (A) Temperature trends for positive and negative components of static structure factor (S(q)) shown with S(q) at 298 K. Positive and
negative components each indicate structural ordering. The two dashed black diamond curves sum to S(q) (i.e., total S(¢)) at 298 K. Temperature
trends for positive and negative components of (B) cation—cation partial S(g), (C) anion—anion S(q), and (D) cation—anion, each shown
alongside total S(q) at 298 K. The six dashed black diamond curves (two each in B, C, and D) sum to S(g) at 298 K. Positive components at each g
are in phase with each other, as are negative components, irrespective of whether S(g) or partial S(q) are positive or negative.

measured S(q) for a larger range of g at 298 K is shown in the
Supporting Information). Parts B, C, and D of Figure 1 show
cation—cation, anion—anion, and cation—anion partial S(q),
respectively, calculated at the same temperatures.

Inspection of Fourier transform summands shows that the
total S(q) (Figure 2A) and each partial S(gq) (not shown) are
composed of positive and negative contributions. Positive S(g)
contributions correspond to the positive summands from eq 1,
whereas negative contributions correspond to the negative
summands. The Fourier transform summands indicate the
magnitude of the positive or negative contribution of each
gij(r) bin to S(q) at one value of g (e.g, ¢ = 0.795 A™" for

1675

Figure 2A). Figure 2B shows the difference in Fourier
transform summands at q¢ = 0.795 A™' for 500 K minus
those for 298 K. Blue and red coloring is used to indicate
where in r the 298 K contributions were positive and negative,
respectively. Bars above the horizontal axis indicate that
contributions become more positive (less negative) at S00 K,
and bars below the axis indicate that contributions become less
positive (more negative) at 500 K. Thus, red bars above the
horizontal axis indicate negative contributions to S(g) at 298 K
that become more positive (less negative) at S00 K. Thus,
Figure 2B shows that the largest changes to S(q) occur because
negative contributions at 298 K, most evident between

DOI: 10.1021/acs.jpcb.9b00449
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approximately 1 and 3 A (and to a lesser extent, from S to 15
A), become less negative at S00 K. Plots such as those in
Figure 2 can be made for any partial S(gq).

Table 1 shows numbers that may be generated using plots
such as those in Figure 2, grouped to highlight subsets of atom
types associated with the atomic distances used to calculate
g;i(r). The table also shows the difference between S(q) at two
temperatures (298 and S00 K) and the percentage of that
difference represented by the positive and negative compo-
nents. First, it is important to emphasize that each partial S(gq),
whether positive or negative at any given g, is composed of
both positive and negative components. Second, the dominant
contributions to peak 1 S(q) at g = 0.795 A~" at 298 K (Table
1) are —9.71 from cation—anion and +9.46 from anion—anion.
The total contribution (that is to say, positive contribution
plus magnitude of negative contribution) of anion—anion is
11.63, that of cation—cation is 3.47, and that of cation—anion
is 10.03. Therefore, the peak is predominantly charge
alternation (15.1 combined contribution from anion—anion
and cation—cation contributions) and nontrivially cation—
anion (total contribution of 10.03). Because the contributions
are form factor weighted and most anion atoms have larger
form factor weights than cation atoms, it is not surprising that
anion—anion is the dominant contributor. Next, the difference
in magnitude of the negative contributions to S(g) at the two
temperatures is nearly twice that of the positive contribution
(+1.18 vs —0.64). Finally, the largest changes in magnitude
appear in the negative contributions from cation—anion
(101.7%) and anion—anion (90.6%) distances. The dominant
contributions to peak 2 S(q) at ¢ = 1.25 A" at 298 K (Table
2) are +3.38 and —3.19 from anion—anion distances (for a
total contribution of 6.57) and +3.16 and —2.56 from cation—
anion distances (for a total contribution of 5.72), so the peak is
primarily composed of anion—anion and cation—anion
contributions. The cation—cation contributions are +1.18
and —0.71 (for a total magnitude of 1.89). Again, anion
atoms generally have the largest form factor weights, a
significant influence in making them the largest contribution
to S(g). When the temperature increases, the negative (phase-
shifted) contributions to S(q) again decrease in magnitude
more than the positive contributions decrease (+1.02 vs
—0.55). Thus, for both the peak centered near g = 0.795 A~
and 1.25 A7, peak heights grow upon heating from 298 to 500
K because the negative, phase-shifted contributions to S(q)
and partial S(q) decrease in magnitude more than the positive
contributions decrease (Figure 3). Therefore, we conclude that
the structural ordering in C,C,pyrrTFESI responsible for the
observed peaks centered near g = 0.79S and 1.25 A™" in total
S(q) decohere with increasing temperature even though those
peaks show increasing intensity with increasing temperature.
Figure 3 shows that these findings are not specific to g = 0.795
and 1.25 A" but also hold for q values near g = 0.795 and 1.25
Al

B CONCLUSIONS

In summary, this work proposes decomposing discrete Fourier
transforms into component summands, analyzes Fourier
transform summands for total and partial S(g) calculated
from MD simulations, and illustrates their utility by examining
the temperature-dependent intensity increase observed for
low-q peaks in S(gq) for C,C,pyrrTFSL First, our analysis
confirms that the peak calculated to appear near g = 0.795 A™,
peak 1, arises mostly from charge alternation (distances
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between like charges, primarily anion—anion distances). The
peak near g = 1.25 A™!, peak 2, is due primarily to cation—
anion and anion—anion distances. That anions are significant
contributors to both peak 1 and peak 2 is due in part to the
greater form factor weights associated with most anion atoms
than cation atoms. Second, S(q) and partial S(q) calculated
from MD simulations are decomposed into positive and
negative components by separately summing the positive and
negative Fourier transform summands before adding them to
give partial or total S(q). Positive and negative components of
partial and total S(g) are of the same ordering type (e.g,
cation—anion) and have the same periodicity at a given g, but
they are offset by a real space phase shift. C,C,pyrrTFSI’s two
low-q S(q) peaks increase in intensity with increasing
temperature because the sum of the negative components of
the partial S(q) decreases in magnitude more than the sum of
the positive components does. Thus, the structuring in
C,CpyrrTESI with periodicities corresponding to observed
S(q) peaks centered near g = 0.795 and 1.25 A™' decoheres,
even though those peaks in S(g) show increasing intensity with
increasing temperature. This argues for great caution when
interpreting S(q) intensities and highlights the value of
simulations (e.g, MD or Monte Carlo simulations) as a
complement to X-ray (or neutron) scattering experiments.
While this study focuses on S(gq) and three partial S(q)
(cation—cation, anion—anion, and cation—anion), the atoms
can be grouped in any other way (e.g, cation—cation
decomposed into ring—tail, ring—ring, and tail—tail). Because
we envision more general uses for the Fourier transform
summand decomposition to interpret S(q) for any type of soft
matter, two of us (T.M. and RAW.) are preparing an open
source VMD®' module, viewSq. The module will allow users to
quantify the contribution of each atomic or group pair to S(q)
with or without form factor weights, use the Fourier transform
summands to rank atoms or groups of atoms by their
contributions to each g, and thereby visualize the atoms or
groups of atoms making the largest contribution(s) to S(gq).

B ASSOCIATED CONTENT
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