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1. Introduction 
  

Successful real-time sentence processing requires establishing dependencies. For example, 

in English, the subject noun phrase (NP) controls agreement morphology on the verb, as illustrated 

in (1). 

(1)       a. He is in the room. 

b. *He are in the room. 

            c.     *They is in the room. 

 d.     They are in the room.  

When the subject is singular, the verb must take a singular inflection, and when the subject is 

plural, the verb must take a plural inflection. This means that the number morphology of the verb 

is dependent upon the number of the subject noun. 

 This illustrates a broader principle: during online processing of a sentence involving a 

dependency relation, the parser needs to link the dependent element to its controlling element. It 

is often the case that the dependent element, which signals the presence of a dependency relation, 

is located after the controlling element. This means that when the dependent element is 

encountered, the parser must recognize a dependency relation and trigger the retrieval of a 

controlling element from memory in order to achieve the correct interpretation of a sentence.   

 In this series of experiments, we study subject-Aux agreement in the context of elided NPs 

(Noun Phrase Ellipsis, NPE) that have nominal antecedents with the goal of revealing the 

mechanisms underlying the retrieval of information associated with the antecedent. In NPE, parts 

of the nominal phrase are not overtly pronounced. In (2), key to the cells is missing from the NP 

introduced by Mary's in the second conjunct, meaning that the interpretation of the missing portion, 

the ellipsis-site (NPE-site) is dependent on an NP in the first conjunct (the antecedent), [NP key to 
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the cells]. Thus, when an NPE-construction like (2) is processed, the parser needs to "recover" 

content into the NPE-site by referring to the content of the antecedent. 

(2)       Derek’s key to the cells must be on the table and Mary’s [NP ø] is on the carpet. 

 Anaphoric one is another anaphoric construction; like NPE, the interpretation of anaphoric 

one is dependent an antecedent NP in the first conjunct, ([NP key to the cells]), as illustrated in (3) 

(Hornstein and Lightfoot 1981, Lidz, Waxman and Freedman 2003, Pearl and Lidz 2009 among 

others). Thus, it is plausible that when an anaphoric one is processed, the parser accesses and 

retrieves the antecedent of the anaphoric one.  

(3)       Derek’s key to the cells must be on the table and Mary’s dull one (= key to the cells) is on 

the carpet. 

           Recovering the content of NPE and anaphoric one should both involve accessing and 

retrieving the content of the antecedent stored in memory (e.g., Martin & McElree, 2008, 2009, 

2011). One important question is what is retrieved when the ellipsis site is processed. One possible 

processing strategy is to retrieve the head at the first stage and retrieve the local noun only if 

necessary. Another possible strategy is to retrieve only the features of the antecedent NP’s head. 

It is also possible to retrieve any parts of the antecedent that match the features of the retrieval cue. 

To distinguish between these accounts, we used agreement attraction as a diagnostic for retrieval 

in the processing of NPE and anaphoric one, examining whether a local noun contained within the 

phrase’s antecedent elicits attraction. 

 Against this background, the current study demonstrates that recovering the content of the 

NPE-site involves retrieving some of the grammatical and structural information associated with 

the antecedent, such as the syntactic distinction between head and the modifier. We show that the 

retrieval process is sensitive to a distinction between the head and the modifier within the 



 

3 

antecedent NP when the antecedent is retrieved, leading to the same pattern of agreement attraction 

as observed with fully overt NPs. We compare the processing of NPE to anaphoric one which also 

needs to refer to an antecedent to establish its interpretation, and to non-anaphoric nouns, e.g., key 

vs necklace. This demonstrates that the retrieval process involved in ellipsis processing is different 

from that involved in non-elliptical nominal anaphora constructions. Specifically, we show that 

the NPE-processing involves more than just accessing and reactivating the antecedent in memory.   

2. Background 

Under content-addressable retrieval theories, features (e.g., number, gender, case, etc) that 

match the retrieval cues of the antecedent are retrieved in parallel (Foraker & McElree, 2007; 

Kush, 2013; Kush & Phillips, 2014; Lewis & Vasishth, 2005; Lewis, Vasishth, & Van Dyke, 2006; 

Martin & McElree, 2008, 2009, 2011; McElree, 2000; McElree, Foraker, & Dyer, 2003; Van Dyke 

& Lewis, 2003; Van Dyke & McElree, 2011). One piece of evidence for content-addressable 

memory in parsing is that intervenors that match features of the target item may give rise to 

processing facilitation, resulting in illusory acceptability of ungrammatical utterances (Dillon et 

al., 2013; Lago, Shalom, Sigman, Lau, & Phillips, 2015; Parker & Phillips, 2017; Pearlmutter, 

Garnsey, & Bock, 1999; Tanner, Nicol, & Brehm, 2014; Thornton & MacDonald, 2003; Wagers, 

Lau, & Phillips, 2009). Previous studies have found that ungrammatical verbs followed by a 

linearly local but grammatically irrelevant non-head (‘local’) noun in the modifier in the NP incur 

less processing costs and improve acceptability ratings for sentences with subject-verb 

disagreement (Dillon et al., 2013; Lago et al., 2015; Nicol, Forster, & Veres, 1997; Parker & 

Phillips, 2017; Pearlmutter et al., 1999; Tanner, Grey, & van Hell, 2017; Tanner et al., 2014; 

Thornton & MacDonald, 2003; Wagers et al., 2009).  For example as in (4), the retrieval cue from 

the verb would trigger the retrieval of a plural subject. Due to the mismatch in number-features 
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the target and the retrieval cue (i.e., the head noun key is singular, but the verb are is plural), mis-

retrieval of the grammatically incompatible element (boxes) in the modifier phrase often takes 

place.   

(4)       *The key to the boxes are on the table. 

This phenomenon is often called agreement attraction; under a content-addressable 

memory framework, it can be viewed as an interference effect where the retrieval of the 

syntactically illicit elements other than the target results from a partial featural match with the 

retrieval cues (Dillon et al., 2013; Lago et al., 2015; Nicol et al., 1997; Parker & Phillips, 2017; 

Tanner et al., 2014; Thornton & MacDonald, 2003). This facilitatory effect exhibits variability 

based on dependency types: while it has been robustly detected in subject-verb agreement, it has 

not been as rigorously observed in reflexive processing (Dillon et al., 2013; see also Clifton, 

Frazier, & Deevy, 1999; Parker & Phillips, 2017; Patson & Husband, 2016; Pearlmutter et al., 

1999; Phillips, Wagers, & Lau, 2011; Tanner et al., 2014). 

 Another point in favor of the role of content-addressable memory in parsing comes from 

studies of the time-course and accuracy of memory retrieval. Content-addressable retrieval can be 

characterized by two components: a decrease in comprehension accuracy based on the linear 

distance between the dependent element and the controlling element, and constant retrieval speed 

regardless of the complexity of the controlling element. The longer the distance between the 

dependent element and the controlling element, the lower the comprehension accuracy becomes, 

due to the increasing number of intervening items (Foraker & McElree, 2007; Martin & McElree, 

2008, 2009, 2011; McElree, 2000; McElree & Dosher, 1989; McElree et al., 2003; Van Dyke & 

McElree, 2011). Because items are accessed directly, retrieval speed is also predicted to be 

constant over time regardless of the number of the interpolated items (e.g., words) or the size of 
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search space (e.g., the linear length or structural complexity). These findings are supported by the 

processing of ellipsis constructions in a Speed-Accuracy Tradeoff (SAT) paradigm (Martin & 

McElree, 2008, 2009, 2011). Similar results obtain in SAT paradigms for Sluicing (Martin & 

McElree, 2011) and other dependencies (Foraker & McElree, 2007; McElree, 2000; McElree et 

al., 2003). 

As reviewed above, agreement attraction in comprehension seems to largely occur based 

on cue-based retrieval mechanisms. However, it is restricted in such a way that erroneous 

agreement between the verb and non-head noun only occurs in ungrammatical sentences (Lago et 

al., 2015; Parker & Phillips, 2017; Tanner et al., 2014; Wagers et al., 2009; though, c.f. Pearlmutter 

et al., 1999). For example, Wagers et al., (2009) reported that although both (5c) and (5d) are 

ungrammatical, (5d) is read faster at the verb region and rated more acceptable than (5c) due to 

the retrieval of the number-matching local noun, with no difference in terms of reading times or 

acceptability ratings observed in the grammatical (5a) and (5b) (Wagers et al., 2009).  

(5)       a.          The key to the cabinet unsurprisingly was rusty... 

b.  The key to the cabinets unsurprisingly was rusty... 

c.  *The key to the cabinet unsurprisingly were rusty… 

d.  *The key to the cabinets unsurprisingly were rusty… 
 
The implication is that the parser appeals to a cue-based retrieval mechanism to find a 

controlling element only in reanalysis. The reanalysis process (the process involved in repairing 

subject-verb disagreement) is instantiated only when the computation of the agreement between 

the head noun and the verb fails and the parser needs to find a noun that has the same number 

feature as the verb elsewhere (Lago et al., 2015; Parker & Phillips, 2017; Tanner et al., 2014). 

The asymmetric manifestation of agreement attraction suggests the parser’s sensitivity to 
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the grammatical distinction between the head and the modifier, i.e., that the parser initially 

computes number agreement between the verb and the head noun of the subject, ignoring the local 

noun. Lago et al. (2015) suggest that this relates to how the structure is predicted by the parser 

when the subject NP is processed. That is, the number agreement morphology of the verb is 

predicted when the head noun of the subject NP is identified and processed. If the head noun of 

the subject is singular, a singular verb is predicted, but if the head noun is plural, a plural verb is 

predicted. This mismatch can trigger mis-retrieval of a feature-matching local noun.  

This asymmetry in attraction based upon predicted and retrieved structure can in turn be 

used to diagnose what is retrieved when the ellipsis site of the NPE-construction (the NPE-site) is 

processed. There are at least three possible scenarios with regards to what information associated 

with the antecedent is retrieved.  

Possibility 1: Retrieving the head first and retrieving the local noun when agreement fails.  

When the NPE-site is processed, if the head of the antecedent NP is retrieved first and the 

modifier is retrieved only in cases where the agreement fails, then we expect exactly the same 

asymmetry of agreement attraction in NPE as observed with other NPs, i.e., attraction effects only 

in ungrammatical conditions. If agreement attraction is modulated by the grammatical distinction 

between the head and the modifier, feature-matching local nouns will be accessed and activated 

only when the number of the verb and the head mismatch and the ungrammatical agreement is 

recognized. 

(6) a. *Derek’s key to the box must be on the table and Mary’s [NPE key to the box]  

possibly are on the carpet. 

b.  *Derek’s key to the boxes must be on the table and Mary’s [NPE key to the boxes]  

possibly are on the carpet. 
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c.  Derek’s key to the box must be on the table and Mary’s [NPE key to the box] 

possibly is on the carpet. 

d.  Derek’s key to the boxes must be on the table and Mary’s [NPE key to the boxes]  

possibly is on the carpet. 

Under this scenario, in (6), once the NPE-site is processed, the parser first retrieves the head noun 

([head-N key]) as it is the most prominent element and controls the grammatical and semantic status 

of the NP. However, if a plural verb is encountered (6a-b), the parser could start looking for another 

noun that matches the verb number. If the retrieved local noun and the verb match in number, (6b), 

then the processing of the verb would be facilitated. On the other hand, if they do not match in 

number, (6a), then a mismatch cost would be incurred. If the head noun and the local NP are both 

retrieved when agreement fails, the NPE site should be treated in the same way as an overt NP 

with the same structure, with a distinction drawn between the head and modifiers. Under this 

scenario, similar agreement attraction effects are not expected in grammatical conditions, (6c) and 

(6d) as the agreement is successfully licensed at first pass.  

Possibility 2: Retrieving the antecedent without the distinction between the head & the modifier  

The second possibility is that different types of features associated with each noun are 

accessed without a distinction made between the head and the modifier. When processing NPE, 

all features that overlap with the retrieval cue- whether on the head or modifiers- might be accessed 

and activated in memory. Items with similar features are likely to be subject to interference effects 

(so-called similarity-based interference effects; Gordon et al., 2001, 2004, 2006; Lewis, 1996; 

Lewis, Vasishth, & Van Dyke, 2006; Lewis & Vasishth, 2005; Van Dyke, 2007; Van Dyke & 

Lewis, 2003; Van Dyke & McElree, 2006, 2011), leading to attraction in both grammatical (6d) 

and ungrammatical (6a) NPE cases.  
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Possibility 3: Retrieving the head noun only 

Third, it is plausible that while processing NPE, the parser retrieves only the information 

of the head noun of the antecedent NP because the head noun is the locus of the meaning for whole 

NP and the most prominent element within it (Dillon et al., 2013). If the parser treats the NPE site 

like an NP that has only the head noun contained within it, no agreement attraction will take place, 

leading to no acceptability rating or reading time amelioration in 6b/6d vs 6a/6c. However, reading 

times will be slower in both ungrammatical conditions (6a and 6b) due to the number mismatch. 

Here, we have illustrated three different possibilities in terms of what information in the 

antecedent might be retrieved when the NPE site is processed; each has unique outcomes in terms 

of acceptability judgements and reading times. This makes searching for agreement attraction in 

NPE contexts a useful diagnostic for the morphological features of the head and the modifier and 

the retrieved structure in ellipsis and other anaphoric constructions.  

      Overview of the experiments 

In order to disclose what is retrieved during the processing of elided and anaphoric 

elements, six experiments were designed to contrast agreement attraction in NPE with overt NPs 

(Experiments 1 and 2) and nominal anaphora (Anaphoric one; Experiment 3). These included 3 

offline acceptability rating experiments (Experiments 1a, 2a, and 3a) and 3 self-paced moving 

window reading experiments (Experiments 1b, 2b, and 3b).  

 3.  Experiment 1a/1b 

These experiments tested whether NPE shows a similar processing profile as non-elliptical 

NPs. We predict the following: if the antecedent-retrieval process is sensitive to the distinction 

between the head and the modifier and retrieves the modifier when an ungrammatical verb is 

detected, facilitation should occur similarly for ungrammatical verbs followed by plural local 
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nouns in NPE and baseline, non-NPE contexts. This would lead to higher acceptability ratings for 

ungrammatical sentences with plural local nouns (vs singular local nouns) in Experiment 1a and 

faster reading times for ungrammatical sentences with plural local nouns (vs singular local nouns) 

in Experiment 1b. However, if the parser uses number features on both the head and the local noun 

in the modifier as cues to guide antecedent retrieval at the NPE-site, we expect ungrammatical 

sentences with plural local nouns to be judged more acceptable (Experiment 1a) and read faster 

(Experiment 1b) in grammatical and in ungrammatical conditions alike. Finally, if only the head 

is ever retrieved, we expect NPE items to lead to no attraction in acceptability ratings (Experiment 

1a) or in reading times (Experiment 1b). 

3.1 Experiment 1a NPE: Acceptability Judgment Task (offline) 

3.1.1. Participants, Materials and Design 

All 47 participants were native speakers of English with IP addresses from the US and were 

solicited via Amazon Mechanical Turk (AMT) marketplace. All participants provided informed 

consent and were compensated $2 for their participation. No participants were excluded.  

Critical items consisted of 32 sentence sets arranged in a 2x2x2 within-subjects factorial 

design, in which Local noun number (singular vs. plural), Grammaticality (grammatical vs. 

ungrammatical), and NPE (NPE vs. No NPE) were manipulated as independent factors. All head 

nouns were singular. A sample set of stimuli is summarized in Table 1. The first five words of 

each experimental item in the first conjunct always followed the form shown in Table 1 (e.g. 

Derek’s key to the box/boxes). The second conjunct varied by condition. In the baseline conditions, 

the NP in the first conjunct was repeated (e.g. Mary’s key to the box/boxes) while in NPE cases, 

the NP in the first conjunct was elided (e.g. Mary’s). The first conjunct used a modal verb so as to 

minimize cues to agreement; the second conjunct included an adverb to isolate effects caused by 
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the local noun from those caused by the verb (see Wagers et al., 2009). The 32 sets of eight 

conditions were distributed in a pseudo-randomized manner to ensure that participants did not get 

two experimental items of the same type in a row. The experimental items were combined with 70 

grammatical filler sentences of similar length. 

 
Table 1: Sample stimuli for Experiment 1. 
Derek’s key to the box/boxes can be on the cabinet and… 
Factors  
Local Noun Grammaticality NPE Examples 
Plural Grammatical NPE ... Mary’s probably is on the carpet. 
Plural Ungrammatical NPE ... Mary’s probably are on the carpet.  
Singular Grammatical NPE ... Mary’s probably is on the carpet.  
Singular Ungrammatical NPE ... Mary’s probably are on the carpet.  
Plural Grammatical Baseline ... Mary’s key to the boxes probably is on the 

carpet. 
Plural Ungrammatical Baseline ... Mary’s key to the boxes probably are on the 

carpet. 
Singular Grammatical Baseline ... Mary’s key to the box probably is on the carpet. 
Singular Ungrammatical Baseline ... Mary’s key to the box probably are on the 

carpet. 
 

3.1.2.    Procedure 

The IBEX Farm internet-based experimental presentation platform (Drummond, 2011) was 

used to present the stimuli. For each stimulus, participants observed a single sentence on the screen. 

Their task was to click on one of the numbered buttons that indicate a 7-point scale, where 1 

indicated totally unacceptable and 7 totally acceptable. Ten practice items were presented before 

presenting the target items.   

3.1.3.    Analysis 

Data were analyzed with linear mixed effect regression using the lme4 package in R version 

3.2.3 (Baayen, 2008; Baayen, Davidson, & Bates, 2008; Bates, Maechler, Bolker, & Walker, 2014; 

Jaeger, 2008). Each model included simple difference sum-coded fixed effects of Local noun 
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number (singular vs. plural), x Grammaticality (grammatical vs. ungrammatical), and NPE 

(whether the sentences involved NPE vs baseline) and their interactions. All models contained the 

maximal random effects structure justified by the data (Barr, Levy, Scheepers, & Tily, 2013), 

including random intercepts for participants and items and random slopes for fixed effects where 

they converged; see model tables for random effect structures. Fixed effects were considered to 

reach at the significant level at alpha=0.05 when the absolute value of the t statistic was above 2 

(Baayen, 2008).  

3.1.4. Results 

Mean acceptability scores are shown in Table 2, and mixed effect model outputs are shown 

in Table 3. All three factors disclosed main effects. A main effect of local noun was observed such 

that items with ungrammatical singular local nouns were rated lower than their plural counterparts. 

A main effect of grammaticality was observed such that ungrammatical items were rated 

significantly less acceptable than grammatical ones. Finally, a main effect of NPE was observed 

such that items with non-elided NPs were rated significantly less acceptable than those containing 

NPE.  

Effects of grammaticality were qualified by two interactions. An interaction between local 

noun number and grammaticality was observed such that sentences with singular local nouns were 

rated less acceptable than sentences with plural local nouns in ungrammatical condition but 

received equivalent acceptability ratings in grammatical conditions. This was confirmed with a 

subset analysis that revealed a main effect of local noun (β = 0.42, SE= 0.12, t= 3.61, p<0.001) in 

ungrammatical conditions only. An interaction between NPE and grammaticality was also 

observed such that baseline conditions were judged to be significantly less acceptable than NPE 

constructions in ungrammatical sentences only. This was confirmed with a subset analysis that 
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revealed a main effect of NPE (β = 0.81, SE= 0.16, t= 5.12, p<0.001) in ungrammatical conditions 

only. Critically, no interactions were observed between local noun and NPE, or between local 

noun, NPE, and grammaticality. This suggests that the illusion of grammaticality was statistically 

equivalent whether the NP constituent was overt or elided.  

 
Table 2: Mean acceptability ratings from Experiment 1a. 
Standard errors are in parentheses. 
Factors    
Local Noun Grammaticality Ellipsis Average raw rating (SE) 
Plural Grammatical NPE 4.67 (0.16) 
Plural Ungrammatical NPE 4.28 (0.12) 
Singular Grammatical NPE 4.67 (0.19) 
Singular Ungrammatical NPE 3.88 (0.12) 
Plural Grammatical Baseline 4.41 (0.16) 
Plural Ungrammatical Baseline 3.55 (0.17) 
Singular Grammatical Baseline 4.60 (0.13) 
Singular Ungrammatical Baseline 3.07 (0.16) 

 

 
Figure 1: Mean acceptability ratings from Experiment 1a. 
Error bars indicate standard error. 

 
 

Table 3: Summary of fixed effects from linear mixed effects model in 
Experiment 1a. Random intercepts were included for subjects and items, as were 
by-subject intercepts for Local Noun, Grammaticality, NPE and Local Noun x 
Grammaticality, and by-item intercepts for Local Noun, Grammaticality, NPE 
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and NPE x Grammaticality. 
 Estimate SE t p 
(Intercept) 4.14 0.16 25.49   
Local Noun 0.17 0.08 2.01 0.05 
Grammaticality -0.90 0.17 -5.39 < 0.001*** 
NPE 0.49 0.13 3.64 < 0.001*** 
Local Noun x Grammaticality 0.52 0.18 2.95 < 0.01** 
Grammaticality x NPE 0.65 0.19 3.42 < 0.01** 
Local Noun x NPE  0.06 0.15 0.39 0.70 
Local Noun  x Grammaticality x NPE -0.27 0.29 -0.91 0.37 

 

3.2.      Experiment 1b NPE: Self-paced word-by-word moving window experiment 

3.2.1. Participants, Materials and Design 

Participants were 82 native speakers of English from Northwestern University with no 

history of language disorders. All participants provided informed consent and were either 

compensated $8/30 minutes or received credit in introductory Linguistics classes; no participants 

were excluded. Items similar to Experiment 1a were used (see Table 1); some items used final 

phrases containing other types of constructions (e.g. ‘safe in the drawer’) to provide a more varied 

set of materials to participants. The 32 sets of eight conditions were distributed in a pseudo-

randomized manner, and combined with 74 grammatical filler sentences of similar length. The full 

item sets are available in Appendix A. 

3.2.2. Procedure 

  Stimuli were presented on a desktop PC using Linger software (Rohde, 2003). The 

experiment followed a self-paced word-by-word moving window paradigm (Just, Carpenter, & 

Woolley, 1982). Each trial began with dashes masking the words in the sentence. Participants 

pressed the space bar to display each word as they read. Participants were instructed to read the 

sentences at a normal speed and to answer the comprehension questions after reading each 

sentence. The yes/no comprehension question asked participants to press F (yes) or J (no) keys. 
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They were provided with instant feedback about their accuracy. Six practice items were given to 

participants at the beginning of the experiment so that they became familiarized with the 

procedure. The experiment took each participant an average of approximate 30 minutes to 

complete. 

3.2.3. Analysis  

Following Kazanina, Lau, Lieberman, Yoshida, & Phillips, (2007), reading times that 

exceeded a threshold of 2.5 standard deviations above a participant’s mean reading rate for each 

region were replaced by the threshold value. Dependent measures were identical to Experiment 

1a. The regions used for analysis consisted of single words. The critical regions were the verb, the 

following word (spillover region 1) and one word after the spill over region 1 (spillover region 2).  

3.2.4.  Results  

The region-by-region reading times for baseline conditions are presented in Figure 2; those 

for NPE sentences are presented in Figure 3. Reading times at the critical spillover region for both 

NPE and baseline conditions are presented in Figure 4 and mixed effect model outputs are 

presented in Table 4. Mean accuracy for critical trial comprehension questions was 80.0%. 
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Table 4: Summary of results of linear mixed effects models by region in Experiment 1b. 
 Estimate SE t p 
Verb Region (is/are): by-subject random intercepts and slopes for Local Noun, NPE and 
Grammaticality, by-item random intercepts and slopes for NPE and Grammaticality 
(Intercept) 338.96 8.79 38.56  
Local Noun 1.17 4.02 0.29 0.77 
Grammaticality -0.90 4.54 -0.20 0.84 
NPE 12.58 4.65 2.71 < 0.05 * 
Local Noun * Grammaticality -5.18 7.73 -0.67 0.50 
Grammaticality * NPE 0.17 7.73 0.02 0.98 
Local Noun * NPE -7.02 7.73 -0.91 0.36 
Local Noun * Grammaticality * NPE 1.58 15.46 0.10 0.92 
Verb Spill-over Region 1 (safe): by-subject random intercepts and slopes for Grammaticality 
and NPE, by-item random intercepts and slopes for NPE 
(Intercept) 326.47 8.42 38.78  
Local Noun -5.56 3.66 -1.52 0.13 
Grammaticality 15.09 5.15 2.93 < 0.01** 
NPE 3.17 4.46 0.71 0.48 
Local Noun * Grammaticality -25.88 7.33 -3.53 <0.001*** 
Grammaticality * NPE -22.37 7.32 -3.05 < 0.01** 
Local Noun * NPE 1.78 7.32 0.24 0.81 
Local Noun * Grammaticality * NPE 0.91 14.65 0.06 0.95 
Verb Spill-over Region 2 (in): by-subject random intercepts and slopes for Local Noun, NPE 
and Grammaticality, by-item random intercepts and slopes for NPE and Grammaticality 
(Intercept) 328.69 7.49 47.91  
Local Noun 0.98 3.72  0.26 0.79 
Grammaticality 2.40   3.90 0.62 0.54 
NPE -1.84 4.31 -0.43 0.67 
Local Noun * Grammaticality -2.45 7.13  -0.34 0.73 
Grammaticality * NPE -9.18  7.13 -1.29 0.20 
Local Noun * NPE  2.65 7.13 0.37 0.71 
Local Noun * Grammaticality * NPE -15.24  14.26 -1.07 0.29 
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Figure 2: Region-by-region reading time means from Experiment 1b for baseline 
conditions. Error bars indicate the standard error. The regions of interest are is/are 
(verb), safe (spillover 1), and in (spillover 2). 

 

Figure 3: Region-by-region reading time means in Experiment 1b for NPE 
conditions. Error bars indicate the standard error. The regions of interest are is/are 
(verb), and safe (spillover 1), and in (spillover 2). 
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Figure 4: Reading times at the spillover region 1 (safe) for all 
conditions in Experiment 1b. Error bars indicate the standard error.  

 

At the verb region, only a main effect of NPE was observed such that items containing NPE 

were read slower than those without NPE. No other effects were observed.  

At the verb spillover region 1, a main effect of grammaticality was observed such that 

ungrammatical sentences were read slower than grammatical sentences. The critical interaction 

between local noun and grammaticality was also observed such that the difference between plural 

local nouns and singular local nouns was larger in ungrammatical sentences than grammatical 

ones. A subset analysis confirmed that the main effect of local noun was present only in 

ungrammatical conditions (β = -18.66, SE= 6.25, t= -2.99, p<0.01). An interaction between NPE 

and grammaticality was also observed, such that the difference between NPE and the baseline was 

larger for grammatical sentences. Critically, there was no main effect of NPE, and no interaction 

between any other factors, suggesting that items containing plural local nouns were always 

facilitated at the verb spillover region, regardless of NPE. This further suggests that NPE and the 

no-ellipsis baseline were treated similarly under conditions that elicit attraction.  
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Finally, at the verb spillover region 2, no effects were significant; all conditions were 

processed similarly.  

3.2.5.     Discussion  

Experiment 1a and 1b aimed to address the nature of attraction effects in NPE in offline 

and online tasks. Experiment 1a showed that sentences with ungrammatical plural local nouns 

were judged more acceptable than those with ungrammatical singular local nouns regardless of 

NPE, with no significant difference in acceptability ratings in grammatical conditions. Experiment 

1b revealed attraction effects in NPE and in baseline constructions following ungrammatical verbs, 

with no corresponding evidence of attraction in similar grammatical sentences. 

These results are most compatible with an account where the head noun is initially retrieved 

at the NPE-site and the local noun is retrieved when triggered by ungrammatical agreement. This 

means that the parser distinguishes the head and the local noun in the elided phrase. This supports 

the view that the grammatical information associated with an antecedent is retrieved within the 

NPE site. With NPE as with overt NPs, the parser uses this information in a reanalysis process 

with a cue-based retrieval mechanism only after the apparent detection of a mismatch in number 

agreement (Lago et al., 2015; Parker & Phillips, 2017; Tanner et al., 2014; Wagers et al., 2009).  

Reading time effects of verb ungrammaticality were reflected relatively late in processing, 

appearing at the spillover region 1 and not at the critical verb region. This suggests that the 

antecedent search and retrieval for NPE is not guided by morphology. If the antecedent retrieval 

were triggered when the verb is processed, the ungrammaticality effect could be observed at the 

verb region since the type of the NPE-site’s antecedent is cued by the verb morphology. In order 

to recognize the NPE-site, the parser needs to first recognize that Mary’s and probably are 

incompatible and needs to insert a silent NP between them, triggering the need to do antecedent 
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retrieval before the verb has been processed. The lack of a role for morphology in guiding 

antecedent retrieval may be a result of the fact that in NPE, the elided NP is silent and thus does 

not provide overt morphological cues. This may contribute to the processing complexity and may 

mask the grammaticality effect at the verb region. We return to the fine-grained time profiles of 

the error detection and the reanalysis processes involved in resolving ellipsis and non-elliptical 

nominal anaphora constructions in the Discussion session. 

Finally, our results are not compatible with the hypothesis that only the head noun is 

retrieved at the ellipsis site1. If only the head noun were retrieved, we would expect to observe 

similarity-based interference in grammatical cases, slowing singular local nouns relative to plurals. 

However, our results revealed no differences between plural and singular local nouns in 

grammatical conditions. The results here are also incompatible with the hypothesis that the parser 

retrieves the content of the antecedent without recourse to the grammatical properties of the 

antecedent. Under this scenario, no distinctions between the head and the modifier ([PP to [DP the 

[NP box/boxes]]]]) are drawn when the antecedent is accessed. According to this hypothesis, we 

                                                
1 There is an alternative account with regards to whether the whole structure is retrieved at the 

NPE-site. In cases where the head is initially retrieved, it is possible that the parser accesses the 

head and calculates agreement at the verb. If the number mismatch between the head and the verb 

arises, the cue-based retrieval mechanism is employed. Even in this scenario, the parser is sensitive 

to the structural information such as the head and the modifier. Thus, the parser privileges the head 

noun over the local noun in the modifier, using structural information. In other words, the parser 

distinguishes the head and the modifier when it accesses an antecedent. At this point, it is hard to 

tease apart whether the whole structure or the head noun is retrieved at the initial stage of the 

retrieval processes. 
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would thus expect agreement attraction in grammatical and ungrammatical cases, as features are 

retrieved in parallel.  

Taken together, we conclude that agreement attraction in NPE is most consistent with the 

scenario in which the head is retrieved initially and the local noun is retrieved only when the head 

noun and the verb do not agree. Other hypotheses appealing to retrieval of only the head or the 

content without the distinction between the head and the modifier fail to explain why we observe 

agreement attraction in ungrammatical conditions regardless of NPE.  

However, there is an alternate explanation of the observed data which attributes the NPE 

effects to the nature of the coordination structure itself. A growing body of research suggests that 

the parallel structure in and-coordinated sentences facilitates the access and reactivation of the 

elements in the first conjunct which are maintained as active in memory until the elements in the 

second conjunct are encountered (Clifton, Frazier, & Moulton, 2006; Callahan, Shapiro, & Love, 

2010; Dickey & Bunger, 2011; Frazier, Munn, & Clifton, 2000; Kehler, 2000; Poirier, Wolfinger, 

Spellman, & Shapiro, 2010; Shapiro, Hestvik, Lesan, & Garcia, 2003; Sturt, Keller, & Dubey, 

2010; Tanenhaus & Carlson, 1990).  Thus, one may argue that coordination with parallel conjuncts 

is sufficient to ellicit a search for a matching feature in the first conjunct, resulting in agreement 

attraction. Experiment 2 was designed to test this possibility.  

 4.  Experiment 2a/2b 

The goal of Experiment 2 is to investigate whether the agreement attraction observed in 

NPE contexts is due to ellipsis or to the coordinated context itself. This was tested by replacing 

the anaphoric element with an entirely different noun as in (7). 

(7) Derek’s key to the cell/s must be rusty from the cold, and Mary’s necklace/necklaces  

probably is/are safe in the drawer. 



 

21 

We predict the following: if ellipsis or another anaphoric element is crucial for the effects 

observed in Experiment 1, then we predict no agreement attraction effect in the No Anaphora 

conditions, because there are no elided nouns or anaphoric elements in the second conjunct and 

there is no dependency waiting to be resolved. This would lead to minimal differences in 

acceptability ratings for ungrammatical sentences with plural versus singular local nouns in the No 

Anaphora condition in Experiment 2a and to similar reading times in ungrammatical sentences 

with plural versus singular local nouns in the No Anaphora condition in Experiment 2b. However, 

if coordination is sufficient to trigger an agreement attraction effect regardless of anaphora, we 

expect the No Anaphora ungrammatical sentences with plural local nouns (key to the cells… 

necklaces is) to be judged more acceptable in Experiment 2a and read faster in Experiment 2b than 

their singular counterparts (key to the cell… necklace are).  

4.1. Experiment 2a No Anaphora: Acceptability Judgment Task (offline) 

4.1.1. Participants, Materials and Design 

Participants were 60 native speakers of English from the Northwestern University 

community with no history of language disorders. All participants provided informed consent and 

were compensated $8/30 minutes or received credit in an introductory Linguistics class. No 

participants were excluded.   

Critical items consisted of 32 sentence sets arranged in a 2x2x2 within-subjects factorial 

design, in which Local noun number (singular vs. plural), Grammaticality (grammatical vs. 

ungrammatical), and  No Anaphora (No Anaphora vs. Baseline) were manipulated as independent 

factors. Experimental items were similar to those used in Experiment 1 except that instead of NPE, 

the noun in the baseline condition was substituted with an alternate noun in order to eliminate the 

anaphoric element in the first conjunct. A sample set of stimuli is summarized in Table 5. Items 
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were distributed in a pseudo-randomized manner to ensure that participants did not get two 

experimental items of the same type in a row. The experimental items were combined with 50 

grammatical filler sentences of similar length. 

Table 5: Sample stimuli for Experiment 2. 
Derek’s key to the cell/cells must be rusty from the cold and... 
Factors    
Local Noun Grammaticality No Anaphora Examples 
Plural Grammatical No Anaphora ...Mary’s necklaces probably are safe in the 

drawer.  
Plural Ungrammatical No Anaphora ...Mary’s necklaces probably is safe in the 

drawer.  
Singular Grammatical No Anaphora ...Mary’s necklace probably is safe in the 

drawer. 
Singular Ungrammatical No Anaphora ...Mary’s necklace probably are safe in the 

drawer.  
Plural Grammatical Baseline ...Mary’s key to the cells probably is safe in 

the drawer. 
Plural Ungrammatical Baseline ...Mary’s key to the cells probably are safe in 

the drawer. 
Singular Grammatical Baseline ...Mary’s key to the cell probably is safe in 

the drawer. 
Singular Ungrammatical Baseline ...Mary’s key to the cell probably are safe in 

the drawer. 
 

4.1.2.   Procedure 

Stimuli were presented on a desktop PC using Linger software (Rohde, 2003). The task 

was otherwise identical to Experiment 1a.  

4.1.3.    Analysis  

The analysis was similar to Experiment 1a. Each model included simple difference sum-

coded fixed effects of local noun (whether the local noun was plural or singular), grammaticality 

(whether the local noun and the verb matched in number agreement), No Anaphora (whether the 

sentences involved a new noun with no anaphora vs baseline) and their interactions, as well as 

random intercepts for participants and items and the maximum number of random slopes justified 
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by the data (Barr et al., 2013).  

4.1.4. Results  

Mean acceptability scores are shown in Table 6, and a summary of results is shown in 

Table 7. A main effect of local noun was observed such that items with ungrammatical singular 

local nouns were rated lower than their plural counterparts. A main effect of No Anaphora was 

also observed such that items with a new non-anaphoric noun were rated lower than the baseline 

items. Additionally, a main effect of grammaticality was observed such that ungrammatical items 

were rated significantly lower than their grammatical counterparts. These were qualified by an 

interaction between local noun and grammaticality such that sentences with singular local nouns 

were judged less acceptable than those with plural local nouns in ungrammatical conditions, as 

well as by a marginal three-way interaction such that sentences with plural local nouns were judged 

to be most acceptable in the ungrammatical baseline condition. No other significant main effects 

or interactions were observed. 

The heightened effects of local noun and No Anaphora in in ungrammatical conditions 

were supported by a subset analysis. In ungrammatical items, there were main effects of local noun 

(β = 0.41, SE=0.10, t=3.97, p<0.001) and No Anaphora (β = -0.30, SE=0.11, t=-2.75, p<0.01). 

This confirms that in ungrammatical conditions, singular local nouns and new non-anaphoric 

nouns led to lower acceptability ratings. In contrast, in grammatical items, only a marginal main 

effect of No Anaphora was observed (β = -0.17, SE=0.09, t=-1.86, p=0.07) such that items 

containing new non-anaphoric nouns were judged marginally less acceptable.  
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Table 6: Mean acceptability ratings from Experiment 2a.  
Standard errors are in parentheses. 
Factors    
Local Noun Grammaticality No Anaphora Average raw rating (SE) 
Plural Grammatical No Anaphora 5.18  (0.14) 
Plural Ungrammatical No Anaphora 3.07  (0.13) 
Singular Grammatical No Anaphora 5.13 (0.13) 
Singular Ungrammatical No Anaphora 2.79 (0.13) 
Plural Grammatical Baseline 5.28 (0.12) 
Plural Ungrammatical Baseline 3.51 (0.14) 
Singular Grammatical Baseline 5.36 (0.13) 
Singular Ungrammatical Baseline 2.95 (0.13) 

 
Figure 5: Mean acceptability ratings from Experiment 2a. 
Error bars indicate standard error.  

 
Table 7: Summary of results of linear mixed effects model in Experiment 2a.  
Random intercepts were included for subjects and items, as were by-subject random 
slopes for Local Noun, Grammaticality, No Anaphora and Local Noun x 
Grammaticality, and by-item random slopes for Local Noun, Grammaticality, No 
Anaphora, and Local Noun x Grammaticality. 
 Estimate SE t p 
(Intercept) 4.16 0.12 33.96   
Local Noun 0.20 0.06 3.15 < 0.01** 
Grammaticality -2.16 0.21 -10.46 < 0.001*** 
No Anaphora -0.23 0.08 -3.04 <0.01** 
Local Noun x Grammaticality 0.43 0.14 3.17 <0.001*** 
Grammaticality x No Anaphora -0.13 0.11 -1.17 0.24 
Local Noun x No Anaphora  -0.07 0.11 -0.62 0.53 
Local Noun  x Grammaticality x No Anaphora -0.40 0.22 -1.84 0.07 
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4.2.      Experiment 2b No Anaphora: Self-paced word-by-word moving window experiment 

4.2.1.   Participants & Materials and Design 

Participants were 78 native speakers of English from the Northwestern University 

community with no history of language disorders. All participants provided informed consent and 

received credit in an introductory Linguistics class; no participants were excluded. The same 32 

critical items were used as in Experiment 2a; items in the eight conditions were distributed in a 

pseudo-randomized order and combined with 74 grammatical filler sentences of similar length.  

 4.2.2.    Procedure 

The procedure was identical to Experiment 1b. 

 4.2.3.  Analysis 

Dependent measures were identical to Experiment 2a and the analysis procedure matched 

Experiment 1b. 

 4.2.4.   Results 

Region-by-region reading times for baseline conditions are presented in Figure 6; those 

for No Anaphora sentences are presented in Figure 7. Reading times at the critical spillover 

region for both are presented in Figure 8. Mixed effect model outputs are presented in Table 8. 

Mean accuracy for critical trial comprehension questions was 80.0%. 
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Table 8: Summary of results of linear mixed effects models by region in Experiment 2b. 
 Estimate SE t p 
Verb Region (is/are) 
by-subject random intercepts and slopes for Local Noun, Grammaticality, No Anaphora, and by-
item random intercepts and slopes for Local Noun, Grammaticality, and No Anaphora 
(Intercept) 325.91 9.03 36.10   
Local Noun -0.39 4.44 -0.09 0.93 
Grammaticality        12.61 5.66 2.23 < 0.05* 
No Anaphora  12.86 4.68 2.75 < 0.01** 
Local Noun x  Grammaticality -3.45 8.13 -0.42 0.67 
Grammaticality x  No Anaphora 1.27 8.13 0.16 0.88 
Local Noun x  No Anaphora 11.06 8.13 1.36 0.17 
Local Noun x Grammaticality x No Anaphora -16.72 16.27 -1.03 0.30 
Verb Spill-over Region 1 (safe)  
by-subject random intercepts and slopes for Grammaticality and No Anaphora, and by-item 
random intercepts and slopes for Local Noun, Grammaticality and No Anaphora 
(Intercept) 325.20 9.46 34.40   
Local Noun -2.17 5.62 -0.39 0.70 
Grammaticality        44.05 8.32 5.30 < 0.001*** 
No Anaphora 19.08 5.77 3.31 < 0.01** 
Local Noun x Grammaticality -11.69 9.72 -1.20 0.23 
Grammaticality x  No Anaphora 20.64 9.72 2.12 < 0.05* 
Local Noun x  No Anaphora 19.41 9.72 2.00 < 0.05* 
Local Noun x Grammaticality x  No Anaphora 6.75 19.45 0.35 0.73 
Verb Spill-over Region 2 (in) 
by-subject random intercepts and slopes for Local Noun, Grammaticality and No Anaphora, and  
by-item random intercepts and slopes for Local Noun, Grammaticality, and No Anaphora. 
(Intercept) 323.26 8.79 39.76   
Local Noun -2.94 5.50 -0.53 0.59 
Grammaticality        26.15 6.77   3.86 < 0.001*** 
No Anaphora 6.00 4.25   1.41 0.16 
Local Noun x  Grammaticality -18.84 7.70 -2.45 < 0.05* 
Grammaticality x  No Anaphora 4.02 7.70 0.52 0.60 
Local Noun x  No Anaphora 0.07  7.70 0.01 0.99 
Local Noun x  Grammaticality x  No Anaphora 9.69  15.40  0.63 0.53 
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Figure 6: Region-by-region reading time means from Experiment 2b for baseline 
conditions. Error bars indicate the standard error. The regions of interest are is/are 
(verb), safe (spillover 1), and in (spillover 2). 

 
Figure 7: Region-by-region reading time means from Experiment 2b for No Anaphora 
conditions. Error bars indicate the standard error. The regions of interest are is/are (verb), 
safe (spillover 1), and in (spillover 2). 
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Figure 8: Reading times at the spillover region 1 (safe) for all 
conditions in Experiment 2b. Error bars indicate the standard error. 

 
At the critical verb region, a main effect of grammaticality was observed such that 

ungrammatical items were read slower than grammatical ones. A main effect of No Anaphora was 

also observed such that items with new non-anaphoric nouns were read significantly slower than 

baseline items.  

At the verb spillover region 1, a main effect of grammaticality was observed again, such 

that ungrammatical items were read slower than grammatical ones. Again, a main effect of No 

Anaphora was also observed, such that items with new non-anaphoric nouns were read slower than 

the baseline. These were qualified by an interaction between grammaticality and No Anaphora, 

such that the difference between the No Anaphora and baseline conditions was larger for 

ungrammatical verbs, as confirmed by subset analyses (for ungrammatical sentences: β = 29.06, 

SE=9.82, t=2.96, p<0.01; for grammatical sentences: (β = 8.75, SE=4.84, t=1.81, p=0.07).   

An interaction between the local noun and No Anaphora was also observed such that local 

noun number affected the No Anaphora and baseline items differently: while singular local nouns 

were read more slowly in the baseline conditions, they were read more quickly in the No Anaphora 
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conditions. Splitting on grammaticality shows that local noun by No Anaphora effects were 

restricted to grammatical items. Grammatical items with new non-anaphoric plural nouns were 

read most slowly, showing a marginal interaction between No Anaphora and Local Noun (β = 

16.09, SE=9.13, t=1.76, p=0.08) and a marginal main effect of No Anaphora (β = 8.75, SE=4.85, 

t=1.80, p=0.07). In contrast, in ungrammatical items, only a main effect of No Anaphora was 

observed (β = 29.14, SE=9.92, t=2.94, p<0.01). This supports the view that while non-anaphoric 

nouns increased reading times, reading time differences between sentences with plural local nouns 

and singular local nouns in ungrammatical sentences were minimal. 

At the verb spillover region 2, effects of grammaticality were observed in the form of a 

main effect such that ungrammatical items were read slower than grammatical ones. An interaction 

between local noun and grammaticality was observed such that items containing local singular 

nouns and ungrammatical verbs were read especially slowly; a subset analysis showed that this 

interaction was largely driven by the baseline conditions as there was a main effect of 

grammaticality (β = 24.14, SE=7.56, t=3.19, p<0.01) and an interaction between grammaticality 

and local noun number in the baseline condition (β = -23.80, SE=10.77, t=-2.21, p<0.05) but only 

a main effect of grammaticality and in the No Anaphora condition (β = 28.17, SE=7.71, t=3.65, 

p<0.001). 

 4.2.5. Discussion (Experiment 2a & 2b)  

The goal of Experiments 2a and 2b was to rule out the possibility that agreement attraction 

in NPE is due to coordination alone. This was done by replacing the anaphoric element with an 

entirely different noun. If an NP somewhere in the sentence matches the number feature of the 

verb, and the plural source deriving from the coordinated and is strong enough to trigger agreement 

attraction, higher acceptability ratings and attenuated reading times in No Anaphora conditions 
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would be expected even with no anaphoric element in the second conjunct. 

Results of Experiment 2a show that ungrammatical sentences with plural local nouns were 

rated more acceptable than ungrammatical sentences with singular local nouns in the baseline 

condition, replicating Experiment 1a. No significant difference was observed in acceptability 

ratings within grammatical conditions, nor were significant differences observed  between local 

singular and local plural nouns in the ungrammatical No Anaphora conditions. 

Results of Experiment 2b showed agreement attraction in the ungrammatical baseline 

conditions such that ungrammatical verbs following plural local nouns were read faster than 

ungrammatical verbs following singular local nouns. This pattern is consistent with the previous 

study and with the hypothesis that attraction occurs as a result of a reanalysis process in order to 

reconcile the feature violation between the head noun and the predicted number of the verb (Lago 

et al., 2015; Parker & Phillips, 2017; Tanner et al., 2014; Wagers et al., 2009). 

In contrast, in the No Anaphora condition in Experiment 2b, where the NP in the second 

conjunct was completely novel, plural and singular local nouns were read similarly quickly at the 

spillover region. This means that in the No Anaphora condition, even when the readers detect an 

agreement error (necklace are, necklaces is), they do not search for an antecedent in the first 

conjunct due to the absence of an anaphoric element. In combination with the results of Experiment 

1b, this suggests that coordination is not sufficient to trigger agreement attraction, and that either 

an anaphoric element or ellipsis is required to prompt the retrieval of an antecedent. Although a 

large body of research suggests that the parallel structure in the coordination context affects the 

reactivation of the elements in the first conjunct (Arregui et al., 2006; Callahan et al., 2010; Dickey 

& Bunger, 2011; Frazier & Clifton, 2001; Frazier et al., 2000; Kehler, 2000; Poirier et al., 2010; 

Shapiro et al., 2003; Sturt et al., 2010; Tanenhaus & Carlson, 1990), we observed that coordination 
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with a parallel conjunct is not sufficient for the parser to look for a feature matching noun in the 

left-context.   

The lack of agreement attraction in the No Anaphora condition in Experiment 2b contrasts 

with the offline judgment task presented in Experiment 2a, where local plural nouns tended to 

elicit slightly higher ratings in the ungrammatical No Anaphora condition. The discrepancy 

between the results from offline and online experiments for the No Anaphora conditions might be 

attributed to what is available to the parser. In offline judgment tasks, participants are able to 

rigorously examine the first conjunct to interpret the sentence. Because of this left context readers 

may have therefore been more susceptible to the interference effect caused by the morphological 

overlap with the noun in the first conjunct in the offline judgment task. 

5.  Experiment 3a/3b 

The goal of Experiment 3 was to rule out a final alternate account of the data, testing 

whether the agreement attraction observed in NPE contexts in Experiment 1 was truly due to the 

retrieval of the antecedent. An alternate possibility is that the parser is simply referring to the 

antecedent in the first conjunct without actually retrieving any grammatical information at the 

ellipsis site. To rule this out, Experiment 3 tests whether the antecedent retrieval is grammatically 

constrained by using an anaphoric element with a strong morphological cue. If the parser is merely 

accessing the antecedent without making a distinction between the head and the modifier in the 

NPE-site, the same pattern of agreement attraction is predicted for anaphoric one as was observed 

in Experiment 1. However, if retrieval is triggered as a last resort, morphological cues may keep 

the parser from using structural information as a retrieval cue to retrieve the information at the 

ellipsis site.  

As we discussed earlier, like NPE, the interpretation of anaphoric one (Crain, 1994; 
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Hornstein & Lightfoot, 1981; Lidz, Waxman, & Freedman, 2003; Lightfoot, 1989; Payne, Pullum, 

Scholz, & Berlage, 2013) is dependent on an antecedent NP in the first conjunct. Anaphoric one, 

however, differs from NPE in that it provides a strong morphological cue that it refers to a singular 

NP and the head noun: anaphoric one triggers a search for the antecedent, privileging the head 

noun over the local noun. Thus, when anaphoric one is processed, it sets up a strong prediction for 

a singular verb. The prediction is that if anaphoric one is processed differently from NPE, it may 

engender a local ungrammaticality rather than the attraction effect that was observed in Experiment 

1. Similarly, differences between anaphoric one and baseline sentence are also predicted for 

grammatical conditions, as in the grammatical Anaphoric one condition, the parser may easily 

disregard information on the local noun.  

5.1. Experiment 3a Anaphoric one: Acceptability Judgment Task (offline)  

5.1.1. Participants & Materials and Design 

Participants were 60 native speakers of English from the Northwestern University 

community with no history of language disorders; no participants were excluded. Critical items 

consisted of 32 sentence sets arranged in a 2x2x2 within-subjects factorial design, in which Local 

noun number (singular vs. plural), Grammaticality (grammatical vs. ungrammatical) and 

Anaphoric one (Anaphoric one vs. baseline) were manipulated as independent factors. All head 

nouns were singular. A sample set of stimuli is summarized in Table 9. Items were similar to 

Experiments 1 and 2, but contained items with anaphoric one (Mary’s one) rather than NPE or the 

No Anaphora condition. The 32 sets of eight conditions were distributed in a pseudo-randomized 

manner, to ensure that participants did not get two experimental items of the same type in a row. 

The experimental items were combined with 74 grammatical filler sentences of similar length. 

Table 9: Sample stimuli for Experiment 3. 
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Derek’s key to the cell/cells must be rusty from the cold and... 

Factors    
Local Noun Grammaticality Anaphoric one Examples 
Plural Grammatical AO ..Mary’s dull one unsurprisingly is safe in the 

drawer.  
Plural Ungrammatical AO ..Mary’s dull one unsurprisingly are safe in the 

drawer.  
Singular Grammatical AO ..Mary’s dull one unsurprisingly is safe in the 

drawer.  
Singular Ungrammatical AO ..Mary’s dull one unsurprisingly are safe in the 

drawer.  
Plural Grammatical Baseline ..Mary’s dull key to the boxes unsurprisingly is 

safe in the drawer.  
Plural Ungrammatical Baseline ..Mary’s dull key to the boxes unsurprisingly 

are safe in the drawer.    
Singular Grammatical Baseline ..Mary’s dull key to the box unsurprisingly is 

safe in the drawer.  
Singular Ungrammatical Baseline ..Mary’s dull key to the box unsurprisingly are 

safe in the drawer. 
 
 

5.1.2. Procedure 

  The procedure was the same as Experiment 2a.   

5.1.3. Analysis 

Analysis was similar to Experiment 1a and 2a; fixed effects were Local noun number 

(singular vs. plural), Grammaticality (grammatical vs. ungrammatical), and Anaphoric one 

(whether the sentences involved AO vs baseline) and their interactions. 

5.1.4.    Results 

Mean acceptability scores are shown in Table 10, and mixed effect model outputs are 

shown in Table 11. A marginal main effect of local noun was observed such that items containing 

singular local nouns were rated less acceptable than those with plural local nouns. A main effect 

of grammaticality was also observed such that ungrammatical items were rated less acceptable 

than grammatical ones. These effects were qualified by an interaction between local noun and 
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grammaticality such that ungrammatical items with singular local nouns were rated least 

acceptable. A three-way interaction between grammaticality, local noun, and Anaphoric one was 

also observed suggesting that items with local singular nouns were rated significantly worse only 

in the ungrammatical baseline condition. Interactions with grammaticality were confirmed with a 

subset analysis which showed main effects of local noun (β = 0.30, SE=0.89, t=3.39, p<0.01), 

Anaphoric one (β = -0.25, SE=0.10, t=-2.49, p<0.05) and an interaction between the two (β = -

0.30, SE=0.15, t=-2.01, p<0.05) in ungrammatical conditions; all grammatical conditions received 

equivalent acceptability ratings.  

 

Table 10: Mean acceptability ratings from Experiment 3a.  
Standard errors are in parentheses. 
Factors    
Local Noun Grammaticality Anaphoric One Average raw rating (SE) 
Plural Grammatical    AO 5.36 (0.12) 
Plural Ungrammatical    AO 3.91 (0.12) 
Singular Grammatical    AO 5.38 (0.13) 
Singular Ungrammatical    AO 3.71 (0.12) 
Plural Grammatical Baseline 5.40 (0.12) 
Plural Ungrammatical Baseline 4.30 (0.12) 
Singular Grammatical Baseline 5.61 (0.11) 
Singular Ungrammatical Baseline 3.86 (0.13) 
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Figure 9: Mean acceptability ratings from Experiment 3a. 
Error bars indicate standard error. 

 
 

Table 11: Summary of results of linear mixed effects models in Experiment 3a. 
Random intercepts were included for subjects and items, as were by-subject random 
slopes for Grammaticality, and Anaphoric one, and by-item random slopes for 
Grammaticality and Anaphoric one. 
 Estimate SE t p 
(Intercept) 4.69 0.13 37.12  
Local Noun 0.09 0.05 1.68 0.09 
Grammaticality -1.48 0.18 -8.44 < 0.001*** 
Anaphoric one -0.19 0.07 -2.89 < 0.05* 
Local Noun x Grammaticality 0.45 0.11 4.19 < 0.001*** 
Grammaticality x  AO -0.10 0.11 -0.92 0.36 
Local Noun x  AO -0.05 0.11 -0.48 0.63 
Local Noun x Grammaticality x AO -0.51 0.21 -2.40 <0.05* 

 

 

5.2.       Experiment 3b Anaphoric One: self-paced word-by-word moving window experiment 

5.2.1.    Participants & Materials and Design 

Participants were 91 native speakers of English from the Northwestern University 

community with no history of language disorders. All participants provided informed consent and 

received credit in an introductory Linguistics class. One participant was excluded because the 
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participant’s comprehension question accuracy rate was close to 50%, not significantly better than 

if they had selected their answer at random. Similar critical items were used as in Experiment 3a 

(see Table 11), but an adjective was included in the first conjunct to increase the diversity and 

naturalness of the items. The 32 sets of eight conditions were distributed in a pseudo-randomized 

manner to ensure that participants did not get two experimental items of the same type in a row. 

Critical items were combined with 74 grammatical filler sentences of similar length.   

5.2.2.    Procedure 

The procedure was identical to Experiment 1b and 2b. 

5.2.3.    Analysis 

Dependent measures were the same as Experiment 3a, and the analysis procedure matched 

Experiment 1b and Experiment 2b.  

 5.2.4.   Results 

The region-by-region reading times for baseline conditions are presented in Figure 10; 

those for Anaphoric one (AO) sentences are presented in Figure 11. Reading times at the critical 

spillover region for both are presented in Figure 12. Mixed effect model outputs are presented in 

Table 12. Mean accuracy for critical trial comprehension questions was 75%.  
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Table 12: Summary of results of linear mixed effects models by region in Experiment 3b. 
 Estimate SE t p 
Verb Region (is/are) 
by-subject random intercepts and slopes for Anaphoric one, and by-item random intercepts 
(Intercept) 322.92 7.46 43.29  
Local Noun -2.87 3.55 -0.81 0.42 
Grammaticality 8.79 3.55 2.47 0.05* 
One 11.99 4.42 2.71 <0.001** 
Local Noun x  Grammaticality -5.22 7.11 -0.73 0.46 
Grammaticality x One 2.68 7.11 0.38 0.71 
Local Noun x One 2.69 7.11 0.38 0.71 
Local Noun x  Grammaticality x One -2.84 14.21 -0.20 0.84 
Verb Region Spill-Over Region (safe) 
by-subject random intercepts and slopes for Local Noun, Grammaticality, Anaphoric one, Local 
Noun x Grammaticality, and Local Noun x Anaphoric one, by-item random intercepts and slopes 
for Local Noun, Grammaticality, and Anaphoric one. 
 (Intercept) 316.13 8.44 37.47   
Local Noun -6.86 4.57 -1.50 0.14 
Grammaticality    23.58 5.07 4.65 <0.001*** 
One   12.28 4.35 2.82 <0.01** 
Local Noun x  Grammaticality 3.95 9.19 0.43 0.67 
Grammaticality x One 12.64 6.80 1.86 0.06 
Local Noun x One 9.31 7.63 1.22 0.22 
Local Noun x  Grammaticality x One 7.54 13.61 0.55 0.58 
Verb Spill-over Region 2 (in) 
by-subject random slopes, and by-subject intercepts for Local Noun, Grammaticality, Anaphoric 
one, Grammaticality x Anaphoric one, and Local Noun x Anaphoric one and by-item random 
slopes, and by-item intercepts for Local Noun, Grammaticality, and Anaphoric one 
(Intercept) 317.17 7.14 44.40   
Local Noun 1.28 3.98 0.32 0.75 
Grammaticality        13.51 4.23 3.19 <0.01** 
One 2.71 4.13 0.66 0.51 
Local Noun x  Grammaticality 8.69 6.22 1.40 0.16 
Grammaticality x  One 6.36 7.57 0.84 0.40 
Local Noun x One 1.30 6.65 0.20 0.84 
Local Noun x  Grammaticality x One 16.70 12.44 1.34 0.18 
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Figure 10: Region-by-region reading time means from Experiment 3b for baseline 
conditions. Error bars indicate the standard error. The regions of interest are is/are 
(verb), safe (spillover 1), and in (spillover 2). 

 
Figure 11: Region-by-region reading time means from Experiment 3b for Anaphoric one 
conditions. Error bars indicate the standard error. The regions of interest are is/are (verb), 
safe (spillover 1), and in (spillover 2). 
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Figure 12: Reading times at the spillover region (safe) for all 
conditions in Experiment 3b. Error bars indicate the standard error.  
 

At the critical verb region, a main effect of grammaticality was observed such that 

ungrammatical items were read slower than grammatical ones. A main effect of Anaphoric one 

was also observed such that items containing Anaphoric one were read slower than the baseline 

conditions.  No main effects of local noun were observed, nor were any interactions between any 

factors.  

At the verb spillover region 1, a main effect of grammaticality was observed such that 

ungrammatical items were read slower than grammatical ones. A main effect of Anaphoric one 

was again observed such that items containing Anaphoric one were read slower than the baseline 

conditions. Further subset analysis showed that this was driven by a main effect of Anaphoric one 

(β = 18.54, SE=6.10, t=3.04, p<0.01) in ungrammatical conditions, with no significant effect in 

grammatical conditions.  

 To contrast Anaphoric one with the baseline conditions, further subset analyses were 

performed. These revealed a main effect of local noun (β = -11.72, SE=5.57, t=-2.11, p<0.05) and 

grammaticality (β = 17.34, SE=5.76, t=3.01, p<0.01) in the baseline conditions, and only a main 

effect of grammaticality (β = 29.73, SE=6.88, t=4.32, p<0.001) in Anaphoric one conditions.  

 At the verb spillover region 2, a main effect of grammaticality was observed such that 
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ungrammatical sentences were read slower than grammatical sentences. Neither the main analysis 

nor any subset analysis revealed any main effects of local noun or Anaphoric one in either 

grammatical or ungrammatical conditions.  

5.2.5.    Discussion (Experiment 3a & 3b)     

 Experiment 3a and 3b aimed to further investigate how the parsers’ sensitivity to 

grammatical distinction impacts processing of anaphoric elements, replacing the NPE in 

Experiment 1a and 1b with anaphoric one to test whether the retrieval of NPE involves accessing 

an antecedent without making a distinction between the head and the modifier. Similar to NPE, 

anaphoric one should trigger the search for an antecedent, where the parser distinguishes the head 

noun and modifier. In contrast to NPE, anaphoric one relies heavily on a morphological cue to 

readily refer to its antecedent in memory. Thus, when the parser finds an antecedent that 

mismatches the number feature of the verb, it may filter out the local noun as a candidate. This 

would lead to the lack of agreement attraction for anaphoric one. 

Note, further, although anaphoric one needs to access and reactivate the antecedent, given 

its nature as a pronominal (deep anaphora), it does not require the linguistic antecedent (Hankamer 

& Sag, 1976). Thus, it is possible that the parser does not build the structure of the antecedent 

when anaphoric one is encountered but rather finds its semantic or referential antecedent in the 

discourse representation.   

Results of an offline acceptability judgment task (Experiment 3a) showed an overall 

interaction between local noun number and verb grammaticality. However, pairwise comparisons 

revealed that this difference was driven by the baseline condition only, with no attraction effects 

to items containing anaphoric one. Results of an online processing (Experiment 3b) were similar, 

also revealing no attraction effects in ungrammatical sentences containing anaphoric one. 
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This pattern suggests that cues like agreement features are potentially retrieved at the initial 

stage of parsing. Since there are multiple aspects of the head that match the retrieval cues 

associated with one (e.g., singular NP and noun category), the parser may select the head as a 

plausible subject, obviating an additional memory retrieval to access another element in the 

antecedent (e.g., local noun). This means that when processing anaphoric one, the parser puts the 

priority on the head noun over the local noun. When the parser accesses a verb that matches the 

head noun, agreement is successful at first pass. However, in the number mismatching case, the 

parser only accesses the head noun and disregards the local noun. Accordingly, the parser does not 

need to undergo reanalysis because the head matches the morphological content of the retrieval 

cue, allowing it to more reliably access the head of the antecedent. The lack of agreement attraction 

in the Anaphoric one condition can therefore be attributed to the fact that the subject head noun 

matches multiple cues of the retrieval cue, making it unsusceptible to further interference effects. 

Furthermore, Anaphoric one may find its referential antecedent in the discourse representation as 

a deep anaphora (Hankamer & Sag, 1976). The lack of agreement attraction in Anaphoric one 

suggests that NPE and anaphoric one access antecedents differently, and that in contrast to 

anaphoric one, NPE involves the recovery of the antecedent within the NPE-site.  

 Note that although there was no overall interaction between the local noun and 

grammaticality, the baseline conditions patterned broadly like previous experiments. The lack of 

agreement attraction in Experiment 3b might reflect an experimental artifact, namely that many 

trials contain an anaphoric one and a singular head. Given that the parser disregards the local noun 

if the head noun and the verb does not match in the anaphoric one context, future work might 

investigate how the parser behaves if the head noun of the antecedent and the verb are both plural, 

serving to change the context of the ungrammaticality and possibly eliciting novel patterns of 
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agreement attraction.  

6. General Discussion 

This series of studies aimed to reveal whether grammatical information elided by NPE 

constrains the retrieval of the antecedent. We sought to investigate what kind of information is 

retrieved in NPE and other types of nominal anaphora constructions, testing structure retrieval in 

varying conditions with offline and online methodologies. In all six experiments, we took 

advantage of agreement attraction, the finding that the processing cost of ungrammatical verbs is 

attenuated by the presence of a feature matching intervenor. 

In Experiment 1a and 1b, we examined acceptability judgments and processing of 

sentences containing NPE contrasted with sentences containing overt NPs (the baseline), with the 

aim to understand whether grammatical information is retrieved at the NPE site. The results 

showed that verb-matching local NPs provide an illusion of grammaticality and this illusion occurs 

in the NPE context as it does in the baseline conditions. Attraction was not observed in 

grammatical conditions in either NPE or the baseline, which constitutes further evidence for an 

asymmetry in agreement attraction (Lago et al., 2015; Tanner et al., 2014; Wagers et al., 2009). In 

terms of the retrieval mechanism, the implication is that when the features of the verb mismatch 

what the parser predicts, cue-based retrieval is recruited to fix the detected number disagreement 

(Lago et al., 2015; Parker & Phillips, 2017; Wagers et al., 2009). This is why agreement attraction 

was observed in ungrammatical but not grammatical conditions; in grammatical conditions, the 

calculation of agreement is successful on the first pass, thus the parser does not need to fix the 

number violation. 

A plausible alternative account of the results from Experiments 1a and 1b is that the 

conjoined phrases serve to cue a parallel structure, which would require reactivating the elements 
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in the first conjunct (Arregui et al., 2006; Callahan et al., 2010; Dickey & Bunger, 2011; Frazier 

& Clifton, 2001; Frazier et al., 2000; Kehler, 2000; Poirier et al., 2010; Shapiro et al., 2003; Sturt 

et al., 2010; Tanenhaus & Carlson, 1990). Thus, the presence of a conjoined phrase could trigger 

the parser to retrieve elements of the first conjunct without necessarily retrieving the antecedent 

itself. Experiment 2a and 2b were designed to test this alternative hypothesis by adding a No 

Anaphora condition that replaced the noun in the first conjunct with a new noun, meaning that 

there was no anaphoric element for the parser to access and retrieve in the first conjunct. If 

coordination itself triggers the retrieval of the elements within the first conjunct, then we would 

expect agreement attraction even when the second conjunct contains an entirely new noun. The 

results of Experiment 2a and 2b do not support this alternative hypothesis; agreement attraction 

was not observed in reading times or acceptability judgements when NPE was replaced with a No 

Anaphora condition. This further suggests that the parser is not merely assessing the information 

in the first conjunct to search for the matching plural noun in the left-context. 

        Another alternative hypothesis is that the parser reactivates some information about the 

antecedent without distinguishing between the head and the modifier. To address this possibility, 

Experiments 3a and 3b examined constructions involving anaphoric one, which, like NPE, needs 

to access and reactivate the antecedent. However, unlike NPE, anaphoric one provides a strong 

morphological cue (i.e., an overt cue that refers to a singular noun) that might obviate the need to 

ever retrieve the head and modifier.  

We predicted that if NPE can refer to an antecedent without the sensitivity to the 

grammatical properties, then NPE and anaphoric one should elicit similar agreement attraction 

effects. However, our results stood against this, showing no agreement attraction effects for 

anaphoric one. As both NPE and anaphoric constructions are similar in that they both need to 
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access and reactivate the antecedent, this difference suggests that the way the antecedent is 

accessed in anaphoric one must be different from NPE. We suggest that processing NPE requires 

retrieval of grammatical information at the NPE-site, unlike anaphoric one.  Anaphoric one needs 

to access and reactivate the antecedent, but given its nature as a prenominal (deep anaphora), it 

does not require the linguistic antecedent (Hankamer & Sag, 1976). Thus the parser does not build 

the structure of the antecedent when Anaphoric one is encountered but rather finds its semantic or 

referential antecedent in the discourse representation.  

As such, our observed data have several implications for the structure and processing of 

NPE. The interpretation of the NPE-site is dependent on the antecedent NP ([DP Derek's [NP key to 

the boxes]]). Thus when the parser recovers the content of the NPE-site, the parser needs to access 

the information of this antecedent NP. As outlined in the introduction, the parser could use a variety 

of cuse to do so, using case, category, animacy, number, and so forth to recover the content of the 

ellipsis site. It is plausible that the parser might only retrieve information of the head noun (e.g., 

key) because it is clear that the head noun is missing in the NPE site (see Dillon et al., 2013 for 

related discussion). The head noun shares several features that match the element that is missing, 

namely the category noun, and meaning, key. The head noun is also the locus of the main meaning 

of the whole NP, making it the most prominent element within the NP. However, retrieving only 

the head noun of the antecedent NP would elicit no agreement attraction, as there is no local noun 

to attract the verb. Our data rule out this account, as we observed robust agreement attraction in 

NPE contexts. 

It is also plausible that features associated with the head noun and the modifier would be 

accessed and retrieved simultaneously. The syntactic and morphological features borne out by both 

nouns would be at play and the parser would not necessarily privilege the head over the local noun, 
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as the features of the local noun are equally accessible and similar to the features of the head noun. 

Therefore, we would expect an agreement attraction effect across NPE conditions (with 

grammatical and ungrammatical verbs) and in baseline contexts.  

As a whole, our results support the idea that when encountering the ellipsis site, the parser 

uses grammatical information while processing ellipsis. In other words, antecedent retrieval 

process involves recovering structural information at the initial stage of processing. When the 

parser encounters the genitive NP (Mary’s) located at the beginning of the clause as well as an 

adverb (unsurprisingly), it is able to recognize the presence of the ellipsis site. When the NPE-site 

is processed, the parser is then able to access and retrieve the antecedent. The verb’s agreement 

morphology can be predicted if the parser retrieves the number feature of the head noun of the 

antecedent. The head noun and the entire antecedent predict an upcoming singular verb; when this 

is violated by an ungrammatical plural verb, the modifier can trigger attraction in NPE. 

Our data suggest that when the NPE-site is recognized, the parser carries out the following 

processes: (i) the parser retrieves the information associated with the head of the antecedent NP, 

([[head-N key]], (ii) calculates the agreement between the head and the verb, and (iii) when the verb 

and the head noun do not have number agreement, the parser appeals to content-addressable 

memory and starts looking for another noun that could agree with the verb.  

Retrieval of the head and modifiers results in agreement attraction in ungrammatical verbs 

following NPE. That is, if retrieval is triggered upon recognizing the plural noun paired with an 

ungrammatical verb, then whatever plural noun in the left context should be accessed only if the 

head noun is recovered into the ellipsis site. Thus, our results show that the parser retrieves 

grammatical properties associated with the NP from memory which is then used to construct the 

elided NP at the NPE-site. 
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            The comparison of online and offline results across a variety of ellipsis configurations 

allows this study to provide unique insight into the timing of number mismatch detection, 

grammaticality effects and agreement attraction which our data suggest differ between ellipsis, 

overt NPs and other nominal anaphora constructions. In the NPE experiments (Experiments 1a 

and 1b), unlike previous research (Lago et al., 2015; Parker & Phillips, 2017; Tanner et al., 2014) 

and the No Anaphora and Anaphoric one experiments (Experiments 2a-3b), we observed no 

grammaticality effect prior to the agreement attraction. Instead, the grammaticality effect appeared 

simultaneously with agreement attraction, suggesting that the effect of the verb was observed after 

the retrieval of the elided element. 

We suggest this difference in time profiles might be attributed to the availability of 

morphological cues. For NPE, while the possessive marked noun and an adverb can together lead 

to the recognition of an NPE-site, recognizing the ungrammaticality and undergoing the reanalysis 

processes engenders substantial processing complexity, potentially masking the grammaticality 

effect at the verb region. NPE and other nominal anaphoric constructions require accessing the 

antecedent and recovering information from memory. In case of other nominal anaphoric 

constructions, there are always overt nouns that provide clear morphological cues which indicate 

the specific type of nouns in the antecedent. However, the ellipsis site in the NPE context does not 

have clear morphological cues, as it is silent. The lack of morphological cues may make the 

recovery of the antecedent difficult in the processing of the NPE-site compared to other cases of 

nominal anaphora. Therefore, the implication is that the relatively late grammaticality effect on 

NPE compared to other nominal constructions arises because antecedent retrieval in this 

construction is not guided by morphology, making it harder for the parser to find an antecedent.   

 7. Conclusion 
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The current studies investigated the processing of NPE by contrasting the elicitation of 

agreement attraction in NPE, conjoined but non-anaphoric elements and anaphoric one. The results 

showed equivalent patterns of agreement attraction in ungrammatical NPE items and overt 

sentences, comparable to what has been observed previous work. These results suggest the parser 

prioritizes and retrieves the head at the initial stage of processing and retrieves the local noun only 

when it is necessary in parsing NPE. The results of the time-course profiles from these 

constructions further suggest that the parser is sensitive to grammatical distinctions at the ellipsis 

site.   
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