CAUCHY INDEPENDENT MEASURES AND
ALMOST-ADDITIVITY OF ANALYTIC CAPACITY

By
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Abstract. We show that, given a family of discs centered at a chord-arc curve,
the analytic capacity of a union of subsets of these discs (one subset in each disc) is
comparable with the sum of their analytic capacities. However, we need the discs
in question to be separated, and it is not clear whether the separation condition
is essential. We apply this result to find families { «;} of measures in C with the
following property. If the Cauchy integral operators Gy_/. from L?(u j) to itself are

bounded uniformly in j, then C,, u =3 u;, is also bounded from L2(uw) to itself.

1 Introduction

We consider two properties of families of sets and measures in the complex plane.

1.1 Almost additivity of analytic capacity. The analytic capacity
y(F) of a compact set F' C C is defined by the equality

y(F) = sup|f'(c0)l,

where the supremum is taken over all analytic functions f: C \ F — C with
|f] < LonC\ F. Here, f'(c0) = lim,_, 2(f(z) — f(00)). For non-compact F,
we set

y(F) =sup{y(K) : K compact, K C F}

[G]. For a summary of equivalent definitions, we refer the reader to [To] and [Vo].
In the celebrated paper [Tol], Tolsa established the countable semiadditivity of
the analytic capacity, i.e.,

y(UF) = e nE,
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where C is an absolute constant. But the inverse inequality does not hold in gen-
eral. To see this, we consider the n-th generation E}/# of the corner 1/4-Cantor set
constructed in the following way. Start with the unit square (0O-th generation). The
j-th generation consists of 4/ squares E;; with side length 47/; each square E;«
contains four squares of (j + 1)-th generation, located at the corners of £, and so
on. It is known [MTV] that

47’
7 (U Enk) = 7B = 1/v/n
k=1

with absolute constants of comparison; here P =< Q means that cP < Q < CP.
Positive constants ¢, C, a, A (possibly with indices) are not necessarily the same
at each appearance. On the other hand,

4n

> p(Eng) <447 =1
k=1

Thus, “almost additivity” y(|JF;) < > y(F;) of the analytic capacity does not
hold in general. During the personal conversation with the first-named author
in 2012 (Chebyshev Laboratory, St.-Petersburg), N. A. Shirokov [Sh] posed the
question on the validity of this property for the special class of sets described in
the following Theorem 1.1.

We say that I is a chord-arc curve if

(1.1) |z —=s| < Aolz(t) —z(s)], Ao > 1,
where z() is the arc-length parametrization of I'.

Theorem 1.1. Let D; be discs with centers on a chord-arc curve I such that
AD; NADy =@, j #k, for some A > 1. Let E; C D; be compact sets. Then there
exists a constant ¢ = c(A, Ag) such that

(1.2) y(UEj> > (E).
J

We conclude the present subsection with a useful corollary.

Corollary 1.2. (a) Let T be the union of n chord-arc curves T'; with the same
constant Ao, and let Dj and E; be as in Theorem 1.1. Then

/(UE) = 53 0E), ¢ =cAo),
J

In particular, ' might be a circle (n =2).
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(b) When T is a circle, inequality (1.2) remains valid if E; C D;, where E; are
compact sets and {D;} is a family of A-separated discs (that is AD; are disjoint),
A > 1, only intersecting T, not necessarily with centers on T.

Proof. (a)Let D; = D(x;, r;), and let m be such that

max { 3 e} = 30 e,

Jjixjely Jjixjely
Then, by Theorem 1.1,

y(UE) = »( : E)zc Y yEp= > yE).
J

jixjely, jixjely,

(b) It is sufficient to prove that if all discs D; intersect a semicircle T', then there
is another chord-arc curve T" with a constant Ao = Ap(4) containing all centers of
D;. We may assume that there are more than one disc D;. Fix j, and let a;, b;
be the points of intersection of 7 and the circle 8(A’D;), where ' = (1 + 1)/2
(for two discs D;, there might be only one such a point). Replace the arc of
T with the endpoints a; and b; with two line segments x;a; and x;b; (in the
case of one point of intersection, with the only line segment). We claim that the
obtained curve is a chord-arc. Indeed, since |a; — b;| > c(4)r;, the condition
(1.1) holds with Ay = Ay(A) for any points z(), z(s) € A’D; and for any two points
in T situated on 7. If 2t) € Dy, z(s) € A’'Dj, i # j, then both parts of (1.1)
are comparable with |x; — x;|. To demonstrate this assertion, we notice that the
inequality |21 — 22| > (A — A')(r; +1;), 21 € A'D;, 20 € A’Dj, implies the relations
|21 — 22|l < |xi —xjland t — s < C(r; + |la; — bj| + 1) < C'|x; — x;5].

Similar arguments yield (1.1) when one point is situated on 7. ([

Open question. Does the conclusion of Theorem 1.1 hold when 4 = 1?

1.2 Cauchy independence of families of measures. We use the results
in the previous subsection to investigate the property of measures described below.
We call a finite Borel measure with compact support in the complex plane a
Cauchy operator measure if the Cauchy operator €, is bounded from L*(u)
to itself with norm at most 1.
The first natural question is how to interpret the “definition” of C,, as

d
cytto = [ 1O,

One way is to consider the so-called e-truncations, defined by

) d
€ f(2) :/ fOduS)

e<|E—z|<e™! é: —Z
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We now say that €, is bounded as an operator from L*(u) to itself if the e-
truncations are bounded from L?(u) to itself uniformly in &. Moreover, by the
norm of €,, we mean sup,. ||Gfl||ﬂ =t ||C4ll 4, Where ||(‘3ft||ﬂ is the norm of (:’Z
as an operator from L?(u) to itself. We encourage the reader to look at other
interpretations in [NTrV1], [To], and [Vo].

The following important fact (which we use repeatedly) demonstrates the con-
nection between analytic capacity and boundedness of the Cauchy operator [Tol,
To2, To, Vo]: for every compact set F C C,

(1.3) y(F) < sup{|lull :suppu C F, p € X, €yl < 1},

where X is the class of non-negative Borel measures ¢ such that u(D(x,r)) < r
for every disc D(x,r) :={ze€ C:|z—x| < r}.

We call a collection { u;} of finite positive Borel measures with compact sup-
ports C-Cauchy independent measures if a) ||C, [|,, < 1 (Cauchy operator
measures) and b) [|C,ll, < C < oo for 4 = Z;u;. We call such collection
Cauchy independent if it is C-Cauchy independent for some finite C.

The family { 4 ;} can be finite or infinite. Two Cauchy operator measures are
always Cauchy independent with an absolute constant C. A short proof of this
non-trivial fact is given in [NToV, Proposition 3.1]. So, a finite family is always
Cauchy independent for a sufficiently large constant C. But our main interest is in
situations in which infinite families are independent (or when C is independent of
the number of measures). The main result is the following theorem.

Theorem 1.3. Suppose that A > 1, and measures p; are supported on com-
pact sets E; lying in discs D; such that AD; are disjoint. Assume also that meas-
ures p;j are extremal in the sense that ||C, ||, < 1 and ||u ;|| < y(E;) with ab-
solute comparison constants. Let u = jujand E = UE;. Then this family is
Cauchy independent if and only if for every disc B,

(1.4) u(B) < Coy(BNE).

Remarks. 1. In Section 3, we prove that the condition (1.4) with any disc B
is necessary for the bound ||C, ||, < C without any additional assumptions on the
structure of . Example 5.1, given in Section 5, shows that this condition alone is
not sufficient, even if u consists of countably many pieces x; and each u; gives
a bounded Cauchy operator with a uniform bound. Thus, additional conditions on
the structure of x4 are needed. An example of such assumptions on u, which seem
reasonable, is given in Theorem 1.3, where supports of 4 ; are located in separated
discs.
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2. In general, one cannot discard the requirement that the measures u; in
Theorem 1.3 are extremal; see Example 5.2 in Section 5.

3. Tolsa [Tol, pp. 125-129, 135-146] proved that under the conditions of
Theorem 1.3, there exists a piece of measure u, namely, 4’ := yg - u, E' C E,
such that ¢'(E) > ¢ u(E), and ||C,/||,» < C < 0o, where ¢ > 0 and C are constants
depending only on the parameters in Theorem 1.3. This fact, which is far from
trivial, is used in [To1l] to approach Painlevé’s conjecture. In other words, it is a
highly non-trivial problem to prove that under the assumptions of Theorem 1.3, a
“good portion” of u generates a bounded Cauchy operator. It is remarkable that
the whole measure y has, in fact, such a property.

As a corollary of Theorem 1.3 we derive the following independence theorem.

Theorem 1.4. Let 11 be measures supported on compacts E; lying in discs
D;, respectively, such that AD; are disjoint (. > 1), and let ||C, |, < 1. If for
each disc B,

(1.5) Y yBNE)<CiyBNE), E=JE,

J

then the norm ||C,||, is bounded, and the bound depends only on a comparison
constant C\ and on A. Here, as above, n = Z;u ;.

Note that unlike Theorem 1.3, this result does not need the additional condition
that measures u; are extremal. On the other hand, (1.5) is not necessary for the
boundedness of C,. For example, if x; are the 2-dimensional Lebesgue measure
on the squares E;, j = 1,2, ..., defined below in Example 5.1, the operator C, is
obviously bounded, but (1.5) does not hold.

Theorems 1.3 and 1.4, unlike Theorem 1.1, do not have any assumptions on the
location of discs D;. However, condition (1.5) is not completely independent of a
geometry of discs. Theorem 1.1 states that if A-separated discs are situated along
a chord-arc curve, then the almost additivity of the analytic capacity holds. We
prove a statement which is converse in the sense that almost additivity of analytic
capacity in the form of inequality (1.5), together with certain additional assump-
tions, implies that our discs have to “line-up” along a good (Ahlfors-David regular)
curve.

We denote by H! the 1-dimensional Hausdorff measure. A set G C C is called
Ahlfors-David (AD)-regular if

cr <HY(GNBx,r)<Cr, xeG, 0<r<diamgG,

for some positive constants ¢, C.



60 V. EIDERMAN, A. REZNIKOV, AND A. VOLBERG

Corollary 1.5. Suppose that A-separated (A > 1) discs D; = D(xj, r;) and
subsets E; C D; are such that
(a) (1.5) holds,
(b) P(E)) =< 1),
(c) the setT :=J; 0D, is AD-regular.

Then there exists an AD-regular curve which intersects all discs D.

All three assumptions (a)—(c) are required for the conclusion of Corollary 1.5;
see Proposition 5.3.

Organization of the paper. To prove Theorems 1.3, 1.4, we need only the
special case of Theorem 1.1 in which all discs D; intersect a real line or a circle,
that is, the last assertion of Corollary 1.2. For this case, there is a short proof based
only on some classical facts in complex analysis. We give this proof in Section 2.
Theorem 1.3 is proved in Section 3, and Theorem 1.4 with Corollary 1.5 in Sec-
tion 4. In Section 5, we give the examples mentioned above. Section 6 contains the
proof of Theorem 1.1 in the full generality, which is completely different from the
proof in Section 2. The main tool of this proof is Melnikov—Menger’s curvature
of a measure. All necessary definitions are given in Section 6. In the last section,
Section 7, we formulate an open question.

2 Almost-additivity of analytic capacity: string of beads
attached to the real line

For some special sets { E;}72,, a result close to the Theorem 2.1 below was proved
(but not stated) in [NV]. Here, we use the approach via the Marcinkiewicz func-
tion; the approach in [NV] is a bit more complicated. Unlike in [NV], we do not
need any special size properties of these sets.

Theorem 2.1. Let D; be discs such that A\D; N ADy = @, j #k, A > 1, and
each disc D; has a non-empty intersection with the real line R. Let E; C D; be

compact sets. Then there exists a constant ¢ = c¢(1) > 0 such that
y(UE) = > nEp.
J

Proof. It suffices to prove the result for finite families of indices j. We first
notice that y; := y(E;) < y(D;) = r;, where r; is the radius of D;. Let y; be the
center of the chord RND;, and let A" := (1+1)/2. For each j, we draw a horizontal
line segment L; C A’D; with center at y; and with analytic capacity b(1)y ;, where
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b(A) =V A2 — 1/4. Thus, the length £; of L; satisfies £; =4b(1)y; < rjvVi? —1.
In particular, the whole segment L; lies in A'D);.

Next, let f; be the function that gives the capacity of E£;. Also let ¢; be the
function that gives the capacity of L;. Then

00 = [ 2 [ gjedx =0,

Positive functions ¢ ;(x) have a uniform bound ||¢;]l« < A with an absolute con-
stant A. In particular, for each subset F of indices j, we have

(2.1) ’ImZ(ﬂj(Z)

jegF

I
§A/ lmzlzdtgnA, for all z € C.
Uprt, 11—

Remark. It is important here that the intervals L; be situated on the real line
(or at least not far from R). For any M > 0, one can easily construct a chord-arc
curve and discs centered on it such that the left-hand side of (2.1) exceeds M. This
is the obstacle for extension of these arguments to chord-arc curves.

Our next goal is to find a family F of indices and absolute positive constants
ai, az, such that

(2.2) Syizard v,

JjeF J
23) D Ifi@—b)'p;@| <ay, forallzeC\ | J(E;UL)).

jeg jeg

Let us finish the proof of Theorem 2.1, taking these assertions for granted (for
a short while). Let F := Zjegfj. Combining (2.1) and (2.3), we get |Im F'(z)| <
Ci(4), z € C\ (UjeerEj). Hence, the function F; := ¢ — 1 is bounded on
C\(Ujes E;) by a constant C(4). Since F(c0) =0, we have |[Fj(c0)| = |F'(c0)] =
> jes 7j- Thus
1
E:)>—— .
%gﬁ) am%”

Combining this with (2.2), we obtain
(Us) = (UE) za X
J JjeF J

and Theorem 2.1 is proved. So we are left to chose the family J such that (2.2),
(2.3) hold.



62 V. EIDERMAN, A. REZNIKOV, AND A. VOLBERG

By the Schwartz lemma in the form we borrow from [G, p. 12—-13],

_ Arjy;
2.4 () —b) () < ——LH E,UL;.
Ch @bl S e 2e B UL
Set
’ rjy;
Qi:=MD;, gi:= — L
8= 2. 50,07

Jij#

where D(Q;, Q;) := dist(Q;, Q;).
Remark. Although we do not need this, for the sake of explanation, let us
define a function g = }_ g; xo,r. This function is often called a Marcinkiewicz
function. The main trick with Marcinkiewicz functions is to integrate them with

respect to a suitable measure. We integrate it with respect to Lebesgue measure on
R.

The important point is that we can estimate ) ; g;y;. In fact,

P P LY L/ B o IV S TR
281 =2 2 bg, o7 T2 2 5,0

i JiJ# J ii#]
ri —1
< eryj Z 7D(Q»ZQ-)2 SAoererj =AOZVj.
J Ui#] b=l J J
In the last estimate, we used

i 1 2A
Zrizsm/ ———dr< L A=A,

7 D@ 0)) tli—y;1zr; 1= ;] rj

which follows from the facts that the length of R N Q; exceeds c(A)r; and
D(Q;,Q;) = (M|t —yjl, t € RN Q;. Now we apply Tchebychev’s inequal-

ity. Setting
I":={i: g > 10A¢}, I.:={i: g < 10Ap},

we see immediately that
9
2.5) dviz > Vi
; 10 <
Jjel. J
Obviously, by (2.4), for every index i,
Y 1@ = b)) < Agi. z€ O
JrJ#

This estimate and the choice of 7, imply that

S 1@ = b)) < C()gi < 10A0A, foralli eI, forall z € Q;.
Jij#i, jel



CAUCHY INDEPENDENT MEASURES 63

But all functions |f;|, |¢;| are bounded on C \ (E; U L;) by 1. Therefore, the last
inequality implies the estimate

(2.6) > 1fi@) = b)) < 10AA+b(A) ™ +1 = a

jijel
forall z € Q; \ (E; UL;), for all i € I,. The function Zjel*(fj — b(,{)—l%.) is
analytic on C \ Uiel* (E; U L;) and vanishes at co. Therefore, (2.6) implies (2.3),
with F := I,. Assertion (2.2) is proved in (2.5), and the proof of Theorem 2.1 is
completed. O

Corollary 2.2. The conclusion of Theorem 2.1 remains true if discs D ; inter-
sect a circle instead of the real line.

Proof. It suffices to consider the unit circle. There are at most K discs D; of
radius r; > 1/30 intersecting the unit circle I', where K is an absolute constant.
Hence, we may assume that »; < 1/30 for each j. Moreover, as in Corollary 1.2,
we may restrict ourself to discs intersecting the left semicircle T'. Let h(z) :=i ll—izz
be the conformal mapping of I" onto the real line. Let £ be a compact subset of

G° :={z:dist(z, T) < 1/10}, and € : = h(E). We prove that
(2.7) P(E) = y(E)

with absolute constants of comparison. This relation is a consequence of the gen-
eral result by Tolsa [To3] about stability of the analytic capacity under bilipschitz
maps, but we prefer a direct elementary proof (which possibly is not new) with-
out using Tolsa’s very difficult result. Pick a holomorphic function f such that
|f(2)] < 1onC\ E. Define the sets

G:={z:dist(z, T) < 1/5}, G:=h(G), S°:=nG"),

w—i

and the function F(w) := f(g(w))g'(w), where g(w) = .+ 1s the inverse of h.
Clearly, |F(w)| < C;as w € G\ &, and the length of 89 does not exceed C,, where
C, C, are absolute constants. Fix w € G%\ &, and let L° be a closed curve in G°\ €

that encloses € but not w and is oriented in such a way that w is “on the left”. If
a9 is oriented in the same way, by Cauchy’s formula,
1 F 1 F
F(w):—,/ ﬁd + — ﬁd@‘ =: F1(w) + F>(w).
27i Jog & —w 27l Jpo & —w
Since |& — w| exceeds an absolute constant for & € 89, |F1(w)| < C, as w € G°\ €.
But F is bounded on this domain as well. Hence, F»(w) is bounded on G° \ € and
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holomorphic on C \ €. By the maximum principle, F>(w) is holomorphic and
bounded on C \ € by an absolute constant. Let L be a contour in G \ € inclosing €£.
Since Fj(w) is holomorphic on G, we have fL Fi(w)dw = 0. Hence,

/ Fy(w)dw = / F(w)dw = / Flewndsw) = | fGdz,
L L L

g(L)

and y(E) < Cy(€). Similar arguments yield the inverse inequality, if we start
with the compact & (we may assume that & C G°). Therefore, (2.7) is proved.
Corollary 2.2 is a direct consequence of (2.7) and Theorem 2.1. O

3 Proof of Theorem 1.3

3.1 Necessity of the condition (1.4). Suppose that ||C,], < C < oo and
suppu C E. One can easily see that [|C,zll, 5 < C < oo for every disc B.
Moreover, boundedness of €, implies that au € X with a depending only on C;
see, for example, [Da]. Thus, the measure cu|B, ¢ = ¢(C) > 0, participates in the
right-hand side of (1.3) with F = B N E, and we get (1.4).

3.2 Sufficiency of the condition (1.4). The following result, although not
formulated explicitly, was proved in [NToV]; see the last three pages of [NToV,
Section 3].

Theorem 3.1. Suppose that {D;} are discs in the plane and the dilated discs
ADj, A > 1, are disjoint. Let v, o be positive measures supported in ;Dj such
that civ(D;) < o(Dj) < cov(D;), 0 < ¢ < ¢a < 00. Suppose also that the Cauchy
operators C,., a; = o|Dj, are uniformly bounded. If v is a Cauchy operator
measure, then oo is also a Cauchy operator measure with a constant a. depending
only on ¢y, ca, and A.

We need some preliminary constructions and notations. Here is an easy lemma,
whose proof is omitted.

Lemma 3.2. For every circle T and disc B,
»(T NB) < K (T N B)
with absolute constants of comparison.

Now we define new sets L;. We need a number N = N(4), which is defined as
follows. Recall that 4 > 1 and ' = (1 + 1)/2. Let a disc D of radius r be given,
and let A; := min(1, A’ — 1)/1000. Fix an integer n, and place n circles of radius
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A,r in A’D tangent to 6(A’D) and whose centers are vertices of a regular n-gon.
Denote by L™ the union of these n circles and the circle of the same radius A r
which is concentric to D. Define N to be the minimal integer n such that

(a) every (open) disc that intersects both D and C \ AD contains at least one

circle from L (we can easily see that such a finite N = N (1) exists), and
(b) all N + 1 circles constituting L?") are pairwise disjoint.
Set L = L™, Clearly, the properties (a) with n = N and (b) remain valid (with

the same N) if we reduce the radii of circles in L. Since y(circle) =< H!(circle),
we have the following obvious lemma.

Lemma 3.3. For the set L defined above with any radius of circles constitut-
ing L, y(L) < H'(L), where the comparison constants can depend only on N.

For each Dj, let L; be the union of N + 1 circles lying in D, whose positions
are described above and whose radii are defined by the equality

(3.1) ﬂ{l(Lj) =A (N + Dy(E)).

Then, in particular, H'(one circle) = .- H(L;) = A, y(E;) < A, r;, since y(E;) <

y(D;) = r;. Hence, the properties (a) withn =N, D = D;, and (b) hold for every
L;. Moreover, (3.1) and Lemma 3.3 imply the relation y(L;) =< y(E}).
We need the following lemma.

Lemma 3.4. Fix an index j. Let B be a disc such that at least one circle from
L;j lies inside B. Then y(L;) < y(L; N B) with constants depending only on . In
particular, this is true if Dj C B, or if B intersects Dj and C \ .D;.

Proof. Indeed, by the semiadditivity of y,

y(L;) < AN + 1)y(central circle) < AN + 1)y(L; N B)

Lemma 3.5. For every disc B,

(U )=+ U Lins).

j:D;CB j:D;CB
with constants depending only on A.

Proof. By the semiadditivity of y,

V( U Lj) SA<V< U L,-)+y( U Lj))-

D;CB D;CB D;CB, ¥D;¢B
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The first term is the same as p(|J wp,cg Lj M B). For the second term, we notice
that L; N B C A’'D;. Since the discs %X’D ; are pairwise disjoint, we may apply
Corollary 2.2 with the new dilation constant 4,,,, := 1/4’. Thus,

(U LnB)ze Y ynB
D;CB, ¥'D;¢B D;CB, 7'D;¢B
> Y, L= CzV( U Lj>,
DjCB, }./Dj¢B DjCB, }./Dj(ZB

which finishes the proof. In the second inequality, we have used Lemma 3.4. [

Lemma 3.6. Suppose that a disc B intersects more than one D;. Then
y<ULj) = y<ULj mB), J=0B):={j:D;NoB # 2},
) )

with comparison constants depending only on A.

Proof. Here again we use Corollary 2.2. Since B intersects more than one
Dj, it cannot be contained in AD;, j € J. Thus, it contains at least one circle from
L; for each j € J (this follows from the choice of N). Call this circle C;. Then
apply Corollary 2.2 to D; with dilation constant 4 to get the estimate

y(ULinB) 2 ed y@;nB) = > pCpzad ywy = ar(JL),
J J d d d

which finishes the proof. O

Finally, we need the following notation. For a disc B, let

E;, D;CB
F;(B) = . F®B) =|JF;®).
@, Dj;¢B.
Remark. In what follows, a disc B is free to change. The constants in further
inequalities do not depend on B. In the sequel, we write F'; for F';(B) and F for
F(B).

Our next goal is to prove that under assumptions of Theorem 1.3,

y(ULinB) = eY pw,;nB)

with a universal constant ¢ (universal means that ¢ does not depend on the disc B).
We need the following two lemmas.

We fix a small positive absolute constant ¢. How small will be clear from what
follows.



CAUCHY INDEPENDENT MEASURES 67

Lemma 3.7 (The first case). Suppose that y(F) < ey(E N B). Then there
exists a constant c, that can depend only on N, &, and other universal constants,

such that
y(ULinB) zed v nB).

Proof. Suppose that B intersects only one AD;. Then the [ J and the ) have
only one term, and there is nothing to prove. So, we can assume that B intersects
at least two of AD;’s. Notice also that by this assumption, by the fact that 1D;
are pairwise disjoint and by the choice of N, if B intersects D;, then at least one
circle from L; lies inside B. Let J be as in Lemma 3.6. Using Lemma 3.4 and
Corollary 2.2, we get

(3.2) S @) <Ay yL;NB) §A2y(ULjﬂB>.
J J d

On the other hand, by the assumption of Theorem 1.3,

(33) > L) <C > yEHNC D ujD)) < CuB) < C'Coy(ENB).

DjCB DI‘CB DI‘CB

Also, for some absolute constant A,
WENB) < A<y(F)+ y(UEj ﬂB)) < eAY(E ﬂB)+Ay(UEj mB).
d J

Thus, if ¢ is small enough (notice that the smallness depends only on A), we have

(3.4) WENB) < Cy(UEjﬂB).
d

Therefore, combining (3.3), (3.4), and (3.2), we obtain

Sy < Cy(UE NB) < Clzy(E NB)
D;CcB
SCZZV(Lj)SC3y<UijB)-
dJ dJ

We now combine (3.2) and (3.5) to get

(3.5)

(3.6)
(UL nB) >y<UL NB)2cy y(L)+cZy(L)—c S .
D;CB D;NB#@
Obviously,

(3.7) y(ULjﬁB) > y(ULjﬂB>, Ji:={j:D;,NB =2, LiNB #o}.
di
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For j € J,, we again consider the new dilation constants 1,,, := A/4" and discs
D;- := A'D;. The discs l,,ewD}, j € Jdi, are disjoint, and D} intersects B for j € J;.
By Corollary 2.2 applied to L; N B playing the role of E;, j € J;, we get

(3.8) y(ULinB) =Y v nb).
d 9

The combination of (3.6)—(3.8) finishes the proof. ]

Lemma 3.8 (The second case). Suppose that y(F) > e¢y(E N B) with ¢ from
the previous lemma. Then there exists a universal constant c such that

V(UL/' OB) > ¢y, NB).

Proof. By Theorem 2.1, or rather Corollary 2.2, we need only prove the in-
equality
(3.9) y< U L, mB) >c¢ > yL;NB).
DjCB DjCB

Using the assumption of our lemma as well as the conditions (1.4) and || x| =<
y(E;) of Theorem 1.3, we get

(3.10) y(F) = ey(ENB) > ecu(B) > ec Y u;(B) > ec’ > y(F)).
D;cB J

We denote by v the measure on F participating in (1.3) for which ||v|| < y(F).
Letdv; = xr,dv. Then C,, is bounded on Lz(vj) (with norm at most 1), and (1.3)
yields the estimate

vl < Cy(F)) < Cip(Lj) < CHI(L)) = Cat;.

We call j good if D; C B and ||v;|| > tf;. The choice of 7 will be clear
from the next steps. However, we emphasize now that this choice is universal. By
(3.10), we have

edATVY yFH < ATYE) <l =) vl <G Y T > L

Jj is good D;cB

< (G, Z €j+C3TZV(Fj)

Jj is good
(in the last inequality, we have used (??)). Therefore,

(3.11) Yootz yFpza L

j is good, D;CB D;cB
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Actually, here is where 7 is chosen. We see that it indeed depends only on universal
constants such as A and ¢. Recall that C; denotes the central circle of each L;. We
set

dog:= Y xedH', dvg:i= > dv;.

Jjisgood, D;CB Jjisgood, D;CB

Then for good j,
oo(D;) = H'(Cj) < H'(Lj) =€; < vy(D)).

In the last relation, the comparison constants can depend on previous universal
constants and 7. The operators C,,p, are uniformly bounded. By the choice of
v, the operator C,, is bounded as well with norm at most 1. Thus, we may apply
Theorem 3.1 and conclude that C,, is also bounded with a certain absolute bound
of the norm. Therefore, using (3.11), we obtain

V( U Lj)ZV( U L,)zcn%llzcl Z 5120225]_
D;cB

J is good, D;CB Jjisgood, D;CB D;cB

In Lemma 3.5, we have proved that y (Up,cp L;) < 7(Up,cp Lj N B). More-
over, for every j such that D; C B, we have ¢; = H'(L;) < H' (L, N B) <
y(L; N B). Thus, we obtain (3.9), and Lemma 3.8 is proved. O

The Main Theorem of [NV] says the following.

Theorem 3.9. Let L C R? be a compact set of positive and finite Hausdorff
measure H', and let ¢ = H'|L. Then C, is bounded if and only if there exists a
finite constant Cy such that o(B N L) < Cyy(B N L) for every disc B.

Starting with the main assumption of Theorem 1.4 (the inequality u(B) <
Coy(B N E) for every disc B) we have proved in Lemmas 3.7 and 3.8 that the
uniform in B almost-additivity of y holds for the union of all sets { L;B}. Namely,
we have proved that for all B,

(3.12) yBNL)>c1 Y yBNL)>c Y oBNL)) =c0(BNL),
J J

with uniform positive ¢, where o := H!|L. Hence the measure o satisfies Theo-
rem 3.9. So the boundedness of Cauchy operator on the union of circles is ob-
tained. The measures ¢|L; and x ; are supported on A’D;, the discs % - (A'Dj) are
disjoint, and o(L;) < u; (see (3.1)). We may apply Theorem 3.1 again to establish
the boundedness of C,, in L(u).
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4 Proof of Theorem 1.4 and Corollary 1.5

Proof of Theorem 1.4. We would like to reduce the assumptions of Theo-
rem 1.4 to the conditions of Theorem 1.3. For every E;, we choose an “extremal”
measure 4;, supported on E; and such that ||C ) | w, < 1 and

ciui(Ej) < y(Ej) < chpi(Ej), 0 <c) <y <00

(the existence of such measures u/j follows from (1.3)).

Now let us consider new measures i := u; + p;, & = > ; ;. We prove
that these measures satisfy all assumptions of Theorem 1.3 (up to an absolute
constant). Indeed, we have seen in Section 3.1 that the assumption [|C, [|,;, < 1
implies the inequality u;(E;) < Cy(E;). Hence, the new measures z; also satisfy

the “extremality” condition (x ; does not satisfy it in general)
aui(E;) < y(E)) < cuj(Ej), 0<c <c <oo.

Moreover, since two Cauchy operator measures are always Cauchy independent
(see Section 1.2), [|Cz, [|z; < C. Now the relation (1.3) implies that

for every disc B. Therefore, by (1.5),

AB) =Y ABNE) <CY yBNE)) < CoyBNE), Co=Co(Cy),

where the latter inequality is the condition (1.4) of Theorem 1.3 for x.

We apply Theorem 1.3 to ci; and cpt = ¢ ; ; with a sufficiently small
absolute constant ¢ > 0 and obtain ||C; ||z < C(Cy, A). But u = Zj 4 is a part of
i, and hence ||C, ||, < C(Cy, A). O

Proof of Corollary 1.5. Recall that above we built L; for each D}, and each
L; contains a “central circle”. Let T’ be the union over j of central circles in L;. By
(3.1), the radii of these circles are comparable with r;. Since T is AD-regular and
the discs D; are A-separated, T’ is AD-regular as well (with other constants ¢, C).
We have proved in the previous section that the Cauchy operator C,, o := H'|L, is
bounded from L?(o) to itself. Hence, the operator C,, ¢’ := H(!|J”, is bounded too.
By a theorem of Mattila, Melnikov and Verdera [MMV], the set T’ is contained in
an AD-regular curve. 0
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S Examples

We have seen in Section 3 that the condition
(5.1) u(B) < Coy(B N E) for every disc B

is necessary for the boundedness of the Cauchy operator €,, with any Borel meas-
ure p. It is not difficult to see that this condition alone is not sufficient for the
boundedness of C,. Indeed, let u /% be the probability measure uniformly dis-
tributed on the set E!/* defined in the Introduction. Let x!/* be the weak limit of
some weakly convergent subsequence { u)/*}, EV/* = N E,/*, E be the initial unit
square, and u := u'/* + H?|E. Then u satisfies (5.1), but €, is unbounded; see,
for example, [MT, MTV]. We demonstrate more: in general, the condition (5.1)
is not sufficient for the boundedness even if x4 consists of countably many pieces
and each piece gives a bounded Cauchy operator.

Example 5.1. There exists a family of measures {x;}7%,, supported on
squares E;, with the following properties:
(a) ”e,uj”,u,- <1
®) Il = y(E));
(©) (©)2E;N2E, =@, j #k, jk > 1;
(d) the measure u = Z;‘;O uj satisfies (5.1);
(e) ”e,u”,u = 0.

We use an idea of David-Semmes; see [VE, Example 8.7] for a more detailed
exposition. Let Ny = 0, and let { Ni}2, be a sequence of natural numbers such
that N1 — Ny — 00 as k — oo. Start the construction with the unit square E
and make N| — N, steps of the construction of the corner 1/4-Cantor set E'/4. We
get 4V1=M squares with side length 4=V, Choose one (any) of them, denote it
by Q1, and continue the construction with only this square. The other 4¥1— — |
squares are the sets E; that have already been defined. For the chosen square O,
we make next N> — N steps of the construction of E'/4, obtaining 4¥2=M squares
with side length 4=z, Again, continue the construction for only one of them, say,
for a square Q,, and so on.

Let pj, j =0,1,..., be the 2-dimensional measure uniformly distributed on
E; such that ||u ;]| = cf;, where £; is the side length of E;, and the absolute

constant ¢ is chosen in such a way that ||C = 1. Then properties (a), (b),

N e
ALY
(c) are obvious. To demonstrate (d), we notice that E := | i>0E;j is equal to Ey,
and thus y(B N E) =< diam(B N E) =: dy. On the other hand, for any j > 0 and
d; := diam(B N E;), we have u(B N E;) < cé’jfldj2 < Cd; (the density of u; is

equal to ¢/¢;). Hence, u(BNE) < C Z?O:() dj =< dp, and (d) is established.
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Finally, to prove (e), we apply the operator €, to the characteristic functions
X0k =0,1,..., obtaining

1€a o2y = 11€CL10 Dlzz) = I1€CL10 (Dl 220100

But
||eﬂ|Qk(1)||%2(#|Qk) > c(Ngs1 — Nk)4_Nk

with an absolute constant c¢; see [MT]. Hence, [|C, ||, > ¢(Ngs1 — Ni) — o0, and
(e) is proved.

Remark. The measures {x;}72, satisfy all the assumptions of Theorem 1.3
except for (5.1). Therefore, we have to add uo and change the structure of u.

Now we demonstrate that the condition ||x ;|| =< y(E;) in Theorem 1.3 is es-
sential.

Example 5.2. There exists a family of measures { x;}72, with the following
properties:
@ 1€l < 1;
() llujll < Cy(E;), where E; =supp u;, and E; is either a square or a disc;
(¢) 2E;N2E, =3, j #k;
(d) the measure u =377, p; satisfies (5.1);
© 11C, ]l = oo.

We use the same construction as in Example 5.1, but with the following modi-
fications. 1. The initial square Ey now is not included in the collection {E;} of
squares; thus, the squares are separated. 2. Besides the same squares E; and
measures u ;, as in Example 5.1, we add additional discs E ; and measures i ; to
satisfy (5.1) (otherwise (5.1) does not hold after exclusion Ejp).

As before, we set Ny = 0, choose a sequence { Ni}72, of natural numbers such
that Ny — N — oo as k — 00, and make N; — Ny steps of the construction of the
1/4 starting with the unit square Ey. Let E, 1,k =0, ..., 4",
be the squares forming the nth generation in this construction (not all of them are

corner 1/4-Cantor set E

included in { E;}). In each square E,, ,n =0, ...,Ny — 1,k =1,...,4" place the
disc 5,1, « concentric with E,, ; and with radius £,,/10 = 47"/10. On 5,15 &, uniformly
distribute a measure f, ; with ||, (|| =27" - 47". Then for n larger than a certain

absolute ng, we automatically have ||C < 1. For n < ng, we might need a

Hn,k ||/‘n¢k —
small absolute positive ¢’ such that ||Ccy, |y, < 1. We put then g, 1= ¢ tini

and achieve that ||Cg, |lz,, < 1. After Ny — Ny steps, choose one (any) of the

squares Ey, i, and denote it by Q. The other 4V1= — 1 squares Ey,  and discs
5,,,;(, n=0,...,N—1k =1,...,4% are the sets E; that have already been
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defined. As before, up, x is the 2-dimensional measure uniformly distributed on
En, r such that ||uy, rl| = ¢y, and ||€#Nl‘k||ﬂNl,k =1.
For the chosen square Q;, we continue the construction and make the next

N,—Nj steps of the construction of E'/4, obtaining squares Ey, s, k = 1, ..., 4V=N
with side length €y, := 472 and with measures uy, ; such that || un, || = cCn,.
Besides these squares, we get discs Dy, n = Ny,...,No — 1,k =1,..., 4n—MN

of radii 47" /10, concentric with E, ; and supporting the measures i, k, || Lkl =
¢'27".47"  Again, we continue the construction for only one of these squares, and
So on.

We have to prove only (d). Fix a disc B. Suppose that 130 | C B. Since
,u(B) < |jull < Cand y(BNE) > y(Do 1) = 1/10 (5.1) holds. Suppose now that
Do 1 gZ B, and that B contains at least one disc D,, «. Choose a maximal disc in B,
say, Dy, r,. Then “the parent” E, _; x, of the square E,,, x, (that is, the square of the
previous generation containing E,, x,) does not lie in B; otherwise, Dnl,kl would
not be a maximal disc in B. Set G| := m—1.k (1 B. Now choose a maximal disc
Dy, r, C (B \ Gy) (if such a disc exists). Its “parent” En,—1k and the set G are
disjoint. By the same reason as above, E,,—1x, ¢ B. Set G2 := Ey,—1 , N B, and
choose a maximal disc D, x, C (B \ (G U Gy)) (if any). Continuing in this way,
we obtain a sequence { G;} of sets with the following properties:

(1) 2GiN2G; = 2,1 # j, and one may place them into A-separated discs, 1 > 1;
(ii) for each Gj,

w(Gj) = Cty, =C4™Y = 7(5".f>k/) = 7(G));

(iii) all the squares Ey, ; and discs D, ; contained in B are contained in |J ;Gj.
‘Also, it might be that some discs D, ; and squares Ey, ; intersect B and are not
contained in the sets En‘/._l,k} considered above. Each of these discs and squares
forms a separate set G; := 5,[’;{ N B or Ey, x N B. These sets are A-separated as
well, and u(G;) < Cdiam(G;) < C’y(Gj); see Example 5.1. Moreover, all the
sets G; satisfy the conditions of Corollary 2.2, which yields the estimate

uB) => u(Gy) <CY y(G)) < CyBNE).
J J
and the example has been established.
Now we demonstrate the sharpness of Corollary 1.5.

Proposition 5.3. The conclusion of Corollary 1.5 is incorrect, in general, if
any of the assumptions (a)—(c) is missing.

Proof. (a): the assumption (a) is missing. We may use the same sets { E j}ﬁl
as in Example 5.1, only without the initial square Ey. For D;, we take discs con-
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taining £; and slightly larger than E;. A proof that (b) and (c) hold is not difficult,
and we leave it to the reader. At the same time,

(5.2) (length of any curve connecting all discs in Q;)/4™™ — oo as k — oo

(the squares Qy, are defined in the proof of Example 5.1).

(b): the assumption (b) is missing. Let D; be the discs 5,1516 in Example 5.2,
enumerated in the non-increasing order by the radius r;. In each D;, we place the
disc E; concentric with D; and of radius 4=7 /20. To prove that (a) holds, fix a disc
B. For discs E; intersecting 0B, (1.5) holds by Corollary 2.2 (with B N E; as E}).
Let jo :={minj : E; C B}. Then

D YBNE) <Y yE) =) 547
J:BjCB J=Jjo J=Jjo

1 : 8 8
= 47 = 2yE. )< SyBNE
15 3)}( ]0)—3y( )5

and (a) holds. The proof that (c) holds is easy, and we omit it. At the same time,
(5.2) holds for discs D; in Q.

(c): assumption (c) is missing. The counterexample in this case is not based
on Cantor-type constructions. Given £ > 0, N € N, N > 4, consider the square
O, =10, €] x [0, €] and points

‘. 4
N1 YsN_—1
Let E;; be the disc centered at the point (x;,y;) of radius £{/N 2 and let € :=
Ui,jEija D;; := 2E;;. Fix adisc B. Set g = {{JE;; : E;; C B} (€z might be
empty). If Ep # T, we have

‘/d(ﬂfllaﬁs)(f)

X = j, i,j=0,1,...,N —1.

<C, zeC.

Hence,

y(ENB) > p(Ep) > cH'(88p) =’ Y y(Eij) =" y(E; NB).
E;CB
If £ = @, (1.5) holds as well (for example, by Corollary 2.2). At the same time,
the length of any curve intersecting all discs D;; is at least C{N.

Now we construct a series of squares Q, with £} = 2~k /10, Ny = k2%, centered
at points 1/k%, and the corresponding sets £€® and discs Dl(f), E(k). One may
place €® in J-separated discs centered at the point 1/k*. Set E := |J, €¥. By
Theorem 2.1,

yBNE)>cY y(BNEY).
k
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Thus, to prove (1.5), we have to establish almost additivity of y for each £®
separately, and that was done above. That (b) holds is obvious. But all the discs
Di(jlf) in E cannot be connected by an AD-regular curve. O

6 Proof of Theorem 1.1

It is known that a compact chord-arc curve is a bi-lipschitz image of a straight seg-
ment; see [Po, Chapter 7]. On the other hand analytic capacity can be only finitely
distorted by bi-lipschitz maps. This is a non-trivial result by X. Tolsa, [To3]. So if
we allow the separation constant 1 > 1 to depend on the Lipschitz constant of our
chord-arc curve (so the separation of the discs is large if the constant of the curve
is large), we can obtain Theorem 1.1 directly from Theorem 2.1. However, we
want to avoid the dependence of the separation constant on the chord-arc constant.
Thus, we need another proof, which follows.

The Melnikov—Menger curvature of a positive Borel measure x in C is

defined as ]
2 —
cw = || s w0 duc).

where R(x, y, z) is the radius of the circle passing through the points x, y, z € C and
R(x,y,z) = oo if x, y, z are collinear (in particular, if two of them coincide). This
notion was introduced by Melnikov [M]. The following relation characterizes the
analytic capacity in terms of the curvature of a measure [Tol], [To2, p. 104], [ Vo],
[To]. For a compact set F C C,

(6.1) y(F)<sup{u(F): suppu CF, p € I, *(u) < u(F)},
where X is the class of measures of linear growth defined in (1.3).

Lemma 6.1 (Main Lemma). Let D; = D(x;, r;) be discs with centers on a
chord-arc curve I' such that AD; N ADy, = @, j # k, for some A > 1. Let u; be
positive measures such that

(1) suppu; C Dj,
2) p;D;) = lp;ll <rj.
Then, for p =3 uj,

(6.2) A <> Aup)+Cllull, € =C@, A,
J

where Ay is the constant of T'.

To begin, let us show that Theorem 1.1 is a direct consequence of Main Lemma
and (6.1).
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Proof of Theorem 1.1. Consider measures u; participating in (6.1) for
F =E;, j=1,.... Then u(D(x,r)) < Cr for any disc D, where C = C(Ag) and
u = uj. To prove this assertion, we fix a disc D = D(x, r) and divide all discs
D; onto two groups:

DIZZ{DJ'ZD]'OD#Q, }"jfr} and DQZZ{D]'ZD]'OD#Q, Vj>}"}.

Since I is chord-arc, EDfeDl ri < Cr,C = C(Ap). Itis easy to see that D, consists

of at most six discs D;. Hence,

uD) < Z w(D;)+ Z u(D;ND) < Z rj+6r <Cr.
D;jeD, DjeD, D;jeD,

IA

Furthermore, Main Lemma implies the inequality ¢?(u) < C|lull, C = C(4, Ao).
Thus, the measure cu with an appropriate constant ¢ depending on 4, Ag, particip-
ates in (6.1) for F = E =JE;. So, y(E) > c||u||, which implies Theorem 1.1. [

Proof of Lemma 6.1. It suffices to consider a finite set of discs D;, j =
1,...,N. We assume that these discs are enumerated in increasing order by the
natural parameters of their centers.

Let I'; be arcs of I such that T'; C D; and H'(I';) = u(D;). Leto; := H'|T;
and o :=) 0}, so that (D;) = u(D;). Obviously,

Au) = (Z///1)3+//[C3\U D3>R2(xlyz)dﬂ(x)dﬂ(y)dﬂ(z) =1 + .
- ) D Y

Since I} = ) j cz(y‘,-), we have only to estimate /5. Our proof is based on the
comparison of I, and the corresponding integral with respect to o:

- 1
L= ///@\Uj . Riz(x, "9 do(x)do(y) do(z).

Notice that
(6.3) L <o) < Cllall, C =C(Ag).

The last inequality is a consequence of two well-known facts. The first is the
boundedness of the Cauchy operator C4¢1 1 on chord-arc curves; see [MV, p. 330].
In particular,

3 2 2 2
ICELI2 ) < 1CocrGrur ) ey < Cllur, I2saym = Clioll, &> 0,

where C depends only on Ay, The second fact is the connection between the
curvature of a measure and the norm of a Cauchy potential:

1
IC5 2 = g€ () + Ol
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for any measure ¢ € T uniformly in ¢; see, for example, [To2]. Here, ¢2(u) is the
truncated version of ¢?(u) defined in the same way as c2(u), but the triple integral
is taken over the set {(x,y,z) € C? : |x — y|, |y — z|, |x — z| > &}. This equality
with ¢ = co € Z, and the previous relations imply (6.3).

Obviously,

L = (///Ql +//Az>wdﬂ(x)dﬂ@)dﬂ(Z) =L+ Dy,

where
Q :={DjxDxD;:j=k#IVj#k=1IVvj=I1#k},
Q) :={D;j xDyxD;:j#k k#I, j#I}.
To estimate the integral over €, it suffices to consider the subset
Q) :={D; xDyxD;:j#k=1}.
Forxe D; =D(xj,rj),y,z € Dy, j #k, we have
2R(x,y,2) = Ix =yl = c(rj+rjm+---+r), ¢ =c(, Ag)

(here, we assume that j < k; the case k < j is analogous). Then

Il |l
/// R2(x 3 dﬂ(X)dﬂ(Y)d,u(Z) < C{Z 2l Z T

k=j+1

+Z 1= Z il 5 =t C[Sn,1 + Swal.
Pt (Pvei—j HFjar -+ INg1—1)

Estimates for both terms on the right-hand side are the same. We estimate Sy
using the induction with respect to N.
Base case: N = 2. In this case,

S = el - 2P <l +
’ (ri+7 )2‘

Induction: suppose that the inequality

Il exll?
(6.4) Sn.1 -Zuu,n Z G Sl
k=j+1
holds for some N > 2. For N + 1 discs, we have
z e
N
Sn+1.1 =SN,1+Z||,U]'|| =

=t (rj+---+ryu)?

rj
j '+rN+l)2

< Sni + luvall? Z
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The last sum is dominated by the integral
/ o dt 1
o (a1 +0D%  rye

2
Snet, 1 S Svt+ vl /rver S gl + -+ vl

Hence,

Thus, (6.4) holds, and we have estimated the triple integral over Q.
By symmetry,

///92 IP(J:y,z)dﬂ(x)d“(y)d”(Z) :6////2 mdﬂ(x)dﬂ()’)dﬂ(@,

where Q) :={D; x Dy x D; : j < k < l}. Moreover, we may restrict ourselves to
integration over

b1 i={D;x Dy xDy:j<k<lI rj+-+r>30rj+--+r)h

Indeed, if

1
(6.5) / / / Gy W) < Clal

with C = C(4, Ap), then using the inverse parametrization of I', we get the same
estimate for the triple integral over

Qé’ZZZ{DjXDkXDlij<k<l, rk+---+r12%(rj+---+rl)}

where the discs are enumerated as before. Since [[[o, < [[/q, ot I fQ/z‘z’ (6.4)
and (6.5) imply (6.2). It remains to prove (6.5).

Fix indices j, k, [. For any triples (x,y, 2), (X', y,Z) € D; x Dy x Dy, the sine
of the angle between the intervals (y, z) and (', z’) does not exceed

+
M’ C:C(A,AO)
Fg+---+r

rj+r

s Denote

For the angle between the intervals (x, z) and (x', z’), we have C
by a, a’ the angles at z, 7 of the triangles x, y, z and x', y', 7/, respectively. Since
sinfa + B +7y) <sina+sinf +siny as a, f, y € [0, 7], we get the estimate

. . Iy +r; ri+r;
sina < sina’ + C +C J .
re+---+r rit---+r

Hence,

1 2sina C . re+r ri+r
= < ———|2sina’ + kT T
Rx,y,2) |x—yl |¥X—=V| 7 R S VA I R Y
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Moreover, for triples in Q) ; with given j, [, we may consider only those k for
which r; + - -+ 1, > %(rj + - - -+ r7) (the set of such k can be empty). Suppose
that this inequality holds for p < k < [ — 1 with p > j. Below we use the reduced
range for k only in the sum S®. Therefore,

1 1 / / /
/// é’lmdﬂ(x)d#(y)dﬂ(@ <C [/// . mda(x )do(y')do(z')

Sy r2 el N e
+Z”ﬂj”l‘§/;2k§;1 (rj+- - +r)*(rg+---+r)?
+Z|m,||iz( — rillu/;||||ul|| 2

I=j+2 k—p D2k + -+ 1))

N

+leu]nr D T —
l=j+2 k=j+1 J k) (rj + +rl)

= C[I +8W + 53 4590,
We estimate each of terms in the last line separately. By (6.3),
(6.6) 1 < (o) < Cllo].

Write SU as

2
. e el Nl
S Z”ﬂj” Z Z . ---+rk)2(rk+"'+rl)2'

k=j+1 [=k+1 (r/+

Since the inner sum over / does not exceed

rie Il /“@ _ nelladl
k

(rj+-trm)? Sy X2 ()Y

we get the estimate

N—1k—1
| e |l el

sU < Z e Z i) D Dy

.. 2 2

K (r; + +ry) P (r; + +ry)

(6.7)

- - oo gy N7l
S ||uk||2rk/ =3 el < gl
k=2 j=l1 "k k=2

Since rj + -+ +re > 3(rj +---+r) in S?, we have
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N 2
ri sl Nl el
§@ = }: § ( § L
”/’tj“ (rj+"'+rk)2(rk+"'+rl)2

I=j+2 k=p
42 Il ﬁj Z r gl Nl g
J ‘ i
l]+2k—p( +- +rl) (rk+...+rl)
T ||/11||
<4ZII#JIIZ el
l/+2 1

(we estimate the sum with respect to k in the same way as above). We may deal
with the last double sum as in (6.7), or notice that this sum does not exceed

= = Al
. 1.+ - r
;nu,n[ Z(r,+...+r,)2}’

I=j+1

and use (6.7) directly to conclude that
(6.8) S@ < 8|lull.

Finally,

G _ i llll =
(6.9) SO < Ml Y L < D luill <l
=t R SNy =

I=j+2 (rj +

The estimates (6.6), (6.7), (6.8), and (6.9) yield (6.5). O

7 Question on almost-additivity

We make more accurate the question posed in Section 1. In Theorems 1.1 and 2.1,
discs were A-separated, where 4 > 1. But what if they are just disjoint? Namely,
let D; be circles with centers on a chord-arc curve with constant Ay (or even on
the real line R), such that D; N Dy = &, j # k. Let E; C D; be arbitrary compact
sets. Is it true that there exists a constant ¢ = ¢(4, Ag) > 0, such that

r(UE) 2 ¢S nE)?
J

We cannot either prove or construct a counter-example to this claim.
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