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Abstract

Understanding the sediment transport and the resulting scour around coastal struc-
tures such as pile breakwaters under local extreme wave conditions is important for
the foundation safety of various coastal structures. This study reports a wave-flume
experiment investigating the scour induced by solitary waves at a pile breakwater,
which consists of a row of closely spaced large piles. A wave blacking gate with a sim-
ple operation procedure in the experiment was designed to eliminate possible multiple
reflections of the solitary wave inside the flume. An underwater laser scanner and a
point probe were used in combination to provide high-resolution data of the bed pro-
file around the pile breakwater. Effects of incident wave height and local water depth
on the maximum scour depth, the maximum deposition height and the total scour
and deposition volumes were examined. An existing empirical formula describing the
evolution of the scour at a single pile in current or waves was extended to describe
the scour at the pile breakwater under the action of multiple solitary waves, and new
empirical coefficients were obtained by fitting the formula to the new experimental
data to estimate the equilibrium scour depth. It appears that the maximum scour
depth and the total scour volume are two reliable quantities for validation of numer-
ical models developed for the scour around pile breakwaters under highly nonlinear
wave conditions.
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1. Introduction

Scour around structures built in coastal erodible bed is an important phenomenon
that influences the foundation stability of various coastal structures. Vertical-pile or
pile-group structures are commonly seen marine structures in engineering practice,
such as offshore wind turbine monopiles, pile breakwaters, and slotted wave screens.
The presence of such structures in a wave field changes the local flow pattern, creates

∗Corresponding author contacts:
Email address: zhenhua@hawaii.edu (Zhenhua Huang )

Preprint submitted to Applied Ocean Research March 6, 2019



a high flow velocity locally and enhances the turbulence intensity, which in turn
amplifies the bed shear stress and enhances the local scour around vertical piles.
Survivability of structures during extreme events such as tsunamis and storm surges
is an important factor to consider when designing coastal structures. Field surveys
and laboratory experiments have shown that the combined effect of the enhanced
local scour and strong hydrodynamic loading is responsible for the failures of some
coastal structures; however, modeling these extreme events in wave flume tests is a
challenge because of the long spatial and temporal scales associated with these events
[1–3]. Historically, solitary waves have been used to mimic tsunami waves in wave
flume tests for their high repeatability in laboratory conditions.

There is a rich literature in the local scour around vertical-pile structures in steady
currents or regular waves [4–9]. There are also studies on the tide-induced scour
around vertical pile structures [10–12]. The complex interaction between near-field
turbulence structures and sand grains effectively enhances bed shear stress, and has
been studied experimentally and theoretically by Mattioli et al. [13] and Manes and
Brocchini [14] for single vertical or horizontal piles. Scour develops when the bed
shear stress, which is affected by the thickness of the bottom boundary layer [15],
exceeds the critical bed shear stress. Both the near-bed turbulent flow condition and
the bed roughness, which is related to the particle size distribution [16], can affect
the thickness of the bottom boundary layer (see Part III of CEM [17]). For the scour
around a single vertical pile in steady or oscillatory flow conditions, the main near-
field turbulent flow feature that controls the scour around a vertical pile has been
identified as the horseshoe vortex [18–20]: horseshoe vortex significantly enhances
the bed shear stress around the structure [21]. Experimental observations of the
steady-current induced scour around a single vertical pile and the flow around it have
highlighted the geometric and dynamic relationships between the horseshoe vortex at
equilibrium and the equilibrium scour hole: the horseshoe vortex is about 20% the size
of the vertical pile at initial formation, and after the scour hole is deeper than 20% of
the size of the pile, the primary horseshoe vortex grows linearly in size along with the
increase of the scour depth and remains fully buried within the scour hole [22–24].
For a typical sand particle size distribution, the equilibrium scour depth around a
single vertical pile can be predicted based on the assumption that at equilibrium, the
maximum scour depth is similar to the size of the horseshoe vortex at the toe [14, 20].
Utilizing the method of phenomenology of turbulence and a canonical assumption that
the characteristic length scale of the horseshoe vortex approximates the depth of the
scour hole, theoretical prediction of the equilibrium scour depth under steady current
condition has shown a close relationship between the scour profile and the horseshoe
vortices [14]. At the equilibrium state, the horseshoe vortex size is similar to the
size of the vertical pile, therefore the equilibrium scour depth in a steady flow over a
sandy bed of typical grain size is in the range of 1.0 to 1.5D according to numerous
experimental studies [11, 15, 25], where D is the diameter of the cylinder. For a
single pile in pure waves or waves on a current, the equilibrium scour depth is known
to be limited by the Keulegan-Carpenter (KC) number, which describes the relative
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importance of the drag force over the inertia force acting on a body in an oscillatory
flow. The equilibrium scour depth for single pile in pure waves or waves on a current
is smaller than that in pure steady currents [8, 15, 21, 26].

Major relevant experimental studies in the literature are listed in Table A.1 in
Appendix A. The main conclusions from the laboratory experiments investigating
the scour around a standalone vertical circular cylinder in currents or regular waves
with moderate to large KC numbers [8, 11, 15] are highlighted here: (i) for larger
KC numbers, the horseshoe vortex induced by the local down-streaming and the lee-
wake vortex is responsible for the local sediment suspension and the sediment removal
around the vertical pile, and the equilibrium scour depth obtained under oscillatory
flow conditions can approach that obtained under unidirectional current conditions
[11]; (ii) for smaller KC numbers (for example, KC < 1.0), the scour is mainly
attributed to the steady streaming effect [8]. The empirical formulas for predicting
the evolution characteristics of the scour depth around a standalone vertical pile in
waves and steady currents have been proposed by Sumer et al. [15].

Some experimental studies at a group of piles can also be found in the literature.
The layout and gap of the piles in a group can greatly affect the scour at a group of
piles. The pile layouts of major existing laboratory studies of the scour at a group of
piles are summarized in Table A.2 in Appendix A. When the distance between pile is
larger than a certain distance for a given layout, usually when n = G/D > 2−4 (where
G is the gap size and n is the gap-diameter ratio [27–29]), the influence of neighboring
piles disappears and all the knowledge obtained for a single pile can be applied to
the local scour at an individual pile in a group. However, the local flow near a pile
can be affected by the presence of neighboring piles when the distance between piles
is smaller than a critical distance [27, 28, 30, 31]; the value of this critical distance
is known to be affected by the incoming flow condition and the layout of the piles
[32]. For example, for side-by-side arrangements, the scour depth first increases with
reducing the gap size between adjacent piles, reaches a maximum at n ≈ 0.3, decreases
as the gap size continues to reduce, and eventually the scour depth approaches that
for a single pile with an equivalent diameter for the group when the gap size is very
small [33]. For a pile breakwater consisting of a row of closely spaced slender piles in
regular waves, the scour depth is strongly related to two factors: (i) the ratio of the
jet flow velocity in the gap and (ii) the fall velocity of the sediment particles. The
scour depth around the closely spaced piles in regular waves is in the range of 1.5 to
2 times the diameter of piles [34], which exceeds the maximum values observed for a
single pile in steady currents. It is worth noticing that in the experiment of Hayashi
et al. [34], the sediment particles are artificial particles instead of natural quartz sand
and their paper reports only equilibrium scour depth.

Table A.2 in Appendix A shows that the pile-group layouts in all but one existing
studies are three-dimensional. In particular, Sumer and Fredsøe [33] conducted a set
laboratory tests investigating the scour around three-dimensional circular pile groups
in regular waves. Several three-dimensional group layouts, including side-by-side,
tandem and staggered pile groups, have been tested, and the gap-diameter ratios
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ranging from n=0.01 to 3.0 have been examined. For smaller gap-diameter ratios
(for example, for a gap-diameter ratio of n < 0.1), the pile group behaves like a
single pile with an increased diameter; for larger gap-diameter ratios (say, n > 2), the
influence of neighboring piles diminishes and the piles in the pile group behaved like
standalone piles. For similar gap-diameter ratios (n < 0.5), a row of two piles in a
side-by-side arrangement have shallower equilibrium scour depth compared to a row
of three piles in a side-by-side arrangement, which might be due to the influence of
the enlarged area of bed exposure to the pile group in the latter case. Even though
Sumer and Fredsøe [33] have highlighted the difference between standalone pile and
pile group in wave conditions, no information is provided for (i) highly nonlinear
waves such as solitary waves and (ii) possible end effects of on the middle piles in a
three-dimensional pile group of finite width.

Compared to the rich literature in the local scour around vertical piles under
steady currents or regular waves, research on local scour at pile structures due to
highly nonlinear waves such as solitary waves is scarce [35, 36]. Tonkin et al. [1] con-
ducted laboratory tests investigating the local scour at a standalone vertical circular
pile on a 1:20 slope under the action of solitary waves. Nakamura et al. [2] reported
an experimental study of the solitary-wave induced local scour at a square pile sitting
on a dry sandy beach close to still water shoreline. These experimental results have
shown that the scour depth around the structure is related to the incident solitary
wave height and the depth of the pile foundation, and some of the key scour patterns
observed in post-tsunami field survey in Kalapakkon (India) and Banda Aceh (In-
donesia) after the 2004 Sumatra-Andaman earthquake tsunami can be reproduced in
the experiment. Experimental investigations has also found that pore pressure can
induce a reduction in the effective stress [1, 36].

Local scour around vertical structures due to solitary waves is different from that
due to steady currents or tides because the flow associated with a solitary wave has
a much shorter time scale. There are significant changes in both the flow speed and
depth in a relatively short period of time during the passage of a solitary wave. It is
also different from that due to regular waves or oscillatory flows in that solitary waves
are not periodic and lack reverse flows. Because the unsteady velocity of a solitary
wave is unidirectional, there is no periodic two-way formation and destruction of the
wake vortex and horseshoe vortices. A major difference between a three-dimensional
pile group (or a single pile) and a pile breakwater (a two-dimensional pile group)
is the blockage effect of the pile breakwater and the resulting strong jet flows in
the gaps in a pile breakwater, which are expected to enhance the scour depth and
shorten the time required to reach the equilibrium. Compared to a rich literature in
the hydrodynamics of pile breakwaters [e.g., 37–39], less research has been done on
the scour at pile breakwaters, which is important for the survivability of such coastal
structures during extreme events such as tsunamis and storm surges.

The motivation of the present work was to study the scour process around a
pile breakwater in a tsunami event. Solitary waves were used in this study as a
proxy for tsunami waves due mainly to the high repeatability of solitary waves in
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laboratory conditions. A description of the pile breakwater, experimental setup and
test conditions is given in Section 2. Effects of wave height and water depth on
the evolution of scour-hole pattern and scour-hole characteristics are discussed in
Section 3. An analysis of the equilibrium scour depth is presented in Section 4. Main
conclusions are drawn in Section 6.

2. The pile breakwater model, experimental setup and test conditions

2.1. Experimental setup

The pile breakwater model is shown in Fig 1. The circular pile breakwater model
was made of perspex, consisting of a base plate, a top plate, and four circular tubes.
The width of the model was 0.495 m, slightly smaller than that of the wave flume.
The diameter of each circular pile D was 0.09 m. The width of the breakwater model
was 0.5 m (the same as the width of the wave flume), and the width of the gap
between two adjacent piles was 3.5 cm, resulting in a gap-to-diameter ratio of 0.39.
Each vertical circular pile had two sections: a lower section and an upper section.
The lower section had a height of 25 cm, and was firmly glued to the base plate;
the upper section was connected to the lower section via a specially designed ”cross-
connector”. A top plate was mounted to the top of the circular piles. The overall
height of the model was the same as the flume depth so that the top plate could be
firmly fixed onto the side rails of the wave flume using clamps. The use of clamps
and cross-connectors was to ensure that: (i) the model was stiff enough to withstand
wave loading, and (ii) the upper section could be easily disassembled without causing
disturbance to the sand bed for bed profile measurement using a laser scanner.

Lower Section

Upper Section

Top Plate

25cm

During test run During profile measurement

Fig. 1: Sketch of the pile breakwater model. Left panel shows the model with the top section when
running solitary waves, and the right panel shows the model without the top section for measuring
the bed profile using the underwater laser scanner.
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The model shown in Fig. 1 was tested in a wave flume in the Hydraulic Labora-
tory at the Changsha University of Science and Technology, China. A sketch of the
experimental set up is shown in Fig 2. The dimensions of the wave flume were 40-m
long, 0.5-m wide and 0.8-m deep. At one end of the wave flume, a piston type wave
maker was installed; at the other end of the wave flume, a 1 : 10 wave absorbing beach
was installed to reduce wave reflection. The wave absorbing beach was covered by a
layer of porous material to further reduce wave reflection from the beach. The weak
reflected wave coming from the absorbing beach was not able to cause any change in
the bed profile in this study. In order to reduce multiple reflections of the generated
solitary wave between the paddle of the wave maker and the breakwater model, a
special wave-blocking plate was designed and installed at 8 m from the paddle. The
operation and effect of the wave-blocking plate will be further explained later in this
section.

S1 S2 S3 and
S4

S5

ADCP1

S6 S7 S8

Pilesh
ds

Wave
blocking
plate

Wave
maker

3m1.5m1.5m6m dA

3m 0.185m

Fig. 2: Sketch of experimental setup

In the experiment, the pile breakwater model was placed 22.6 m from the wave
generator. To create a 1.9-m long and 0.2-m deep sand bed (or sand pit) for installa-
tion of the breakwater model, two false bottoms were used. The false bottom on the
up-wave side of the sand pit was 20-cm high, having a 1 : 5 slope and a flat section;
the total length of the false bottom on the up-wave side of the pile breakwater was
5.8 m. The length of the sand bed on the up-wave side of the model was 0.8 m. The
length of the sand bed on the down-wave side of the model was 1.2 m, which was
long enough for the scour hole to develop without being interfered by the end on the
down-wave side. The total length of the elevated sand bed and the false bottom on
the up-wave side of the model was 6.5-m long, which allowed for the incident wave
to deform and stabilize before reaching the model. The sand pit was filled with nat-
ural beach sand of diameter d50 = 0.25 mm and a specific weight of γ = 2.6. After
finishing each test run, the sand bed was re-prepared to a flat bed condition using a
perspex sheet board.

Referring to Fig. 2, eight Ultralab ultrasound sensors (S1 to S8) were used to
monitor the water surface. S1 was placed 12 m away from the breakwater model on
the up-wave side to measure the incident wave; S2, S3, and S4 were placed 6 m, 4.5
m and 3 m away from the breakwater model on the up-wave side to monitor the wave
deformation and reflection by the false bottom and the model; S5 was placed 4.5 m
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away from the breakwater model on the up-wave side, parallel to S3 with a distance
of 0.15 m in between to monitor the lateral variation of the waves inside the flume;
S6 and S7 were placed 3 m and 3.185 m away from the breakwater model on the
down-wave side, respectively, to monitor the wave reflected from the wave absorbing
beach; S8 was used as a redundant gauge.

It must be noted that in this experiment the water depth h is specified as the one
measured from the false bottom, so the actual water depth at the wave maker is the
water depth h plus the height of the false bottom (20 cm), as shown in Fig 2.

Because the wave-making paddle itself is almost perfectly reflective, multiple re-
flections exist between the model and the paddle if no special measure is implemented
to remove the wave reflection from the paddle. To reduce the reflected wave coming
from the wave paddle side, a special wave blocking system was designed (refer to Fig.
2) and installed, which prevented the re-reflection by the wave paddle of a solitary
wave coming from the model side. This wave blocking system is operated in the
following way:

1. The wave blocking plate is first lift from water to a height that allows the
passage of the generated solitary wave.

2. After the water surface inside the wave flume is free from any sensible residual
waves (this usually means allowing a waiting time of at least 4 minutes), a
solitary wave is generated. This is to ensure the quality and repeatability of the
solitary waves generated under the same test condition.

3. When a solitary wave coming from the model side has just past the wave block-
ing plate, the wave blocking plate is lowered down immediately so that this
reflected solitary wave is trapped between the wave paddle and the wave block-
ing plate. This can prevent this solitary wave from multiple reflections between
the model and the wave paddle.

4. Only after the solitary wave trapped between the wave paddle and the wave
blocking plate diminishes can the wave blocking plate be lifted again for gener-
ating the next solitary wave.

It will be shown in Section 3.2 that the incoming solitary wave will be reflected by both
the false bottom and the model, but the wave blocking plate can only be operated
to trap one of them. The reflection coefficient at the wave-generator end is less than
0.15 if the wave-blocking plate is operated to trap the solitary wave reflected by the
model (see Section 3.2 for model details).

In order to measure the three-dimensional sand bed profile near the pile model,
an underwater laser scanner (2GRobotics ULS-100 R⃝) was used to scan the sand bed
profile. Prior to actual measurement, the upper section of the model was removed
so that only the lower section of the model was left in the sand bed (see the right
panel of Fig. 1). Due to the limitation in the size of the area which the scanner can
cover, the entire scanned bed profile was a combination of 12 − 18 scanned patches.
In order to ensure the accuracy of the final profile after combining measurement
patches, the lateral scanner positions were precisely determined using a high-precision
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measurement bridge and the longitudinal positions of the bridge were determined on a
ruler with a spatial accuracy of less than 1 mm. Fig. 3 shows a view of the underwater
laser scanner during one test run.

Fig. 3: A view of the laser scanner measuring bed profile near the row of disassembled piles.

Close to the narrow gaps formed by the piles, the accuracy of the underwater laser
scanner deteriorates because of the inevitable “laser footprint error”, which is due to
the added refraction and reflection of the laser beam from the model. The “laser
footprint error” or “edge effect” may be induced when scanning sharp edges, which
may lead to erroneous measurements near sharp edges, such as the edge of the lower
portion of the pile model. In the present experiment, another source of error may
also be present, which is the refraction of laser beams through the Perspex layer of
the pile model. To provide data in the regions affected by the “laser footprint error”,
a point probe was used in the experiment to supplement data inside the narrow gaps
by measuring the scour depth at fixed locations inside the gap.

In the following, we describe how these two sources of error occur when measuring
the bed profile near the edge of the lower portion of a pile and in the region between
two piles.

As illustrated in Fig. 4, the laser scanner has two optical parts: one is the laser
emitter (shown in the figure as the right arm of the laser scanner), and the other is
the receiver lens, which is the left arm of the laser scanner. The laser beam emitted
from the scanner is labeled as beam A. We illustrate here the two sources of error
based on the two scenarios shown in Fig. 4.

The first scenario is shown in the left panel of Fig. 4. When the laser beam
A reaches the bed profile, the reflected light as seen by the receiver window is a
combination of the refracted beam C and the reflected beam B coming from the top
edge of the lower portion of the pile. Therefore, the scanned profile in the small
shadowed region is erroneous, with inaccurate points from the refracted beam C and
wrong points from the reflected beam B. The other scenario is shown in the right panel
of Fig. 4. When the laser beam A from the laser emitter reaches the bed profile, and
the reflected beam B reaches the receiver lens without being blocked, refracted or
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Fig. 4: An illustration of the optical path of the laser scanner near the lower portion of the piles.

reflected by the pile; in this scenario it can provide reliable measurements. It is clear
that the region in the shadow is erroneous. As the scour hole gets deeper, the size of
the shadowed region increases.

2.2. Test conditions and procedure

Solitary waves were used in this study as a proxy for tsunami waves due mainly to
the high repeatability of solitary waves generated in laboratory conditions. Solitary
waves as a proxy for tsunami waves are able to capture some of the physical phe-
nomenon found in a typical tsunami event [35, 40–42], but they also suffer from scale
issues: compared to real tsunamis, solitary waves tend to have too high non-linearity
and are much shorter in both temporal and spatial scales. Because it is not possible to
generate a tsunami in a wave flume that satisfies all similarity requirements, scale dis-
tortion has to be accepted in experimental studies of tsunami-related problems, which
is especially true for studying tsunami-induced sediment transport: it is impossible
to scale tsunamis properly in the laboratory such that sensible sediment transport
can be generated [40, 43]. To partially solve this issue, in some recent studies of
tsunami-induced local scours, multiple solitary waves have been used to compensate
for the short duration due to the use of solitary waves [43, 44]. Even though dam-
break waves or moving bores have also been used in the past as a proxy for tsunamis
to study tsunami-induced runup [45, 46], using multiple dam-break waves or moving
bores to study tsunami-induced scours may pose a problem in the repeatability of
the results since they are much less controllable than solitary waves. It is remarked
here that Nakamura et al. [2] have reported that solitary waves are able to capture
tsunami-wave induced sediment scour patterns, indicating that application of solitary
waves to study tsunami-induced scour is still at least plausible.

A summary of the test conditions is given in Table 1, where u∗ is the shear
velocity, θ is the Shields parameter calculated using u∗, and the equivalent period Ts
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for a solitary wave [47, 48] is calculated by

Ts = 4π

√
h3

3gH(h+H)
, (1)

where h is the local water depth at the model, H the incident wave height, and g the
gravitational acceleration. The calculation of the shear velocity u∗ will be given in
Section 4.

Table 1: Test Conditions

Case h(m) H(m) h/D H/D Ts (s) u∗ (m/s) Re θ
1 0.25 0.06 2.778 0.667 2.12 0.030 3.08× 104 0.227
2 0.25 0.04 2.778 0.444 2.69 0.024 2.16× 104 0.142
3 0.25 0.08 2.778 0.889 1.78 0.034 3.85× 104 0.277
4 0.23 0.06 2.556 0.667 1.94 0.031 3.18× 104 0.231
5 0.20 0.06 2.222 0.667 1.66 0.031 3.51× 104 0.241

In Table 1 the Reynolds number Re is defined as

Re =
UmD

ν
, (2)

where D is the diameter of the pile and Um is the maximum velocity in a solitary
wave, calculated using the solitary wave theory of Grimshaw [49]. The wave heights
listed in Table 1 are the target wave heights used to prepare input files for the wave
maker; the actual measured incident wave height may slightly differ from the target
value, within a maximum difference of 5% for all test conditions.
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 0.05
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 0.07

 4  5  6  7  8  9  10

y 
(m

)

T (s)

Measured wave surface

Grimshaw (1971) Theory

Fig. 5: A comparison of the measured surface displacement and the theoretical surface displacement
of Grimshaw [49].

The typical water depth for the prototype pile breakwater is slightly less than 10
m. Take h=10 m for prototypes and h=0.25 m for the model as an example, the
geometrical scale is about 40. The maximum height of tsunami targeted in this study
is about 3.2 m at a water depth of 10 m.
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3. Results and discussion

This section presents the experimental results in dimensionless forms: all lengths
are non-dimensionalized using pile diameterD, all time dimensions are non-dimensionalized
using the following time scale T0 [15]

T0 =
D2

[g(γ − 1)d3]1/2
, (3)

and all volumes are non-dimensionalized using πD3/4.

3.1. Measured surface elevations

An example of the temporal variation of the water surface measured by the Ul-
tralab sensor S1 for a target wave height of H/D = 0.667 is shown in Fig. 5, where
the theoretical profile obtained using the solitary wave theory of Grimshaw [49] is
also included for comparison. It can be seen that the measured wave front agrees
well with theoretical solitary wave profile; however, the tail of the measured wave is
slightly steeper than the theoretical one, and a slight set-down in the surface elevation
can be observed after the wave peak passes S1. These minor differences between the
measured solitary waves and the theoretical ones have also been observed in other
experimental studies involving solitary waves [3, 48, 50]. Fig. 6 shows one example
of the surface displacements measured by wave gauges S1, S3, and S5 for h/D=2.556
and H/D=0.667. An increase of 6.1% in wave height can be observed from S1 to S5.
The shoaling of the incident solitary wave on the false bottom makes the wave front
slightly steeper and the back of the wave slightly gentler.

Fig. 6: Sample time series of a solitary wave recorded by S1, S3 and S5 installed in front of the
model.
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3.2. Reflections at the two ends of the wave flume

At the location of the wave gauge S1, two small reflected waves can be observed
after the passage of the main solitary wave: the wave reflected by the false bottom
and the wave reflected by the test model. A simple calculation based on the speeds
of the solitary waves and the distances of the false bottom and the model to the wave
paddle and the blocking gate can show that the wave blocking gate cannot block both
reflected waves. For all test conditions, the height of the wave reflected by the false
bottom was smaller than that by the model; therefore, the wave blocking gate was
operated in the experiment to block the solitary wave reflected by the model. As a
result, the reflection coefficient of the wave blocking plate should be determined by
the reflection of the wave reflected by the false bottom, not by the reflection of the
wave reflected by the model. Assuming that the wave reflected by the false bottom
experiences a perfect reflection at the wave paddle, the reflection coefficients at the
wave-generator end for all test conditions were in the range of 0.113 and 0.152, which
were smaller than the reflection coefficients at the end of the wave-absorbing slope
end.

Fig. 7: An example of water surface elevation behind the model measured by S7. The two + signs
indicate the locations used to determine the height of the reflected wave.

Fig. 7 shows one example of the time series of the surface displacement measured
at wave gauge S7 for h/D=2.778 and H/D=0.667. The weak reflected wave is signif-
icantly elongated compared to the incident solitary wave. Defining the height of the
reflected wave as the difference between the lowest elevation and the highest elevation
immediately after the main solitary wave passes the wave gauge S7, we found that the
heights of the reflected solitary waves were in the range of 0.2 and 0.3 for all tested
waves.

Using the long wave theory to estimate the peak velocity and the wave friction fac-
tor [51] to estimate the friction velocity, we find that the Shields parameter associated
with the waves reflected from both the wave-generator end and the wave-absorbing
end are too small to cause any sensible scour according to the experimental results of
Sumer and Fredsøe [33] for two/three side-by-side piles with a similar gap-diameter
ratio in regular waves.
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3.3. Change of the bed profile measured by laser scanner

A

A

A

A

A

A

A

A

Fig. 8: Samples of scanned bed profiles taken for Case 2, measured after 7 (top left), 13 (top right),
24 (bottom left) and 99 (bottom right) waves. The shaded regions are affected by the “laser footprint
error”. The horizontal axis is x/D and the vertical axis is y/D. All lengths are normalized by D.

Fig. 8 shows an example of the scanned three-dimensional bed profile on the down-
wave side of the pile breakwater model for Case 2 listed in Table 1. The scanned region
can only reveal the scour patterns away from the two side walls. The scanned bed
profile in the regions between the two ends of the pile breakwater model and the two
side walls may be affected by the interference between the side walls and the laser
beam, and thus not included in Fig 8. In the early stages of the scour process (e.g.,
after running 7, 13 and 24 waves for the case shown in Fig. 8), the scour at the central
gap is slightly different from that at the adjacent gap on each side, and the difference
in the scour patterns at the three gaps significantly reduces at the later stage of the
scour process (after running 99 waves). Because the bed profile in the gap between
two piles could not be accurately measured using the laser scanner, a point gauge
was also used to measure the scour depths at nine selected locations between the two
piles: three locations were on the A-A transect shown in Fig. 8, and the other six on
the two sides of the transect A-A with three on each side.

Technically, the A-A transect should coincide with the center line of the wave
flume. The scour profiles along the A-A transect are shown in Fig. 9 for the four
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Fig. 9: 2D bed profiles for Case 2, taken at the transect A-A shown in Fig 8. Note that the symbols
”o” represent point gauge measurements.

instants shown in Fig. 8. It can be seen that the point-gauge data merge well with
the scanned profiles. The scour hole deepens with increasing number of solitary
waves. Even though solitary wave has a unidirectional velocity, the sand can be
removed on both the up-wave and down-wave sides of the pile breakwater; however,
the sand deposits mainly on the down-wave side of the breakwater, eventually forming
a sandbar on the down-wave side of the pile breakwater. After running 99 waves, the
bed profile along the A-A transect is characterized by a scour hole at the gap and a
sandbar on the down-wave side of the pile breakwater.

There are two types of asymmetric features that can be observed in the scour pro-
file near the pile breakwater model as shown in Fig. 8: (i) the asymmetry of the scour
profile in the longitudinal direction (i.e., the direction of wave propagation), and (ii)
the asymmetry of the scour profile in the lateral direction (i.e., the direction parallel
to the wave crest). The reasons for these two types of asymmetry are explained as
follows:

1. For the asymmetry of the scour profile in the longitudinal direction, the main
contributing factor is the asymmetric nature of the flow velocity for solitary
waves. Unlike regular waves where the flow velocity is oscillatory, the velocity
field of a solitary wave is mainly unidirectional. As a result, the horseshoe vortex
system on the up-wave side and a turbulent wake on the down-wave side can
be formed during the wave passage. The horseshoe vortex is responsible for the
scour on the up-wave side, while the turbulent wake is mainly responsible for
the scour on the down-wave side. Because the scour mechanisms are different
on the two sides of the breakwater, the scour profile is asymmetric.

2. For the asymmetry in the lateral direction, two factors may have contributed to
it. First, the asymmetry found in the gaps are mainly due to the measurement
error caused by the ”laser footprint error”. Second, the slight difference on the
two sides of the transect A-A is due mainly to the asymmetric nature of the
complex turbulent wake flow generated by the jet flow in the gap.

Because of the 3D features of scour holes at the pile breakwater, we stress two
points here:

1. the conservation of mass cannot be evaluated based on the 2D bed profile along
the A-A transect, and
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2. the maximum scour depth in a scour hole between two piles may or may not
occur on the A-A transect.

For later discussion of our experimental results, Fig. 10 shows a definition sketch
of the important dimensions that characterize the scour profile near a pile breakwater.
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Deposition
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Max deposition
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d
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Deposition
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crest line

L

d

A A
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Fig. 10: A sketch showing definitions of four key characteristic dimensions. The maximum scour
hole depth is determined in a small region between two piles, as shown by the dashed oval circle.
Not drawn to scale.

To discuss effects of wave height and water depth on bed-profile characteristic
dimensions, the following four key characteristic dimensions of a scoured bed profile
are defined in Fig. 10:

1. The maximum scour depth s is defined as the deepest location in the scour
hole, usually located in the gap and having a slight shift toward the down-wave
direction.

2. The length of the scour hole on the down-wave side of the pile breakwater Ls

is defined as the distance between the center axis of the pile breakwater to the
first zero-contour line on the down-wave side of the pile breakwater.

3. The maximum deposition height hd is defined as the highest point of the depo-
sition region on the down-wave side of the scour hole. When a sandbar can be
clearly identified at the later stage of the scour process, the maximum deposition
height is the sandbar height.

4. The length of the scour hole on the up-wave side of the pile breakwater Lh is
defined as the distance between the up-wave edge of the pile breakwater to the
first zero-contour line on the up-wave side of the pile breakwater.

When discussing these characteristic dimensions in this section and the scour and
deposition volumes in the next section, we only focus on the scour profile within the
two bold lines (between the central axis of the 2nd pile and the central axis of the
3rd pile), as indicated in Fig. 10.

The repeatability of the experiment was verified by carrying out repeating tests
for the case of h/D = 2.778 and H/D = 0.889, as reported in Appendix B, where an
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uncertainty analysis was performed on the measured characteristic dimensions using
this set of repeating tests. Only the results with low uncertainty are presented and
discussed in the rest of this section. Error bars are included in the figures only for
H//D=0.889 and h/D=2.778 under which the repeatability tests were performed.

3.4. Effect of water depth and wave height on the 3D scour profile

The scour at the pile breakwater is induced by the horseshoe vortex on the up-wave
side and the jet flow through the gap between two adjacent piles on the down-wave
side. The evolution of the 3D scour profile [in the region between the two thick
horizontal lines in Fig. (10)] with the number of solitary waves passed is shown in
Fig. 11 for H/D=0.444 and h/D= 2.778. The scour profiles shown in Fig. 11 are
the changes of the bed elevation obtained by subtracting the initial bed profile from
the scoured bed profiles caused by solitary waves passing the pile breakwater. The
evolution of the scour profile is characterized by two stages. In the early stages, the
scour-hole depth contours are characterized by 3D U-shaped contour lines; in these
stages, the scour hole deepens with increasing number of solitary waves passed, and
the scour hole formed near the gap has not connected with the neighboring scour
holes on the two sides. At the later stage of the scour process (after running 99
waves), the scour hole gradually merges with neighboring scour holes, and the depth
contour lines gradually straighten, and eventually a sandbar forms some distance on
the down-wave side of the scour hole. Between the scour hole and the sandbar there
exists a zero-contour line, which separates the scour hole and the sandbar.

Fig. 12 shows the evolution of the 3D scour profile [in the region between the two
thick horizontal lines in Fig. (10)] for H/D= 0.667 and h/D= 2.778. Comparing
Figs. 12 and 11, conclusions similar to those for Fig. 11 can be drawn, except that
the time required for the scour holes to connect with their neighboring sour holes
reduces with increasing wave height.

The time required for the scour hole to reach its equilibrium state will be discussed
later in Section 4, where it will be shown that after running 99 waves the scour hole
can reach its near-equilibrium state. At the near-equilibrium state, the slope at the
edge of the scour hole is expected to approach the angle of repose, and the location
of the zero-contour line representing the edge of the scour hole is expected to have
less measurement error as compared to that at the initial stage of the scour process
(refer to Appendix B for details).

The scour hole patterns for the tested three water depths (not included in the
paper) are all similar, with only a minor difference in the scour depth.

3.5. Effects of wave height and water depth on the characteristics of the scoured bed
profile

Before presenting the experimental results on the characteristics of the scoured
bed profile, the uncertainty estimation of the experimental results is first discussed
here. To address the uncertainty in these four characteristic dimensions shown in Fig
10, repeating tests were performed under the same test condition: H/D=0.889 and
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After four waves After seven waves

After 13 waves After 19 waves

After 24 waves After 99 waves

Fig. 11: Change of the 3D scour profile for H/D= 0.444 and h/D = 2.778. The regions that are
affected by the ”laser footprint error” are not marked out as in Fig. 8. The horizontal axis is x/D
and the vertical axis is y/D. All lengths have been normalized by D.

h/D=0.278. An analysis of the source of uncertainty and the results with error bars
for this set of repeating tests are included in Appendix B. In the experiment, the
main source of uncertainty came from the preparation of the initial bed profile, which
affected the determination of Ls and Lh in the early stages of the scour process. This
is because these two quantities need to be determined by the zero-contour lines which
can be strongly affected by the fine turbulent flow structures associated with the initial
bed profile in the early stages of the scour process. The uncertainties in the scour
and deposition sand volumes, maximum scour depth and maximum deposition height
were found in the uncertainty analysis to be very small after running two waves. The
uncertainties in the measured Ls and Lh were found to be small only after running 19
waves and 99 waves, respectively. Therefore, the results of the measured Ls before 19
waves are not included in the following discussion. For Lh, only the results obtained
after running 99 waves are given in Table 3 where the measured key characteristics
of the final bed profile are summarized.

Fig. 13 shows the evolution of sand deposition height, maximum scour-hole depth
and the length of the scour hole on the down-wave side of the pile breakwater for three
different wave heights (H/D = 0.444, 0.667 and 0.889) and a fixed water depth of
h/D =2.778. The top panel of Fig. 13 shows that the scour hole depth s/D increases
with the number of solitary waves passed, and a larger wave height generally results
in a deeper scour hole. Because the dimensionless scour hole depth s/D is still less
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After four waves After seven waves

After 13 waves After 19 waves

After 24 waves After 99 waves

Fig. 12: Change of the 3D scour profile for H/D=0.667 and h/D = 2.778. The regions that are
affected by the ”laser footprint error” are not marked out as in Fig. 8. The horizontal axis is x/D
and the vertical axis is y/D. All lengths have been normalized by D.

than 0.22 in the initial stages of the scour process (say, before running 10 waves),
and the slight difference in the initial bed profiles for different test runs may have
contributed to minor measurement errors observed in the initial stages of the scour
process. As expected, the influence of the slight difference in the initial bed profiles
for different test runs gradually diminishes with the development of the scour hole.
The middle panel of Fig. 13 shows that the sand deposition height hd/D increases
with the number of solitary waves passing the pile breakwater and the sand deposition
height increases with increasing solitary wave height. The measured sand deposition
heights for H/D=0.667 are slightly higher than those for H/D=0.889, due possibly
to the slight difference in the initial bed profiles for different test runs. For the scour
hole length Ls/D shown in the bottom panel of Fig. 13, the uncertainty in Ls/D is
small enough after running 19 solitary waves so that a correlation between the wave
height and the scour-hole length can be observed: a higher wave height resulted in a
longer scour-hole length.

Fig. 14 shows the measured maximum scour depth, maximum sand deposition
height, and the length of the scour hole for three different water depths (h/D =
2.222, 2.556, and 2.778) and a fixed wave height of H/D=0.667. As expected, both
the maximum scour hole depth s/D and the maximum deposition height hd/D in-
crease with increasing number of solitary waves passed. It can be seen that both the
maximum scour hole depth and the maximum deposition height are not significantly
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Fig. 13: The measured maximum scour depth (top panel), maximum deposition height (middle
panel), and length of the scour hole (bottom panel) for three wave heights and a fixed water depth
of h/D=2.778. The values of Ls/D for the first 13 waves are not included due to the high uncertainty
associated with the preparation of the initial bed profiles. Error bars are included for H/D=0.889.

affected by the three water depths examined in this study. On the up-wave side of
the pile breakwater, Lh/D indicates the horizontal size of the horseshoe vortex on
the up-wave side of a pile [5]; this distance for the case shown in Fig. 11 is Lh/D =
1.222 after running 99 waves. The values of Lh/D after running 99 waves for all test
conditions are summarized in Table 3.

It may be concluded from the results in this section that (i) sand deposition height
and maximum scour depth are good characteristic dimensions for comparison with
numerical simulations; and (ii) there may be large relative uncertainty in the measured
scour-hole lengths Ls/D and Lh/D in the initial stages of the scour development,
which makes them not good characteristic dimensions for comparison with numerical
simulations.

3.6. Total scour and deposition volumes

Other two quantities that can be good candidates for comparison with numerical
simulations are the total scour and deposition volumes. In consideration of the sym-
metry about the center line of the flume and possible effects of side walls, the volume
of scoured sand (Vs) or the volume of sand deposition (Vd) are defined for the region
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Fig. 14: The measured maximum scour depth (top panel), maximum deposition height (middle
panel), and length of the scour hole (bottom panel) for three water depths and a fixed wave height
ofH/D=0.667. The values of Ls/D for the first 13 waves are not included due to the high uncertainty
associated with the preparation of the initial bed profile.

within the two bold horizontal lines as shown in Fig. 10. Mathematically, Vs and Vd

are calculated by

Vs =

∫
Ω

s(x, y)dxdy, Vd =

∫
Ω

d(x, y)dxdy (4)

where Ω is the area between the two bold horizontal lines as shown in Fig. 10, and
s(x, y) and d(x, y) are the scour depth and deposition height at a given location (x, y),
respectively. When calculating the scour and deposition volumes using Eq. (4), it is
suggested that the integration should be carried out numerically on a mesh of size 1
mm in both directions.

Because of the possible measurement error due to the blockage of the laser beams
by the lower sections of the piles, the region between two adjacent piles needs special
treatment using symmetric data mapping and point gauge data mapping. Referring
to Fig. 8, the data in the shaded region may have large error and thus should be
discarded. The data in the shaded region can be filled in, through one of the two
following methods, to compute the total scour volume:

1. Symmetric data mapping: If the data on the symmetrical side with respect to
the central axis of the gap are available (e.g., the scenarios shown in the panels
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(a) and (b) of Fig. 8), they can be used to replace the discarded data.

2. Point gauge data mapping: If the data on the symmetrical side with respect to
the central axis of the gap are not available (e.g., the scenarios shown in the
panels (c) and (d) of Fig. 8), the data obtained at nine points using a point
gauge can be used to provide low-resolution data to replace the discarded data.

From our experimental results it was confirmed that the error induced by the data
mapping described above was less than 5% of the overall scour or deposition volume
in this experiment.

Fig. 15 shows the calculated total scour volumes for three different incident wave
heights (H/D = 0.444, 0.667 and 0.889) and a fixed water depth of h/D = 2.778.
The total scour volume increases with the number of solitary waves passed, and the
incident wave height has a very significant effect on the calculated scour volume.
For the smallest wave height (H/D = 0.444), the total scour volume reaches only
Vs = 0.144 × [(1/4)πD3] after 24 waves; while for the largest wave height (H/D =
0.889) the total scour volume reaches Vs = 0.908× [(1/4)πD3] after 24 waves, which
is more than six times larger than that for the smallest wave height. For the case
of H/D = 0.667, the total scour volume reaches Vs = 0.551 × [(1/4)πD3] after 24
waves. The values of the scour volumes after 99 waves for all three wave heights are
summarized in Table 3 in Section 5.
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Fig. 15: The calculated total scour volumes for three different incident wave heights and a fixed
water depth h/D = 2.778. Error bars are included for H/D=0.889.

Fig. 16 shows the calculated scour volumes for three water depths tested (h/D =
2.222, 2.556 and 2.778) and a fixed incident wave height of H/D = 0.667. The
water depth does not seem to have a significant influence on the scour volume, which
increases almost linearly with the number of solitary waves passed. The scour volume
only slightly decreases with decreasing water depth after running 13 solitary waves.
For all three water depths, the scour volume reaches about Vs = 0.524 × [(1/4)πD3]
after running 24 waves. The total scour volumes for all three water depths after 99
waves are summarized in Table 3 in Section 5.

Fig. 17 shows the calculated deposition volumes for three different incident wave
heights and a fixed water depth of h/D=2.778. Similar to the calculated scour vol-
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Fig. 16: The calculated total scour volumes for three water depths and a fixed wave height H/D =
0.667.

ume, the total deposition volume increases with both wave height and the number
of solitary waves passed. Fig. 18 shows the calculated deposition volumes for three
water depths and a fixed wave height of H/D=0.667. Again, water depth has in-
significant influence on the calculated deposition volume, which increases with the
number of solitary waves passed. The values of the total deposition volumes after 99
waves are summarized in Table 3 in Section 5.
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Fig. 17: The calculated deposition volumes for three incident wave heights and a fixed water depth
of h/D = 2.778.

It can be found by comparing the total scour volumes and the corresponding total
deposition volumes that the total deposition volume is slightly smaller than the scour
volume. This is mainly because a certain amount of sand is transported outside the
scanned area during the scour process.

4. A discussion of equilibrium scour depth

A number of empirical formulas exist for predicting the time development of the
scour depth for a single circular pile in steady currents for clear-water scour [52] and
live-bed scour [15] conditions. The present test cases belong to live-bed scour; this is
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Fig. 18: The calculated total deposition volumes for three different water depth and a fixed wave
height H/D = 0.667.

because the values of the Shields parameter for all test cases (see Table 1) are larger
than the critical Shields parameter of about 0.06 according to Madsen and Grant [53].

For live-bed scour, the following empirical formula has been proposed by Sumer
et al. [15] to estimate the dimensionless instantaneous scour depth s(tn)/D for a single
pile,

s(tn)

D
=

[
1− exp

−tn
t∗

]
se
D
, (5)

where se is the equilibrium scour depth, t∗ is a dimensionless characteristic time scale
for the scour process and tn is a dimensionless scour time. We stress that both t∗ and
tn must use the same time scale to make them dimensionless. This formula has been
applied to not only steady currents but also tidal currents [10] and oscillatory flows
such as regular and irregular waves [9].

To use Eq. (5) to analyze the measured scour-hole depth, we can relate the
number of solitary waves passed to a dimensionless equivalent scour time tn by using
the equivalent period Ts for a solitary wave defined in Eq. (1). The dimensionless
equivalent scour time tn after running n waves can be calculated by

tn = nTs/T0, (6)

where the time scale T0 has been defined in Eq. (3). Both the dimensionless times t∗
and tn are normalized by T0 in this section. Using Eq. (6) in Eq. (5), it is possible to
fit Eq. (5) to the measured scour depths to obtain the values of se/D and t∗ for the
present problem. The fitting results are shown in Fig. 19 for all test cases, and the
fitted values of se/D and t∗ for all test cases are listed in Table 2. Note that for all
test cases the bed profiles reach their near-equilibrium states after running 99 waves.
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Table 2: Data fitting results for se/D and t∗.

Effects of Wave Height Effects of Water Depth
H/D se/D t∗ h/D se/D t∗

0.444 0.736 0.1438 2.222 0.984 0.0712
0.667 1.032 0.0905 2.556 1.004 0.0849
0.889 1.222 0.0750 2.778 1.032 0.0905

The good agreement between the measured and predicted evolution of the scour
hole depths for all test cases, as shown in Fig. 19, implies the following two points:

1. Using Eq. (6) to convert the number of solitary waves into an equivalent time
is appropriate.

2. Eq. (5), originally proposed for a single cylinder under steady currents or os-
cillatory flows, can be used to predict the evolution of the maximum depth of
the scour hole at a row of closely-spaced cylinder under various solitary-wave
conditions.

Sumer et al. [11] proposed an empirical formula for equilibrium scour depth se/D
at a single vertical pile sitting in regular waves, which was later extended by Sumer
and Fredsøe [54] and Ong et al. [26] to the following two conditions: (i) combined
waves and current, and (ii) irregular waves. We attempted to fit these formulas to
the results of se/D given in Table 2. After treating the coefficients related to flow
conditions as the fitting parameters in the formula given in Sumer and Fredsøe [54],
we obtained the following empirical formula for our data

se
D

= 1.3
[
1− e−0.7383(KC−5.6253)

]
, KC =

UmTs

D
, (7)

which gives a moderately acceptable fit to our results with the maximum relative
error being 22%. In Eq. (7), Um is the peak horizontal velocity and the equivalent
period Ts is defined by Eq. (1). The details can be found in Appendix C.

For the dimensionless time scale t∗, Sumer et al. [15] proposed Eq. (8) to calculate
the value of t∗ for given sediment characteristics and dimensions of the cylinder under
steady current conditions.

t∗ = β1
h

D

[
u2
∗

g(γ − 1)d

]β2

, (8)

where γ is the specific gravity of the sediment, u∗ =
√

τb/ρw is the shear velocity
with τb being the bed shear stress, d is the mean sediment particle diameter, and β1

and β2 are two fitting parameters. Note that the term in the square brackets in Eq.
(8) is basically the Shield parameter. For steady currents, Sumer et al. [15] suggested
β1 = 1/2000 and β2 = −2.2.
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Fig. 19: Results obtained from fitting Eq. (5) to the measured scour-help depth for the five tested
cases.

Sumer et al. [15] also proposed a formula for computing t∗ for regular waves,
which involves Keulegan-Carpenter (KC) number. Because the solitary wave is uni-
directional, it seems reasonable to use the formula for steady currents; however, the
parameters β1 and β2 obtained for steady currents may not be directly applicable to
scour induced by solitary waves (see Appendix C for a discussion of using KC number
to predict the equilibrium scour depth for solitary waves). The parameters β1 and β2

for the present test conditions should be obtained by fitting Eq. (8) to the data for
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t∗ given in Table 2.
To use Eq. (8) for solitary waves, we need to calculate the shear velocity u∗ for

a given solitary wave. Unlike for steady currents, shear velocity for a solitary wave
varies with time. In anticipation that the sediment transport caused by solitary waves
is controlled mainly by the maximum bottom shear stress, the theoretical solution
of Liu et al. [55] for the bottom shear stress associated with a passing solitary wave
(Fig. 2 in Liu et al. [55]) was used to calculate the maximum bed shear velocity u∗
during a solitary wave. With u∗ known, we fitted Eq. (8) to the data of t∗ given
in Table 2 to obtain an estimation of β1 and β2 in Eq. (8). The fitted values of β1

and β2 for the scour at a pile breakwater caused by solitary waves were found to be
β1 = 0.0078 and β2 = −0.9691, i.e., the time scale t∗ for the present tests is

t∗ =
0.0078h

D

[
u2
∗

g(γ − 1)d

]−0.9691

(9)

The left panel of Fig. 20 shows a comparison between the measured and predicted
t∗ values using Eq. (9), and it can be seen that the agreement between the measured
and predicted values of t∗ is very good.
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Fig. 20: A comparison of the measured and predicted values of the time scale t∗. The horizontal axis
tm∗ is the fitted value of t∗ obtained from the measurement and the vertical axis tp∗ is the predicted
t∗ using Eq. (9) or Eq. (10). Left panel is for from Eq. (9) and right panel is for Eq. (10) .

For solitary waves, β1 = 0.0078, which is significantly larger than 1/2000, the
value of β1 for steady currents. This can be attributed to the use of the maximum
bed shear velocity as the value of u∗ in this analysis: the use of maximum bed shear
velocity may overestimate the bed shear stress and hence require a larger value of β1

to compensate the effect.
Using the KC number defined in Eq. (7), we can also use Eq. (10, which was

proposed by Sumer et al. [15] for regular waves, to estimated t∗. Sumer et al. [15]
proposed β3 = 10−6 and β4 = 3 for regular waves and a single vertical pile. Fitting
Eq. (10) to the values of t∗ given in Table 2 gave β3 = 0.0028 and β4 = 0.9738 for
the pile breakwater model and the solitary wave conditions tested in this study.

t∗ = β3

(
KC(γ − 1)gd

u2
∗

)β4

(10)
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The right panel of Fig. 20 shows a comparison between the values of t∗ predicted by
Eq. (10) and the measured (i.e., those given in Table 2). It can be seen the values
of t∗ predicted by Eq. (10) agree reasonably well with the measured. Comparing the
two plots in Fig. 20, it appears that Eq. (9) performs better than Eq. (10).

The good agreement between t∗p and t∗m as shown in Fig. 20 implies that Eq. (8),
originally proposed for a single cylinder under steady currents and oscillatory flows,
can also be applied to a row of closely-spaced cylinders under various solitary-wave
conditions. However, it must be noted that the fitted values of β1 and β2 given in Eq.
(9) are only valid for the tested pile breakwater configuration. It is expected that the
values of these two fitting parameters depend on other factors such as the diameter
of the piles, the gap size and sand diameter. Effects of these factors are worth further
investigation.

Table 3: A summary of the characteristics of the final bed profile

Case s/D Ls/D hd/D Lh/D se/D Vs/[(1/4)πD
3] Vd/[(1/4)πD

3]
1 1.033 2.156 0.733 1.000 1.032 1.479 1.281
2 0.722 1.567 0.389 0.644 0.736 0.517 0.504
3 1.222 2.533 0.889 1.222 1.222 2.097 1.821
4 1.000 2.200 0.767 1.044 1.004 1.421 1.284
5 0.978 2.122 0.689 1.011 0.984 1.466 1.155

5. A summary of the characteristics of the final bed profile

Table 3 summarizes the key characteristics of the final bed profiles for the five
test cases. The values of these characteristics are the values obtained after running
99 solitary waves. The equilibrium scour hole depth se/D, calculated using Eq. (5)
through a data fitting, is also included for reference. These characteristics can be
used for comparison with numerical simulations. One advantage of using solitary
waves to verify and validate numerical models developed for studying scour at pile
breakwaters is that it can avoid the computing time spent on establishing a steady
state wave field in the presence of the multiple reflections of nonlinear periodic waves
between the model and the wave generator.

6. Conclusions

In this study, the sediment scour around a pile breakwater (a row of closely spaced
piles) under the action of multiple solitary waves was investigated experimentally. Us-
ing a high-resolution underwater laser scanner, in combination with a point probe,
the temporal evolution of detailed three-dimensional bed profile near the pile break-
water was measured for three water depths and three wave heights. The following
conclusions can be drawn from the experimental results reported in this study.
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1. Scour occurred on both sides of the pile breakwater, and the maximum scour
depth occurred in the gap between two piles. The maximum scour depth at the
pile breakwater increased with increasing wave height. The maximum depth of
the scour at the equilibrium state was found to be in the range of 0.73D and
1.22D.

2. In the early stages of the scour process, the scour hole at the gap between
two piles was shallow and not connected with the neighboring scour holes, the
scour-depth contours had a U-shape pattern, and no sand bar on the down-
wave side was observable. In the later stages of the scour process, the scour
hole gradually joined with neighboring scour holes. When the scour profile
approached its equilibrium state, a sand bar could form on the down-wave side
of the scour hole. The sand bar height at its equilibrium state was found to be
in the range of 0.35 D and 0.80 D.

3. For a fixed water depth, both the total scour volume and the deposition volume
increased with increasing wave height. The total scour volume at equilibrium
was found to be in the range of 0.52 ×[(1/4)πD3] and 2.10 ×[(1/4)πD3].

4. An existing formula, which was originally proposed for the evolution of the
maximum depth of the scour at a single vertical cylinder under steady current
or oscillatory flow conditions, was extended to a row of closely-spaced piles
under solitary wave conditions. New empirical coefficients were obtained by
fitting the formula to the new experimental data.

5. The maximum scour depth and the total scour volume were recommended as
two reliable quantities for validation of numerical models developed for scour
around pile breakwaters under highly nonlinear wave conditions.

The coefficients for the empirical formula describing the evolution of the scour hole
depth are valid only for the test conditions examined in this study. The jet flow
between two adjacent piles, which is affected by the gap size, is responsible for the
local scour at the breakwater, and possible effects of gap size on the local scour at
the pile breakwater is worth further investigation.
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Appendix A. A summary of existing experimental studies related to scour
around vertical piles

In the past experimental studies of scour at vertical piles, four flow types have
been examined on both standalone piles and groups of piles in the past. Table A.1
is a brief summary of structure types, flow types and key parameters found in the
literature on experimental studies related to scour around vertical piles. The four
flow types in Table A.1 are steady current (SC), tidal current (TC), regular wave
(RW) and solitary wave (SW).

Table A.1: A summary of existing experimental studies related to scour around vertical piles.

Authors Structure type Flow type Key parameters

Hayashi
et al. [34]

Pile groups RW
T = 1.7 s h = 29.1 cm H = 2.68 −
9.37 cm D = 0.065m; d50 = 0.34 −
0.75mm

Zhao et al.
[4]

Submerged piles SC
h = 0.5m; D = 0.1m; d50 = 0.4;
U = 0.362− 0.441m/s

Sumer and
Fredsøe [33]

Pile groups RW
h = 0.4m; D = 0.032−0.09m; d50 =
0.2mm; T = 1.8− 4.5s; KC = 3.0−
37

Sumer and
Fredsøe [8]

Large standalone
pile

RW
h = 0.4m; D = 0.54− 1.53m; d50 =
0.2mm; T = 2.0 − 3.5s; H = 2.5 −
12.0cm; KC<1.4

Roulund
et al. [5]

Standalone pile SC
h = 0.4m; D = 0.1m; d50 =
0.26mm; U = 0.46m/s

McGovern
et al. [10]

Standalone pile SC/TC
h = 0.1 − 0.4m; D = 0.2m; d50 =
0.135mm; U = 0.15 − 0.31m/s;
Ttide = 54min

Baykal et al.
[9]

Standalone pile SC/RW
D = 0.04m; d50 = 0.17mm; h =
0.4m; U = 0.413(Current); T =
1.79− 4.0s

Amini et al.
[7]

Pile group SC
h = 0.24m; D = 0.06m; d50 =
0.8mm; U = 0.3534− 0.3645

Sumer et al.
[15]

Standalone circu-
lar pile

RW
SC/TC

h=0.4m; D=0.01-0.2m; d50 = 0.18−
0.38 mm; T = 1.19 − 3.57s; KC =
4.9− inf
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Table A.1: A summary of existing experimental studies related to scour around vertical piles.

Authors Structure type Flow type Key parameters

Escarameia
and May
[12]

Standalone pile TC
h = 0.0375−0.075m; d50 = 0.75mm;
U = 0.239− 0.430m/s; D =various

Sheppard
et al. [6]

Standalone large
pile

SC

h = 0.18 − 1.19m; D = 0.114 −
0.914m; d50 = 0.22 − 2.90mm; U =
0.29− 0.76m/s

Nakamura
et al. [2]

Standalone large
pile

SW
h = 0.265 − 0.315m; D = 0.14m;
H = 0.2−0.7m; d50 = 0.2−0.45mm

Tonkin
et al. [1]

Standalone pile SW
h = 2.45m; d50 = 0.35mm; D =
0.5m; H = 0.1− 0.3m

Chiew and
Melville
[56]

Standalone pile SC
h = 0.17m; D = 0.0318 − 0.045m;
d50 = 0.24− 3.2mm

Lanca et al.
[31]

Pile groups SC
U = 0.31 m/s h = 0.20m; D =
0.05m; d50 = 0.86mm

Ataie-Ashtiani
and Beheshti
[28]

Pile groups SC
U = 0.21 m/s D = 0.016 − 0.028m;
d50 = 0.25− 0.98mm

Amini and
Solaimani
[29]

Pile groups SC U = 0.31 m/s D = 0.04m; d50 =
0.9mm

Melville
and Chiew
[52]

Standalone pile SC

h = 0.02− 0.2m; D = 0.016− 0.2m;
d50 = 0.90 − 5.35mm; U = 0.171 −
1.00m/s

Even though scour at a group of piles has been studied experimentally in the past,
all the existing experimental studies, with the exception of Hayashi et al. [34], focused
on 3D configurations where the end effects may affect the measured scour profiles. A
summary of the pile layouts in the existing studies involving more than two piles is
given in Table A.2.
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Table A.2: A summary of the pile layouts in the existing studies involving more than two piles.

No. Authors Model layout Gap-diameter ratio Comments

1 Zhao et al. [4]
SC

n = 12.5 Submerged

2
Sumer and
Fredsøe [33]

RW

n = 0.0− 3.0 Emergent

3
Amini et al.

[7]
SC

n = 2.0− 4.5 Emergent

4
Ataie-

Ashtiani and
Beheshti [28]

SC

n = 0.0− 6.0 Emergent

5
Lanca et al.

[31]
SC

ɑ

Lanca

n = 0.0− 5.0 Emergent

6
Amini and

Solaimani [29]

Amini

SC n = 0.0− 5.0 Emergent

7
Hayashi et al.

[34]

RW

n = 0.041− 0.20 Emergent

8 Present Study SW n = 0.389 Emergent
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Appendix B. Repeatability and uncertainty

In order to evaluate the repeatability of and the uncertainty in the experimental
results, repeating tests were conducted under the same test condition (H/D=0.889,
h/D=0.278). An uncertainty analysis was conducted using the data collected for this
set of repeating tests. After analyzing various possible sources of uncertainty, it was
concluded that the major source of uncertainty came from the small differences in
the initial bed profiles prepared for the repeating tests. When preparing the initial
bed profiles for the repeating tests, small differences in the initial bed profiles was
inevitably introduced; these small differences altered small-scale turbulence features,
affected local sediment transport, and thus induced a difference in the scour patterns
in the early stages of the scour process.
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Fig. B.1: A comparison of the initial bed profiles along the transect A-A for the two repeating tests.
The vertical line indicates the down-wave edge of the piles.

Fig. B.1 shows a comparison of the initial bed profiles along the transect A-A
prepared for the two repeating tests (please refer to Fig. 8 in the main text for the
definition of the transect A-A). For later discussion, we refer to these two repeating
tests as Test A and Test B. Away from the model the initial profiles are relatively flat
and agree reasonably well with each other; however, close to the model, especially
inside the gap, the difference in the bed profiles prepared for the repeating tests is as
large as 4.26 mm.
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Fig. B.2: A comparison of the scour profiles along the transect A-A for the two repeating tests after
four waves (left panel) and 19 waves (right panel). The vertical line indicates the edge of the piles.

Fig. B.2 shows a comparison of the measured scour profiles along the transect
A-A for the two repeating tests after running four waves (left panel) and 19 waves
(right panel). After running four waves, the difference between the two scour profiles
is significant near the model, reaching as large as 3.74 mm in depth. The scour profile
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shown in the left panel of Fig. B.2 is a good example of how minor change in local
scour depth can significantly alter the measurement of the length of the scour hole Ls

in the early stage of the scour process; therefore, the scour hole length is not a good
quantity for numerical model validation in the early stage of the scour process. The
results show that the difference in the measured scour depths for the repeating tests
is small after running 19 waves. A comparison of scour profiles after 24 waves (not
shown here) has shown similar agreement. It can be concluded that the uncertainty
in the initial bed profile does not introduce noticeable uncertainty in the scour profile
in the later stage of the scour process (say, after 19 waves for the present experiment).

Main results with error bars for the repeating tests (h/D = 2.778 and H/D =
0.889) are given in Fig. B.3.
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Fig. B.3: Error-bar plots of the scour hole depth s/D, deposition height hd/D and scour hole
length Ls/D of the repeatability tests. The bottom left panel is for the Ls/D determined based on
zero-contour lines and the bottom right panel is for the Ls/D determined using -4 mm contour lines.

From Fig. B.3, it appears that the uncertainties in the maximum scour depth
s/D and the maximum deposition height hd/D are relatively small, in both the early
stage and the later stage of the scour process. However, in the early stage, the
measurement of scour hole length Ls may suffer large uncertainty when the zero-
contour line is used (the same is true for Lh). We have also attempted to use -4-mm
contour line to determine the scour hole length Ls/D, and the results are shown in
the right panel of Fig. B.3. For both methods used to determine Ls, the error bars
of Ls/D before 13 waves are large but small after 19 waves, indicating the overall
uncertainty of Ls/D is very small in the later stage of the scour process. Therefore,
for model validation purpose, only the results of Ls/D after 19 waves are included in
this study.
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Compared to the key scouring characteristic dimensions such as Ls and Lh, the
uncertainties in the measured scour and deposition volumes are much smaller. A
comparison of the measured scour and deposition volumes between Test A and Test
B has shown that the maximum difference in these two repeating tests is less than
3% for the total scour volume and 5% for the total deposition volume.

Based on the analysis given above, we can conclude that the main difficulty in
reducing the uncertainty in the measured Ls/D for the early stage of the scour process
is because of the following reasons:

1. It is impossible to have exact same initial bed profile for repeating tests.

2. Small differences in the initial bed profile will affect the fine turbulence features
which may affect local sediment transport.

3. Ls is defined by the zero-contour line, which has a very small slope in the early
stages of the scour process. Therefore, in the early stages of the scour process,
Ls can be greatly affected by a small difference in the initial bed profile.

Therefore, it is impossible to have an acceptable estimation of the error bar for Ls/D
by repeating the test once or twice for each test condition.

Because the repeating tests have showed good repeatability and small measure-
ment error and uncertainty in the scour-profile characteristics except for Ls/D and
because repeating the test once or twice for each test condition cannot produce an
acceptable estimation of the error bar for Ls/D, the experiment was designed to run
each test condition once.

In view of the results presented above, it appears that the results of s/D, hd/D, the
total scour volume and the total deposition volume have good repeatability and low
uncertainty even in the early stages, and the results of Ls/D have good repeatability
and low uncertainty only after 13 waves. Therefore, the results of Ls/D for the early
stages of the scour process (before 19 waves) should be excluded.

Appendix C. A discussion of the empirical formula of Sumer and Fredsøe
[54] for equilibrium scour depth at a single vertical pile

In this appendix, three empirical formulas for the equilibrium scour depth at a
single vertical pile are discussed. These formulas are all based on the work of Sumer
et al. [11].

Sumer et al. [11] proposed the following formula for the prediction of the equilib-
rium scour depth se around a single vertical circular pile in waves:

se
D

= 1.3
[
1− e−0.03(KC−6)

]
, KC ≥ 6.0, (C1)

where D is the diameter of the circular pile and KC is the Keulegan-Carpenter
number expressed by

KC =
UmT

D
, (C2)
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with Um being the maximum orbital flow velocity outside the wave bottom boundary
layer and T the wave period. Later, Sumer and Fredsøe [54] extended the use of this
formula to irregular waves and random waves plus a current. By inspecting the results
using a number of combinations of statistical parameters, they found if the root mean
square velocity Urms and peak period Tp were used to compute KC number, Eq. (C1)
could be applied to irregular waves as well. Sumer and Fredsøe [54] remarked that in
the case of random wave plus a current, Eq. (C1) could be adapted to the following
expression

se
D

= c
[
1− ea(KC−b)

]
, KC ≥ b, (C3)

where the coefficients a and b are given by:

a = −0.03 + 0.75U2.6, (C4)

b = 6e−4.7U . (C5)

In the expressions for a and b, the representative velocity is defined as U = Uc/(Uc +
Urms) with Uc being the current velocity outside the bottom boundary layer, and
the coefficient c in Eq. (C3) represents the maximum possible dimensionless scour
depth, for which Sumer et al. [11] suggested c = 1.3 (corresponding to the scenario
of a steady current). Sumer et al. [21] also suggested the use of slightly larger values
for c as a design safety measure. More recently, Ong et al. [26] proposed a stochastic
method to predict the maximum equilibrium scour depth around a vertical pile under
the influence of long-crested or short-crested random waves combined with currents.
Based on Eq. (C3), Ong et al. [26] developed a sophisticated stochastic method
for the determination of the expected value of se/D by considering the probability
distribution of the incident waves and the effects of the largest 1/n waves.

Two major differences between regular/irregular waves and solitary waves are:
(i) the lack of flow reversal in a solitary wave, and (ii) the lack of periodicity in a
solitary wave. These differences require a new definition for KC number for solitary
waves in order to use Eq. (C3) to estimate the equilibrium scour depth for the
present experimental study. The reversal flow in regular/irregular waves can limit
the maximum distance a water particle can travel in one direction. A solitary wave
has a limited duration, which can also limit the maximum distance a water particle
can travel in one direction. Therefore, if an equivalent period can be defined such
that there are flow acceleration and deceleration within this equivalent period, it is
possible to define a new KC number for solitary waves. Here we use the following
equivalent wave period of a solitary wave for the wave period in Eq. (C2).

Ts = 4π

√
h3

3gH(h+H)
. (C6)

For the characteristic velocity Um in Eq. (C2), we use the maximum wave orbital
velocity computed by using Grimshaw [49]’s solitary wave theory.
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Table C.1: A summary of the calculation of equilibrium scour depth se/D using Eq. C1.

Case No. Um[m/s] Ts[s] KC Measured se/D se/D
1 0.343 2.12 8.084 1.032 0.079
2 0.240 2.69 7.170 0.736 0.045
3 0.428 1.78 8.461 1.222 0.093
4 0.354 1.94 7.624 1.004 0.062
5 0.383 1.66 7.064 0.984 0.041

Table C.1 shows the relevant parameters and the equilibrium scour depth predicted
by using Eq. (C1). The se/D results as predicted by Eq. (C1) agree poorly with our
experimental data: a significant under-prediction in equilibrium scour depth can be
seen. This is partly because Eq. (C1) has been calibrated against a single vertical
pile in a wave field. For an array of piles, the amplification of the bed shear stress due
to the jet flow formed in between the piles is much stronger than the amplification of
the bed shear stress due to the flow around a single vertical pile as tested by Sumer
et al. [15].

Therefore, we attempted to use Eq. (C3) by obtaining a different set of coefficients
using our present experimental data. We treated the value of coefficient c in Eq. (C3)
as a constant of 1.3; this is because se/D = 1.3 is the equilibrium scour depth for
steady currents and thus the limit for se/D as KC goes to infinity and because we
believe the scours induced by solitary waves are not likely to exceed this limit. A
nonlinear-least-square data fitting gave a = −0.7383 and b = 5.6253. Fig. C.1 shows
a comparison between the prediction using Eq. (C3) and the measured equilibrium
depth. The agreement between the predicted and measured equilibrium scour depths
is only moderately acceptable, with a maximum difference of about 21.9%.
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