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Nanophotonic networks, a potential candidate for future networks on-chip, have been challenged for
their reliability due to several device-level limitations. One of the main issues is that fabrication errors
(a.k.a. process variations) can cause devices to malfunction, rendering communication unreliable.
For example, microring resonator, a preferred optical modulator device, may not resonate at
the designated wavelength under process variations (PV), leading to communication errors and
bandwidth loss.

This paper proposes a series of solutions to the wavelength drifting problem of microrings
and subsequent bandwidth loss problem of an optical network, due to PV. The objective is to
maximize network bandwidth through proper arrangement among microrings and wavelengths with
minimum power requirement. Our arrangement, called “MinTrim”, solves this problem using simple
integer linear programming, adding supplementary microrings and allowing flexible assignment of
wavelengths to network nodes as long as the resulting network presents maximal bandwidth. Each
step is shown to improve bandwidth provisioning with lower power requirement. Evaluations on
a sample network show that a baseline network could lose more than 40% bandwidth due to PV.
Such loss can be recovered by MinTrim to produce a network with 98.4% working bandwidth. In
addition, the power required in arranging microrings is 39% lower than the baseline. Therefore,
MinTrim provides an efficient PV-tolerant solution to improving the reliability of on-chip photonics.
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1 INTRODUCTION

Electrical on-chip networks are hitting great challenges in power, latency and bandwidth
density with technology scaling. Such challenges are especially pronounced in the era of
multi-core computing where high bandwidth, low power, and low-latency global transmission
are required. For those reasons, and because of recent breakthroughs in nanophotonic devices,
optical interconnection is again considered as a potential on-chip network for future many-
core microprocessors. Many studies have been performed on network topology, optical routers,
cache coherency [8, 13, 16, 21, 30, 31, 41-43, 50], as well as chip-to-chip and CPU-DRAM
communication using optics [3, 14, 19].

While optical interconnect provides many promising features, there are also fundamental
challenges in integration and fabrication of those devices to providing robust and reliable on-
chip communication. Among many challenges, the thermal sensitivity and process variations
(PV) of silicon photonic devices are the key difficulties. Thermal sensitivity refers to the
changes in refractive index of optical components, e.g. photonic microring (uring) resonator,
due to temperature fluctuations, such that those components fail to resonate designated
wavelengths in the waveguide. Studies have reported that pring’s resonance wavelength
typically drifts by ~0.1nm/°C [33, 34, 53], while chip temperature could fluctuate well beyond
30°C. PV refers to variations of critical physical dimensions, e.g. thickness of silicon, width
of waveguide, caused by lithography imperfection and etch non-uniformity of devices [37].
Those variations will directly affect the resonant wavelengths of a uring [14, 29, 36, 46], a
critical optical component used as a modulator, a filter or a switching element. Several recent
laboratory measurements have reported that wavelength drifts of prings due to PV (termed
PV-drift for short) are quite significant. For example, as much as ~4.79nm of PV-drift
within a wafer has been observed in a demonstration of a photonic platform leveraging the
state-of-the-art CMOS foundry infrastructure [29]. A recent work [37] has also reported a
standard deviation of 0.55nm for two urings that are only 1.7mm apart. The analytical
method obtained the worst-case resonance wavelength drift for 60 identical urings on a
2.1x4.5 mm? chip fabricated by the electron beam lithography system with a high resolution
of 2 nm is 2.11 nm [26]. In addition, the wavelength deviation increases almost linearly
with the physical distance between urings, which has been observed from 371 identical
resonators on a 16x9 mm chip fabricated by IMEs silicon photonics foundry [7]. To achieve
high network bandwidth, the spacing between adjacent wavelengths, denoted as AN\, is
~0.8nm [38] or lower [9, 27] in a wavelength division multiplexing (WDM) enabled optical
interconnect. A previous study shows that when PV-drift is over 1/3 of A, the bit-error-rate
of optical transmission would increase from 10712 to 1076 [22]. Larger PV-drifts and thermal
variations would bring the uring to resonate at a completely different wavelength that is
several channels away. As a result, drifted prings cannot be used for communication since
they will create erroneous signals. Hence, network nodes that do not have all working prings
would lose bandwidth in communication.

At present, there are two types of techniques that can restore the resonance frequency of
prings. The first type is post-fabrication physical trimming, where high-energy particles such
as UV light or electron beam is used to adjust the refractive index of urings [12, 20, 25, 39]
or effective refractive index of the waveguide [36] to achieve resonance correction. However,
such techniques require trimming to be carefully tuned for individual pring. Given that the
number of urings on-chip is on the order of thousands to millions [1, 14, 17, 31, 43], it is
unclear if such physical trimming is practical for volume production. In addition, physical
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trimming may create degradation of the quality factor, “Q”, of a uring, bouncing of corrected
wavelength, and faster aging of the trimmed devices [36]. The second type of techniques for
restoring the resonance frequency is power trimming, in which heating or current injection
into a uring is used to correct its resonance wavelength. The former causes the wavelength
to shift towards the red end and the latter towards the blue end of the resonance spectrum.
Although power trimming could address the drifts introduced by both PV and thermal
variations, it can result in significant power consumption so as to nullify the power advantage
that ideal on-chip optical interconnects are projected to have [9, 22, 27, 28, 54]. In addition,
current injection has very limited correction range, as it would generate thermal runaway
beyond the trimming range [9, 22, 27]. Nevertheless, power trimming has been considered
necessary for tackling thermal sensitivity, as demonstrated in the “Sliding Ring Window”
technique [27]. Hence, we will assume that power trimming is already in place for thermal
sensitivity, and propose techniques to minimize the total tuning power required for correcting
PV-drifts in this paper.

We proposed an architectural methodology in [51] to salvage network bandwidth loss
due to PV-drifts. Our goal in [51] is to maximize the number of usable wavelengths for all
nodes, each wavelength being resonant with one uring while minimizing the power required
in trimming, hence the name “MinTrim”. The first step of “MinTrim” tackles the limitation
of current injection, and trims a uring to a nearby wavelength rather than the nominal one.
Integer linear programming (ILP) is used to maximize the likelihood of successful trimming
with minimum trimming power. This step can add 20~30% of total bandwidth over the
baseline. The next step further mitigates PV-drifts by provisioning additional prings in
the ILP framework, which brings more opportunities to finding a nearby pring that can
be trimmed to a wavelength. This step can bring up the network bandwidth to ~90% if
the number of urings is doubled, while further reducing power requirement. Finally, we
allow flexible wavelength assignment for each network node, as long as each one can be
allocated with enough wavelengths, to give more freedom to trimming. This step can produce
a network of 98.4% working bandwidth, salvaging most of the lost bandwidth in the baseline.
The total trimming power required to achieve such bandwidth is 39% less than the baseline.

In this paper, we have made following improvements over the original design in [51]: (1)
Not only the cumulative impacts of a serial of proposed approaches but also the effectiveness
of each individual scheme has been evaluated and analyzed to show the bandwidth achieved
by each scheme. (2) The discussions on the network crossbar with different configurations
including the extreme cases such that no node shares the same waveguide has been added
in evaluation section. (3) Different types of power trimming technique is considered. We
evaluated the effectiveness of MinTrim with heating-only trimming and proposed a new
supplementary ring mapping strategy, which leads to better performance than the approaches
of [51]. (4) The strategy to differentiate the impacts of modulators and receivers on network
bandwidth has been added in section 3.2 and the corresponding simulation result is discussed
in section 5.2. (5) The performance of wrap-around scheme [5, 11] have been evaluated and
compared with MinTrim scheme.

2 BACKGROUND AND PRIOR WORK

The key elements in an optical network includes a laser source, which generates laser of
different wavelengths; waveguides, which propagate laser signals across the chip; modulators,
which imprint binary signals on laser of certain wavelengths, and detectors, which receive
optical signals and convert them to electrical signals. The laser source is responsible for
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generating phase-coherence and equally spaced wavelengths. It is expected that such laser
source could produce 64 or even more wavelengths per waveguide for a dense wavelength
division multiplexing (DWDM) network [18, 47]. For modulation, uring resonators are
typically preferred over other modulators due to their high modulation speed, low power and
small footprint [23, 48, 49]. The same ring structure can be used as a wavelength selective
detector to extract light out of the waveguide, if the uring is doped with a photo-detecting
material such as germanium. The resonant light will be absorbed by the germanium and
converted into electrical signal.

2.1 A Motivating Example
AA A ﬁ ﬁ Ao }4\ AN A, AA A A,
2B Ideally Q&a ®@ 26 & With PV

modulators detectors

apinSanem|

Fig. 1. Bandwidth loss due to PV-drift.

If prings are fabricated perfectly, a sender and a receiver can modulate and extract
optical signals correctly without any loss. The upper part of Fig. 1 illustrates such an
ideal scenario where the sender uses microrings #1 ~ #4 to modulate their nominal four
wavelengths A\; ~ A4, and the receiver uses microrings #5 ~ #8 to detect and extract the
same wavelengths respectively. Note that ring #5 and #1 have the same resonance, so do
#6 and #2 etc. Under ideal situation, both sender and receiver can utilize 100% of their
bandwidth for transmission. When PV is present, some prings are off from their resonance
due to imprecise dimension, e.g. waveguide width. Fig. 1 shows the same example with
pring #1 being off from A;. As a result, it cannot resonate at A1, downgrading the sender’s
bandwidth to 75%. Consequently, ring #5 at the receiver cannot receive any signal. Such a
bandwidth loss is a static loss meaning that this sender loses 25% bandwidth permanently.

2.2 Current Approaches and Challenges

There are mainly two types of approaches to trimming the drifted resonant wavelength of
prings. The first one is power trimming. Heating and carrier injection can shift the resonant
wavelength of a pring up and down respectively [1]. In Figure 1, uring #1 can be corrected
towards red using heating. This type of method can fine tune the resonance of urings.
However, there are fundamental limitations to power trimming;:

Challenge 1: Power trimming incurs high static power consumption. Many existing
work have shown that the static power for trimming the urings is a significant portion, or
even dominant portion, of the total optical network power. For example, the Corona network
in 17-nm technology from HP [1, 43] is estimated to consume ~26W in power trimming, out
of ~48W of total network power. Even with the most optimistic uring heating efficiency,
e.g. using in-plane heaters and air-undercut [13, 14], it is estimated that pring heating still
consumes 38% of total network power [30]. For this reason, many work also focused on
reducing the amount of urings on-chip to reduce the power needed for trimming [13, 30].
Challenge 2: Power trimming can only correct limited resonance drifts. Even
though the resonance wavelength can be corrected towards red or blue, blue shifts is still
limited no matter how much power we are willing to pay. This is because blue shifts is
achieved through carrier injection, which heats up the urings and causes red shifts that
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need further carrier injection for correction, forming a positive feedback loop and thermal
runaway [27]. In addition, more carrier injection degrades the extinction ratio and creates
more power loss of the signal, e.g. ~0.4nm tuning in wavelength results in 1dB signal loss
and significant degradation of quality factor (Q) and extinction ratio (ER) of the microring
resonator [9, 22, 45]. Hence, the achievable amount of blue shift is far less than of red
shift [27]. For this reason, many work just use heating to keep all urings at a constant
temperature [13, 14, 29], which should be close to the peak temperature of the chip to avoid
blue shifts.

The second class of trimming is done post-fabrication by changing its refractive index of

the pring directly, or adjusting the stress level of the cladding material. The advantage of
such physical trimming is that, if successful, no additional power is required for correcting
PV-drifts. However, the challenge is:
Challenge 3: Physical trimming is immature and less commercially practical.
All physical trimmings require precise control of irradiation dose and energy, which is
different from pring to pring. Given that there are thousands to millions of urings on-chip,
it is currently difficult to do physical trimming in mass fabrication which is critical for
commercial purposes. Whereas, the power trimming saves tuning effort from that required
for physical trimming with the receive-data driven control circuit [11], which can tune the
prings without external intervention. Second, in SOI technology, trimming the cladding
material (SiO3) is unstable as a subsequent red shift of 0.15nm was observed 5 days after
the irradiation. Moreover, the quality factor Q of the pring decreased by 21~41.2% with a
1~2nm correction [36], which would increase the BER of the optical signal or require higher
laser source power to overcome signal attenuation.

There are also proposals that do not rely on physical or power trimming to overcome
PV. A dynamic regulation method was proposed [22] in which adjusting chip temperature
is used to compensate chip-wise PV-drifts (i.e. systematic variations). For example, if the
PV-drift of purings in a chip region are toward blue, then the regulator would heat up, i.e.,
red shift, the region via e.g., dynamic voltage/frequency scaling (DVFS). Such coarse-grained
regulation cannot overcome random PV-drifts, e.g., both red and blue drifts, among different
prings within the region. Also, DVFS comes at non-trivial performance cost, especially when
cooling the chip region is required. Nitta et al. proposed to use error detection/correction
code to tackle faulty prings that are due to either PV-drifts, or temperature induced resonant
wavelength drifts, or insufficient trimming [28]. However, such schemes can only handle small
number of faulty urings since the overhead of error correction coding, in both performance
and extra optical bandwidth requirement, would be daunting otherwise. As we will show in
our experiments, even conservative estimation of PV-drifts indicates that more than half the
prings could become faulty, which would require complex ECC codes. Given the constraints
of on-chip interconnects, the decoding and correction process is too slow. A tuning control
circuit that allows pring to resonate at its closet wavelength instead of the original assigned
one through bit re-shuffling was developed [11]. We adopt the same circuit design in this
paper and use their tuning strategy as one of the baselines to compare against ours.

Next we describe our proposed suite of solutions starting from improving the success
rate of trimming while minimizing the static power, to ultimately provisioning near-full
bandwidth for an optical network under PV.
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3 MINTRIM: MAXIMIZE NETWORK BANDWIDTH WITH MINIMUM
TRIMMING POWER

The first drawback of power trimming is high static power, since all urings need to be kept
at a constant temperature to be functional, which would require continuous heating power
or current injection power (effective “cooling” through power) to cancel the effect of on-chip
temperature fluctuation. With PV, a puring may be off its nominal resonant wavelength,
so additional power trimming is required to correct it back, on top of the power to keep
it thermally stable, exacerbating the already high static power of the optical network. A
uring’s resonance wavelength typically drifts by ~0.1nm/°C [33, 34, 53]. Hence, an average
of Inm of PV-drift [9, 36, 48] would require equal amount of power for regulating the pring
temperature within 10°C fluctuation range. Hence, PV-drifts add significant power overhead
to the network, which is what we will minimize in MinTrim.

Second, even with unlimited power supply, current injection can shift the resonant wave-
length towards the blue end of the spectrum, but can also degrade trimming efficiency and
even trigger thermal runaway [9, 22, 27]. Hence, it can only correct small PV-drifts, e.g.
0.4nm which also results in 1dB signal loss [22]. With PV, a uring’s resonant wavelength
may be shifted towards red beyond the correctable range. This is the main reason for the
network to lose bandwidth since such prings and the corresponding nominal wavelengths
cannot be used. As we will show later, our sample network architecture loses more than 40%
bandwidth because 32% of the urings are uncorrectable due to PV. MinTrim strives to turn
uncorrrectable into correctable scenarios to achieve maximum bandwidth.

We discuss MinTrim using three types of wavelength-uring organization of optical buses
and crossbars, namely single-writer-multiple-reader (SWMR), multiple-writer-single-reader
(MWSR), and multiple-writer-multiple-reader (MWMR) [2, 16, 21, 31, 43, 50]. In SWM-
R/MWSR, network nodes have exclusive sets of wavelengths for transmitting/receiving data.
In these two architectures, modulators and detectors of each node use complementary sets
of wavelengths. In MWMR, all modulators and detectors of a node use all wavelengths,
increasing the network bandwidth over the other two. Both MWSR and MWMR require
arbitration before sending data while SWMR does not. MinTrim is applicable to all these
three architectures.

3.1 An Optimization Problem

The first step in MinTrim is developed based on the observation that a uring does not
have to be trimmed to its nominal wavelength as it may be far from the uring’s resonant
wavelength. With PV, the distribution of the resonant wavelengths of urings are somewhat
random. Hence, as long as we can generate an association between urings and wavelengths,
such that the number of usable wavelengths for each node is maximized, then we can achieve
the highest bandwidth. In order to keep the trimming power low, the most intuitive way
is to trim a uring to a nearby wavelength, rather than its nominal wavelength, to reduce
the trimming distance which linearly affects the trimming power. More importantly, such
nearby-mapping can reduce the number of uncorrectable urings as their trimming distances
are now smaller.

Fig. 2 illustrates these two advantages with a simple example. Here the nominal wavelengths
of uring#1 and #2 are A; and A respectively. In 2(a), suppose PV causes uring#1 and
#2 to be closer to Ay and \; respectively. The baseline design trims the two urings back
to their nominal wavelengths. In MinTrim, puring#1 will be trimmed to Ao, and uring#2
to A1, which clearly consumes less trimming power than in the baseline. In 2(b), suppose
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Fig. 2. Two advantages of trimming purings to a nearby wavelength.

pring#1’s resonant wavelength is too far from A; to be correctable using current injection.
The baseline would lose A1 as no uring can resonate at it, but MinTrim would actually make
pring#1 correctable by trimming it to Ay since it is closer, and uring#2 to A, salvaging all
available bandwidth.

However, if the resonant wavelength of a uring is roughly in the middle of two channels,
say A; and A;41, MinTrim needs to determine which wavelength should the puring be trimmed
to. The decision is based on which map would generate higher bandwidth and require lower
trimming power. The network bandwidth is defined as the number of working channels
(pair-wise tuned senders and receivers), summed over all possible sender-receiver pairs of
the network. This is important because under PV, a sender and a receiver must have the
same A’s to communicate. Hence, only the common \’s between the two nodes are counted
towards effective bandwidth. Total network bandwidth of a perfect network without PV is
100%, and MinTrim strives to approach that.

Since the decision for one pring affects other prings, MinTrim needs to generate a
globally optimal solution, which can be solved by an optimization tool such as integer linear
programming (ILP). ILP is a powerful method for optimizing a certain objective function
through determining a set of decision variables, subject to some constraints. Note that
MinTrim is a post-fabrication procedure to alleviate the PV-induced damage. No further
reconfigurations are needed to tackle PV at runtime. However, additional adjustment [52]
is required for thermal drifting. Hence, running an optimization algorithm incurs only a
one-time cost, and is worthwhile since it improves the yield of the chip effectively. We
will now describe how to formulate MinTrim into an ILP problem by defining the decision
variables, objective functions and constraints.

Decision Variables. Since we are trying to decide which wavelength should a uring be
trimmed to, the decision variables of our problem are simply boolean variables, map(ry,
Wy, node), representing whether pring 7, of a node should be trimmed to wavelength w,,,
1 being yes and 0 being no.

Objective Function. MinTrim tries to achieve two objectives: maximal bandwidth and
minimal trimming power. Given that ILP can only maximize (or minimize) one goal, we let
maximal bandwidth take higher priority over minimal power, but the reverse can also be
formulated under a different chip design goal. That is, if there are two solutions, one with
higher bandwidth and the other with lower trimming power, MinTrim will return the former
as the solution. To achieve this, we iteratively run ILP with a bandwidth in descending
order starting from 100%. The granularity of decreasing bandwidth is losing one wavelength

ACM Journal on Emerging Technologies in Computing Systems, Vol. 9, No. 4, Article 39. Publication date:
September 2018.



39:8 Y. Xu et al.

for a node at a time. The algorithm terminates when a solution is found, i.e. the requested
bandwidth is satisfied and the trimming power is the lowest within the available solution
pool. Trimming power is calculated as follows:

TPC X )\ac Tn| — Wm if)\ac T'n Zwma
Zmap<.)x{ ) = e )
Vroim TP, x (wm - Aact[""n]) ifAget [Tn] < Wm.

Vnode

where Age¢[r,] is a parameter of r, to represent the actual wavelength of r,, post fabrication.
The difference between actual and target wavelength, w,,, determines how much trimming
power is required. The coefficients, TP, = 0.13mW /nm and TP, = 0.24mW /nm, are unit
power required for current injection and heating respectively [27]. We will use map(.) rather
than the full length of the map function for brevity, since they are all in one form.
Constraints. There are two constraints on trimming prings to wavelengths. For every node
using a waveguide, (1) every uring of the node should resonate with at most one wavelength
in the waveguide; and (2) every wavelength in the waveguide should be resonant with at
most one pring of the node:

Vra, VYnode, 2w efanl x5y Map(.) <1 (2)
vw"”’ vnOde7 Zrne{modulators in node} ma’p() <1
ZrnG{dctcctors in node } ma’p() <1 (3)

To enforce that modulators and detectors of each node use complementary set of wavelengths
in SWMR and MWSR, we have:

Vnode, Let S = {\’s assigned to node for modulation},
Ywm ¢ S7 Zrne{modulators in node} map() =0 (4)
Vwm € S’ Z'rne{detectors in node} map(') =0 (5)

Those are not needed for MWMR since it does not have this constraint.

Another set of important constraint is on the trimming distance. In this paper, we
assume 0.4nm as the constraint for current injection [22]. For trimming through heating,
the constraint depends on the chip power budget since heating power increases linearly with
trimming distance. A 2nm of wavelength shift requires the temperature of the pring to be
20°C above the ambient temperature [27]. In addition, allowing a wide range of heating
brings challenges to thermal insulation among the urings. Therefore, in this paper, we will
put constraints on trimming distance through current injection and heating, termed “Llimit”
and “Rlimit”, respectively and show in the results the trend of trimming power and network
bandwidth with varying RLimit and the fixed Llimit of 0.4 nm. Hence, the constraints for
trimming distance are:

Vn, VYm, Vnode,
map(.) X (Aact[rn] — wm) < Llimit, if Aece[rn] > wm, (6)
map(.) X (Wm — Aact[rn]) < Rlimit, otherwise. (7)

In addition, the constraint for bandwidth is:
Vnode,
Zrne{Vurings in node},wy, e{all X’s} ma’p() > Bandwidthmin (8)

where Bandwidth,,;,, is reduced incrementally, starting from 100%, during the interactive
search procedure.

This first ILP step is able to dramatically improve the success rate of trimming prings
and the number of usable wavelengths. As will be shown later, the number of usable urings
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improved from 68% in the baseline to 97%, resulting in a bandwidth increase from 59% to
81%. To salvage the remaining bandwidth loss, we now introduce the next step in MinTrim.

3.2 Supplementing urings with Spares

The next simple method is to supplement the existing urings with spares. Having more
prings creates more opportunities for selecting correctable urings, as illustrated in Fig. 3
where pring#1 is supplemented with #2 which is closer to uring#1’s nominal wavelength
A1, under PV. MinTrim will trim pring#2 to A;. The rationale behind this idea is that
when fabricating two urings of the same nominal wavelength instead of one, there is always
a better one for MinTrim to pick. The advantages are again two fold: (1) reduced trimming
power and (2) improved successful trimming; since the puring with less trimming distance
will be selected. Incorporating spare urings in ILP formulas is as simple as increasing the
set of modulators and detectors in Equation (2)-(5), without any further changes.

Ideally After fabrication  Supplement rings MinTrim

[ -
@ 2 O

Fig. 3. Supplementing purings with spares.

apinganem
>

The first question to address is how many spares to provide for a node with N prings and
resonant wavelength Aq, ..., A\y. We do not have to backup every uring because many of them
might already be good enough. Suppose we provide M supplemental prings, M<N. Ideally,
these M prings should be the backups for those with large PVs. Unfortunately these are
not known prior to fabrication and, hence, there are a number of alternatives for assigning
nominal wavelengths to urings. For instance, we can assign N urings to A1, ..., Ay and assign
the remaining M prings to M wavelengths chosen uniformly among A1, ..., Ax. However, this
alternative is likely to benefit only two wavelengths closest to a spare’s resonant wavelength.
Hence, in our experiments, we will explore the following strategies:

(1) The nominal wavelengths of all N+M purings are uniformly distributed across the entire
wavelength spectrum A; ~ Ay, to hopefully generate the best coverage. We term this
strategy Even as shown Fig. 4(a).

(2) Observing that it is more difficult for MinTrim to correct prings on the two ends of
the wavelength spectrum because they can only be trimmed in one direction while
others can be trimmed towards either red or blue, it is also natural to supplement
prings on the two ends with more spares than in the middle. We term this strategy
Double_ends_even middle, or DEEM, meaning that we assign 2R spares with nominal
wavelengths of Ay -+ Ag and Ay_g41 - A, and distribute the remaining M-2R prings
across the spectrum of Ag11 ~ An_g. Fig. 4(b) shows an example of DEEM.

(3) If M = N, then two urings can be assigned to each of Ay --- Ay. We term this strategy
Double as illustrated by Fig. 4(c).

In SWMR optical crossbar architecture, modulators have larger impact on network
bandwidth than receivers. Because losing one modulator results in the bandwidth loss of
all links connected to the local node. Whereas the failure of one receiver only causes the
bandwidth degradation for one link between two nodes. In addition, the modulators is much
less than the receivers at each node. Due to these reasons, adding redundant modulator is
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(c) Double (d) Heating-only

Fig. 4. Different strategies for spare urings placement.

more cost-efficient than supplying spare receivers. Hence, when M > N, we implement a
triple-sender-double-receiver strategy termed as 3S2R that required 4 more modulators per
node per waveguide over Double.

For the optical network adopting the heating-only trimming method, As can only be
trimmed towards red. To improve the possibility of successful wavelength mapping with
heating, we proposed to supply the extra rings at the left side of the spectrum in addition
to the ones inside the spectrum. Fig. 4(d) shows that the ring of resonant wavelength \g
that does not belong to the designated wavelength set are added to optical network. This
strategy could handle the conditions when the red shifts caused by PV can not be corrected
due to the limitation of trimming. Then the supplementary rings with smaller As, e.g. Ag
can be trimmed to the ones inside the spectrum, e.g. A\; with heating. We assumed that K
supplemental prings outside the spectrum range, K<N. The experiment results in section 5
indicate that a small value of K can result in 20% of bandwidth improvement.

The second question relates to the possibility that adding more urings may increase
the power consumption of the network. If N out of N+M urings are selected by MinTrim,
the remaining M prings may cause ~1dB light loss each in the waveguide [14], especially
when a pring is close to a wavelength. For this reason, those M urings should be tuned off,
by bringing their resonance wavelengths to the closest mid-points between two channels.
When a pring is tuned off, it generates ~1e-3dB/1.7e-2dB light loss in the waveguide [40] at
non-neighboring A/neighboring A, respectively, which results in a total of 0.023% or 0.39%
laser power loss. Since off-tuning is done through trimming, this amount of trimming power
overhead is more of a concern. We measured through our experiments that the average
trimming distance for this part is 0.205nm, about A\/4 since the trimming distance is
within [0,A)X/2]. In fact, our experimental results will show that more spare urings lead to
total trimming power (trimming N prings + tuning off M urings) reduction because the
power required to trim one pring by 2nm through heating is equivalent to the power for
tuning off 9 unselected urings. As a result, the DEEM strategy of sparing results in the best
bandwidth, ~90%, with the lowest power requirement, as will be shown in Section 5. Last,
the spare prings do not increase the die area since the waveguides extend across the entire
die and there is plenty of space between urings to accommodate spares.

3.3 Flexible Wavelength Assignment for Network Nodes

To recover the remaining bandwidth, we develop the third step of MinTrim. Observe that in
both SWMR and MWSR, a node (either a modulator in SWMR or a detector in MWSR)
does not use all wavelengths in a waveguide to transmit or receive data. Each node is assigned
N/X wavelengths for transmission (SWMR) or receiving (MWSR), where N is the total
number of wavelengths in a waveguide shared by X network nodes. With perfect fabrication
process, i.e. no PV, it does not matter which N/X wavelengths are assigned to each node.
With PV, however, determining which N/X wavelengths are assigned to a node is crucial
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since a wavelength may not be usable by one node but usable by another. Hence, a node
should be assigned with those N/X wavelengths that are usable by this node. We term this
technique flexible_wavelength_to_node_assignment, or Flexible_assignment.

Ideally After fabrication Fixed A assignment Dynamic A assignment
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Fig. 5. A case for flexible assignment between wavelengths and nodes.

Fig. 5 explains why having a flexible assignment is effective in bandwidth recovery. Nodeg
has two prings: #1 and #2, and Node; has #3 and #4. Due to PV, the resonance wavelengths
of the four urings are drifted as shown in “After fabrication”. When original wavelength-node
assignment is used (“Fixed A assignment”), ILP will search within the local pool of prings to
find ones that can resonate at A1 and Ay. Since pring #2 is drifted beyond correctable range
of current injection, Ay becomes unusable. However, note that the optimum assignment
between these wavelengths and nodes is: (puring) #1— A1, #3— Ao, #2— A3, #4— A\y. With
a fixed wavelength-node assignment, Nodeg cannot use Ay because uring #3 is physically
local to Node;. However, uring #2 is physically local to Nodey, and can resonate at As,
Nodeg can hence use A\; and A3, Node; can use A\ and A4, as shown in the figure.

To achieve flexible assignment between wavelengths and nodes, we extend the ILP formu-
lation with new constraints. First of all, while Equation (2) and (3) still hold, Equation (4)
and (5) cannot be used since the set of modulating wavelengths of each node is no longer
pre-defined. MinTrim needs to search for such set for each node. A new constraint we
establish is that a wavelength can be assigned by at most one node:

YW, Z Z map(.) <1 9)

Vnode r,€{modulators (SWMR) in node} or
rn €{detectors (MWSR) in node}

For detectors in SWMR, their resonant wavelengths should be the union of all modulating
wavelengths of all other nodes. The same principle applies to modulators in MWSR.

LetR = {Vdectecotrs (SWMR)} or {V modulators (MWSR)}

Ywm, Vnode,
> map(l) < 30 > map(.) (10)
rTnER rp#node r, R

Finally, since we have spare urings which can also be applied with flexible assignment, we
define the following constraint to avoid having too many modulators or detectors per node.
Vnode, Z Z map(.) < N/X (11)
rn€R Ywm
As we will show in our results, flexible assignment can recover almost all the remaining lost
bandwidth. Lastly, MWMR does not need this step, so only the first two steps (ILP with
spares) will be sufficient. This is because both modulators and detectors already have the
full bandwidth spectrum to resonate. There is no need to reassign wavelengths among nodes
since every node already has all available wavelengths.

ACM Journal on Emerging Technologies in Computing Systems, Vol. 9, No. 4, Article 39. Publication date:
September 2018.



39:12 Y. Xu et al.

4 MODELING PV OF MICRORINGS

To evaluate the effectiveness of the proposed MinTrim, we first need to model an optical
network subject to PV. The resonant wavelength of a uring is determined by several factors
including material used for waveguide and cladding, waveguide cross-section dimensions,
circumference of the puring, temperature etc. [36, 37]. Especially, for a fixed material and
constant temperature, the wavelength is sensitive to the width and height of the waveg-
uide. The variations of the wavelength is approximately linear to the width variation and
height variation in waveguide. For example, Inm of variation in width and height leads to
0.58~1nm [22, 37, 44] and ~2nm [37] shift in resonance wavelength of the uring respectively.
Due to fabrication imperfection, the variations of critical physical dimensions, such as width,
or height of silicon are inevitable. Hence, to characterize the PV of resonance wavelength of
prings, we will develop a variation model for the physical dimensions of the optical waveguide.
Recent laboratory fabrications of optical devices show that physical dimensions variations
can be classified into die-to-die, or D2D, (a.k.a. inter-die) and within die, or WID (a.k.a.
intra-die) variations [29, 37]. The D2D variation refers to non-uniformity of devices between
dies that are on the same wafers. This is generally caused by the fabrication tool and process
design. The WID variation refers to such non-uniformity between identical devices within
a single die. This is generally caused by die-level processes such as lithography and dry
etch [15, 32]. Within a die, each step of the process may create spatial (systematic) and
random variations in physical dimensions of the waveguide. Since the characteristics of the
variations in optical devices are close to process variations in CMOS devices [6, 24] which
also present D2D, WID including systematic and random variations among transistors, we
adopt VARIUS [35], a PV modeling infrastructure for CMOS technology, based on the
statistic tool R and its package geoR to model both WID and D2D variations.

VARIUS uses Normal (Gaussian) distribution to characterize on-chip process variations.
The key parameters are mean (p), variance (02), and density (¢) of a variable that follows
Normal distribution. Since wavelength variations are approximately linear to dimension
variations of waveguide, we assume they follow the same distribution. The mean (i) of wave-
length variation of a pring is its nominal wavelength. We use a spectrum of 64 wavelengths
in a WDM network starting at 1550nm [29] and a channel spacing of 0.8nm. Hence, those
wavelengths are the means for each uring modeled.

The variance (02) of wavelength variation is determined based on laboratory fabrication
data [29, 37] and our target die size. Since optics are more cost-effective for many-core
CMPs, we choose to model a 64-core chip with die size 400mm? [16, 43]. There are no readily
available variation data for such a die size, and measurements for small die sizes cannot be
directly used because variations in small region is different from those in a large region. In [37],
the standard deviation, o, is 0.15nm for two prings that are only 25um apart, and 0.55nm if
they are 1.7mm apart. The former characterizes the random variations within a die, and the
latter describes systematic variations for a small die, e.g. 2x2mm?. The D2D die variation
in a 200mm wafer is also reported to be 1.08nm. To derive corresponding parameters for a
400mm? die, we first generated 3K dies of 2x2mm? using the above variation parameters:
op2p = 1.08nm, ow p—systematic = 0.55MM, OwD—random = 0.15nm. Then we sort the
dies according to their resulted mean values, and selected 100 (400/4) dies with close mean
values to assemble a large die, 400mm?. This is because previous experiments demonstrated
strong within-die spatial correlations of dimension variations [29, 37]. Hence, the 100 small
dies that are next to each other should be strongly correlated as well. From the assembled
large die, we then derive the WID and D2D variations that are used in our experiments.
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Finally, the density ¢ is a parameter that determines the range of WID spatial correlation.
It is expressed as a fraction of chip’s length in one dimension in VARIUS. As the spatial
correlation of two devices decreases as their distance grows, ¢ is the distance at which the
correlation drops to zero. Typical value for ¢ is 0.5/1.0 and for a large/small die.

WID Variation (nm) | D2D Variation (nm)
small die | large die | small die | large die
PV, | 057 [37] | 0.61 | 108 [37] | L.01
PV, | 0.37 [29] 0.39 1.6 [29] 1.40

Table 1. Two sets of PV parameters. WID variation=+/systematic var.2 4 random var.? [35].

We generated two sets of variation parameters based on two different fabrications results [29,
37], using the same methodology since both of them use small dies (2x2.2mm?) in [29)].
Table 1 compares the published results and our derivation for larger die sizes. As we can see,
when dies size is larger, WID variation increases since some portion of D2D variation is now
WID. Consequently, D2D variation decreases a little since it loses a portion to WID. We
input these two sets of parameters into VARIUS and generated 100 sample dies of 400mm?
each. Each sample contains over one million points indicating the wavelengths of prings.
We then extracted those along the optical waveguide according to the physical layout of
an optical crossbar [2]. The total number of points picked from the samples is equal to the
number of urings. Fig. 6 shows the distribution of resonant wavelength shifts under PV,
and PV,. As we can see, the total effective variance, including both WID and D2D, of PV,
is larger than of PV, so the bell shaped distribution is wider than for PV, meaning that
more shift is present on-die which creates more bandwidth loss.

18 PV, 18 PV,
%15— %15—
£ 12 £ 12 A
g 9 g 94
(7 [
0.6_ ‘ n.s_
- | | 1l |
0 'II'- 0 "lI“'
5 4 -3 -2 -1 0 1 2 3 4 5 5 4 -3 -2 -1 0 1 2 3 4 5
A Shift (nm) A Shift (nm)

Fig. 6. Distribution of resonant wavelength shift for two sets of PV parameters in Table 1.

5 EVALUATIONS AND RESULTS

Fig. 7. An SWMR network architecture used for evaluating MinTrim.

ACM Journal on Emerging Technologies in Computing Systems, Vol. 9, No. 4, Article 39. Publication date:
September 2018.



39:14 Y. Xu et al.

We use an SWMR crossbar, shown in Fig. 7, as an example to demonstrate the effectiveness
of MinTrim, although it is applicable to MWSR and MWMR as elaborated in Section 3.
Our optical network is composed of 4 identical waveguides, each supporting 64 wavelengths
denoted by Ay, ..., Ag4. FEach waveguide is shared by 16 network nodes. Since this is a single
writer architecture, each node is exclusively assigned 4 \’s for transmission. Hence no
contention can occur during a write. Four urings are used as modulators to resonate with
these 4 X’s. Every node can simultaneously read from all other 15 nodes, hence “multiple
readers”, requiring a total of 60 \’s for reception, and 60 urings detectors as shown in the
figure. Therefore, 4K prings in total are used for the SWMR or MWSR crossbar, while
MWMR crossbar require 8K prings if each waveguide also supports 64 wavelengths. However,
the number of wavelengths or waveguide can be reduced considering that wavelength sharing
between different nodes improves its utilization.

The physical layout of the crossbar employed here is a symmetric design as each waveguide
has exactly the same placement of urings next to it. There are asymmetric designs such
letting a subset of network nodes share one waveguide. For example, each node sends data via
16 wavelengths traversed in one specific waveguide instead of 4 wavelengths per waveguide
and the light transmitted in each waveguide can be modulated by urings connected to
different set of nodes. However in such case, the bandwidth loss might be a little less as it is
less likely to have 16 failed rings than 4 ones. Besides simplicity, the reason that we select the
symmetric layout is to show that the proposed solutions are able to recover most of network
bandwidth even the design is vulnerable to PV. In addition, ILP and sparing still apply to
other configurations. Flexible wavelength mapping requires some minor modification, such
as letting four nodes share 64 wavelengths in the waveguide instead of 16 nodes. However, if
the connection of each node is separated by using different bundles of waveguides to obtain
high transmission bandwidth, only ILP and spare can be applied to the optical network.
Later we will show that previous two schemes dominate the contribution of bandwidth
improvement, so we expect that the final bandwidth to still approach 98% because our
baseline configuration has more bandwidth loss than the original settings.

The variations of all urings are generated as described in the previous section. Results
are averaged over 100 sample dies. MinTrim computes solutions using the state-of-the-art
ILP solver 1psolve [4]. The constraints and objective functions in the ILP problem are
formulated using the front-end AMPL language [10].

We use total network bandwidth as a metric to evaluate MinTrim under different settings.
The total network bandwidth is defined as the number of working channels (pair-wise tuned
senders and receivers), summed over all possible sender-receiver pairs of the network. This is
important because under PV, a sender and a receiver must have the same \’s to communicate.
Hence, only the common A’s between the two nodes are counted towards effective bandwidth.
As we can see, to have high total bandwidth, each node must be able to use as many \’s as
possible. Total network bandwidth of a perfect network without PV is 100%, and MinTrim
strives to approach that.

In addition, we measure the power consumption of the network since another major
advantage of MinTrim is power reduction. The power trimming techniques we employ
requires 0.13mw/nm for current injection [1] and 0.24mw/nm for heating [27]. We assume
current injection can correct up to 0.5A\ towards blue [22] for power trimming. For the
design just use heating to keep all urings at a constant temperature [13, 14, 29], no blue
shifts are allowed. For Rlimit (or Rlimit for short), we assume that the chip has certain
power budget that limits this amount and we gradually relax such constraint to see if, using
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MinTrim, a large power budget is necessary to achieve high network bandwidth. Power
measurement includes both the trimming power used to correct pring’s A’s and the power
required to tune-off unused prings, i.e., power overhead.

5.1 Baseline Bandwidth Results

With PV, large amount of urings are off from their nominal resonance A, leading to a
significant bandwidth loss. Assume an optimistic error tolerance of 10% A\, i.e., if the
actual X of a uring is within 10% of the nominal A, the pring can still work. If no trimming
is applied, the average total bandwidth is only 0.6% for both PV; and PV5. In other words,
the network does not work at all. Hence, we adopt power trimming in our baseline, and
first compare two different ways of such trimming: (1) trim the pring to the closest A; and
(2) trim the uring to its nominal A, both under trimming distance constraints. Note that
(1) is different from trimming a pring to a nearby A, as is done in MinTrim, because a
nearby pring may not be the closest one, and searching for a good nearby A requires global
optimization. Trimming to the closest A minimizes trimming power, but does not optimize
bandwidth. The bandwidths after these trimmings are shown in Fig. 8. As we can see, the

Baseline Network Bandwidth

M no_trimming  Hclosest Onominal_0.5 Onominal_1 O nominal_1.5 O nominal_2

Enominal_2.5 B nominal_3 W nominal_3.5 M nominal_4 W unlimited
70%
60% |-
50%
40%
30%
20%
10%

0%

PV1 PV2

Fig. 8. Average baseline network bandwidth comparison. Numbers following nominal_ are Rlimit in unit
of AM.

“closest” bars can recover bandwidth from 0.6% in “no_trimming” to ~42%. The advantages
of “closest” is that it does not require large trimming distance, and has the lowest trimming
power as will be shown in Fig. 13(a). It loses bandwidth when (1) more than one prings
are trimmed to the same )\, so one has to be removed and no spare is available for making
this up; and (2) a sender and a receiver’s urings are trimmed to different \’s, and only the
common \’s can be used for communication. Those two cases can be avoided by trimming the
prings to their nominal A’s, labeled as “nominal Rlimit”. However, the “nominal”s also have
limited capability in bandwidth recovery under tight heating power budget, e.g. below 2AN\.
Progressively better bandwidth can be achieved when we relax Rlimit: 59%~62% for PV,
and PV, respectively with unlimited Rlimit. We will use both “closest” and “nominal_"s in
our later results. Also, although PV, and PV, show noticable X shift distribution (Fig. 6),
the resulting baseline bandwidths differ only slightly. We will show results for PV in the
following discussion for clarity.

5.2 MinTrim Bandwidth Results

First step: ILP. When ILP is applied, great bandwidth improvement can be achieved
immediately, as shown in Fig. 9. The error bars show the minimum and maximum results
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from the 100 samples we experimented with. ILP achieves a bandwidth of 74% and 81% when
Rlimit is 2A\ and unlimited respectively. The reason of this improvement was illustrated
in Fig. 2: ILP can reduce the uncorrectable prings by finding a good nearby A. However,
the improvement diminishes with a larger power budget. This problem can be addressed by
having spare prings as shown below.

Network Bandwidth with ILP
& closest Onominal ZILP
100%
80%
60%
40%
20%
0% : 1 ! ! !
0.5 1 15 2 2.5 3 3.5 4 unlimited
Rlimit (AA)

Fig. 9. Bandwidth comparison among ‘“closest”, “nominal”, and ILP-only.

Second step: Using spare purings. Each node in baseline and ILP only has 64 prings. We
now show the bandwidth results with different number of spare prings, 16, 32, 48, and 64, on
top of the original 64. When the number of spares is less than 64, we use the Even distribution
as introduced in Section 3.2. When there are 64 spares, we applied all three distribution
methods: Even, Double and DEEM. Recall that each node originally has 4 modulators and
60 detectors. With DEEM, we Double the 4 modulators, and 8 detectors (4 on each end of
spectrum), and use Even for the remaining 104 filters. We treat modulators and detectors
separately because they are built differently. As we can see from Fig. 10, having spares

Network Bandwidth with Spares

Onominal alLp Enominal_16spares B nominal_32spares
W nominal_48spares Enominal_64spares even @ nominal_64spares double D nominal_64spares DEEM
100% -
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40%
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Fig. 10. Bandwidth comparison among “nominal”’, ILP and varying amount of sparing with nominal
mapping.

effectively recovers more bandwidth than using “nominal” alone. More spares result in more
improvement. From nominal to having 64 spares using Even, the bandwidth improvements
are 500%~38% when Rlimit increases from 0.5A\ to unlimited. The Double method is more
effective than Even because doubling prings at their nominal A’s have higher chances of
getting a working pring, as indicated by the A shift distribution in Fig. 6. Whereas, in Even,
the nominal \’s are not the 64 channels in the waveguide. Finally, the DEEM method stands
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out as the best one because the urings on the ends of a spectrum are more difficult than in
the middle. So doubling those urings while using Even for middle urings, given the same
number of spares as in Double, achieves the best tradeoff. The bandwidth of DEEM reaches
73%~82% when Rlimit increases from 0.5A\ to unlimited. Fig. 10 also shows that without
additional urings, ILP is able to recover similar amount of bandwidth as the approach of
spare rings under loose trimming constraint(Rlimit > 30).

Third step: Flexible )\ assignment to nodes. To evaluate the effectiveness of the
proposed third scheme, we applied the flexible assignment between \’s and network nodes
to “nominal” and compare it with the other two schemes: ILP and “spare”—64 upspare rings
with DEEM in Fig. 11. Not surprisingly, providing flexibility in A-node assignment generates
more bandwidth than the baseline. As shown in Fig. 11, all the three schemes could improve
the network bandwidth significantly, while having spares performs slightly better than ILP
and flexible mapping. In addition, applying 64 spare urings to ILP can achieve 18%~35%
more bandwidth than using ILP alone. Adding flexible mapping on top of ILP with spares
increases bandwidth by 8%~12%. When Rlimit is 2.5A\, the bandwidth is 98.2%, close
to 98.4% at unlimited Rlimit. Hence, with flexible assignment, having a power budget
corresponding to Rlimit=2.5A\ is sufficiently good. The bandwidth achieved by the strategy
332R does not contribute more bandwidth (only 0.1%) improvement since the flexible A
assignment has already been able to improve the wavelength matching rate of modulators
and no extra spares is necessary. For clarity reason, we didn’t include the result in the figure.
More interestingly, the flexible assignment scheme results in much smaller error range (from
100 samples we generated), meaning that by allowing the nodes to select most suitable \’s,
the success rate of finding an assignment with high bandwidth is increased. This indicates
that MinTrim provides a robust method to salvage network bandwidth under PV.

Network Bandwidth of flexible
Onominal glILp M spares | flexible M [LP+spare @A ILP+spare+flexible

Tl T.Im 1Tt

100%
80%
60%
40%
20%

0%

i

Fig. 11. Bandwidth comparison between fix and flexible wavelength assignment.

0.5 1 1.5 3 3.5 4 unlimited

2 Rlimitmﬁ)5

5.3 Compared to Wrap Around Scheme

Given that the resonance of uring repeats in each free spectral ranges (FSR), the separations
between peaks of wavelength transmissivity, prior works exploited the ring resonance repe-
tition by wrapping around the next resonance for rings [5, 11]. Fig. 12 shows an example
that applying wavelength warp around scheme to improve the successful rate of trimming.
After fabrication, the resonances of ring #1 ~ #4 all shift toward red due to systematic
variation. The resonance of ring #4 in next FSR is drawn with the dotted line, which is
close to \;—the first wavelength inside the spectrum. Ring #4 is trimmed to A; instead of
A4 to meeting trimming constraint. Then Ring #1~ #3 are shifted by one channel. Through
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Fig. 12. A case for wavelength wrap around.
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this way, there are more opportunity to find closer rings to improve bandwidth and reduce
trimming distance.

To evaluate the wrap around scheme, we applied it in addition to our MinTrim design
and observed that the bandwidth improvement is only 0.2% over MinTrim on average. The
reason is that wrap around mainly addresses the systematic variations, whereas ILP and
flexible wavelength mapping in MinTrim can also mitigate this type of PV. Furthermore,
wrap around approach requires delicate design such that the range of wavelength spectrum
should be close to and no larger than the size of FSR. Plus FSR of each ring is different
from each other which makes the design complicated. While MinTrim is able to overcome
PV without the requirement on optical network settings.

5.4 MinTrim Power Consumption Results

The other major advantage of MinTrim is the trimming power reduction due to decreased
total trimming distance. Fig. 13(a) shows the power comparison among different schemes
normalized to baseline schemes “nominal” at Rlimit=0.5A\. For clarity, we do not show all
sparing settings because their results overlap heavily in the figure. As we can see, baseline-
closest requires lowest power among all schemes, but it can only achieve 41.8% of total
bandwidth. MinTrim-ILP at 0.5A\ consumes even lower power (10% lower) than in baseline
while achieving similar bandwidth (42.4%). However, ILP consumes the highest power, and
baseline-nominal is the 2" highest among all when Rlimit increases because they both can
trim more prings at further distances but ILP has higher priority in bandwidth so it trims
more prings at further distances than in baseline. Once we add spare prings, e.g. starting at
16 spares, the power consumption immediately drops at all Rlimits beyond 1.5A\. This is
because solutions can be found with closer urings that help to decrease trimming distance.
However, before 1.5A\, higher power is consumed because again, higher bandwidth is more
important. So MinTrim halts when there is a solution for high bandwidth, even when the
power is higher. Overall, having more than 32 spares consumes about the same power,
with 48-spares being the lowest. For example, A 37%/39% power reduction is observed for
using 48 spares, compared with “nominal” when Rlimit is 3A\/unlimited. Double, DEEM
and flexible assignment do not differ significantly. The conclusion from these results is that
having spares is effective in lowering power and improving bandwidth. Fig. 13(b) shows the
power breakdown for MinTrim, between trimming useful urings (used ring) and tuning-off
unused prings (idle ring), with different number of spares from 0 to 64. The results are
normalized to total trimming power of ILP, i.e. with 0 spares. The trend clearly shows that
although adding spares increases the power for off-tuning unused prings, the amount of active
power for trimming useful prings is greatly reduced, resulting in a large total reduction. Also,
having 64 spares is sufficient because having more spares would slowly increase the total
power because the useful power is stabilizing while the off-tuning power increases steadily.
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Fig. 13. Power analysis of different MinTrim schemes.
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Fig. 14. Probability of losing connectivity between two nodes.

5.5 MinTrim Quality Assessment through Network Connectivity Evaluation

As discussed earlier, MinTrim with flexible A-node assignment is a robust method for
improving network bandwidth because its worst cases (worst solutions due to severe PV in
the 100 generated samples) are much better than using fixed assignment. Since the achieved
bandwidth is still not 100%, another important metric is the probability of completely losing
connectivity between two nodes. That is, no single A is common between the two nodes.
Fig. 14 shows such probability on logarithmic scale. The data are collected through counting
how many such pairs occur in the entire 100 samples, each having 16x15 node pairs. We did
not find any disconnected node pairs in “64-spares-DEEM” and “64-spares-double-flexible”.
Although MinTrim does not guarantee connectivity, our experiments do show that the
probability for the two schemes are very low. The next best scheme is “64-spares-double”
using fixed A-node assignment. The probability of losing one pair is 10™* ~ 1072, The next
batch of schemes have similar probabilities: 1072 ~ 1072, These schemes include those with
spares, ILP, and baseline-closest. Baseline-nominal has the highest disconnection rate, nearly
2 orders of magnitude worse than other schemes. This is because pair-wise disconnection
often occurs in worst PV scenarios. The worst cases for “nominal” is worse than for “closest”
and ILP, as shown in Fig. 9. For example, if all urings of a node drifted too far to be
correctable, “nominal” bails out but “closest” and ILP may still find a solution. In summary,
MinTrim with enough spares and flexible assignment are among the best schemes in terms
of network connectivity.

We illustrate the bandwidth improvement of MinTrim with an randomly selected sample in
Fig. 15 with the X axle being the index of the network node. For a specific node, it may have
different number of wavelengths to communicate with other nodes because the wavelengths
used for transmission might not be available at each receiver node. Hence, Fig. 15 shows the
minimum and maximum connection bandwidth of each network node under baseline design
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Fig. 15. An example to show the maximum and minimum connection bandwidths of each node for
“nominal” and MinTrim, respectively.

and MinTrim, respectively. We can observe that after applying MinTrim, both worst and
best case connection bandwidth is improved and become uniform.

5.6 Heating-only Trimming
Normalized Bandwidth

Nominal Network Bandwidth of Heating-only
Trimming
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Fig. 16. Normalized bandwidth achieved by heating-only trimming.

Since correction ability on blue shift is far less than of red shift [27], many work only use
heating to keep all urings at a constant temperature [13, 14, 29], which should be close to
the peak temperature of the chip to avoid blue shifts. However, it could not alleviate the
red shifts introduced by PV. We measured the normalized network bandwidth achieved by
baseline design, illustrated in Fig. 16 with RLimit being 2A\. Compared to the one allowing
0.5A\ of blue shifts shown in Fig. 8, bandwidth is degraded by 12%. After applying ILP, the
normalized bandwidth reaches 70%. Adding spare rings also helps improve the successful rate
of associating urings and wavelengths, which leads to higher network bandwidth. In Fig. 16,
“ILP+32spares+KL” indicates K extra rings at the left side of the spectrum. We can observe
from the figure, the network bandwidth is close to 100% with only 4 prings, which means
that the asymmetric placement of urings corresponding to imbalanced trimming ability can
effectively mitigate the bandwidth loss. Whereas supplying more rings inside the spectrum
indicated by “ILP-+64spares” can only produce 87% of network bandwidth on average and
flexible wavelength mapping leads 10% more of bandwidth improvement, which is still less
effective than asymmetrical spare ring strategy.

Trimming Power
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Normalized Trimming Power of Heating-only
Trimming

Fig. 17. Normalized trimming power required by heating-only trimming.

Fig. 17 shows the comparisons on the trimming power generated by baseline and MinTrim
under heating-only trimming method at Rlimit=2A\. MinTrim-ILP consumes higher power
than “nominal” since it is able to correct much more prings, which results in larger cumulative
trimming distance. The power consumption immediately drops when spare urings approach is
applied, same as the normal power trimming method. However, power cost increases quickly
with the number of the urings placed at the left side of the spectrum because even adding
one uring might have significant impact on the pring mapping solution generated by ILP.
While supplying prings inside the wavelength spectrum could help reduce both bandwidth
loss and power consumption by 45% and 63% compared to baseline design, respectively.
Overall, all the spare ring strategies can effectively mitigate bandwidth loss. The tradeoftf is
that adding rings inside the spectrum can reduce trimming power significantly but requires
doubling the prings while supplying a couple of rings with resonate wavelengths outside the
spectrum is enough to provide nearly full bandwidth but needs higher trimming power.

6 CONCLUSIONS AND FUTURE WORK

We have shown that PV in optical networks is a serious problem. A network can be paralyzed
by PV due to variations of device dimensions and changes in resonance wavelength of prings.
Current power trimming techniques cannot solve this problem, as shown by our experiments.
Our proposed technique, MinTrim, is shown to be effective in tolerating PV. The key ideas
of MinTrim include using redundancy and allowing flexibility, which are natural approaches
to handling variations. MinTrim improves bandwidth from 59% to 98.4% in the best cases.
We also found that using redundancy is not only effective in improving bandwidth, but also
in reducing power consumption which is a critical factor in optical network. A 39% trimming
power reduction is observed through MinTrim.

Further improvement of MinTrim is possible with advanced optical technologies. For
example, although MinTrim has flexibility in assigning A’s to nodes, further improvement is
possible if the laser source frequency can also be tuned to increase the chance of successful
mapping. For network architectures that do not belong to SWMR, MWSR, or MWMR,
we emphasize that the first two steps of MinTrim, ILP and sparing, can always be applied.
Hence, MinTrim is a general method that can be tailored to a network architecture. Finally,
although MinTrim was proposed to target only the PV problem in this paper, new techniques
based on MinTrim can be developed, with a focus on reducing the computation cost to be
applicable at runtime so that temperature (dynamic) variations are addressed.
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