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Generalization of Zippin’s theorem on perturbing
Banach spaces with separable dual

by

P. Hájek (Praha), Th. Schlumprecht (College Station, TX, and Praha)
and A. Zsák (Cambridge)

Abstract. We generalize a result on Banach spaces with separable dual which was
first shown by Zippin, and was explicitly formulated by Benyamini. We prove that there is
a class of Asplund spaces, which includes all spaces with separable dual, whose members
can be perturbed inside a suitable ambient space to be contained in the space of continuous
functions on a well-founded compact tree.

1. Introduction. In 1977, Zippin [10, Theorem 1.2] proved a result,
which was later reformulated by Benyamini [2] as follows. For a Banach
space X and ε > 0 we denote by Sz(X, ε) the ε-Szlenk index of X whose
definition will be recalled at the end of Section 3.

Theorem 1.1 ([2, p. 27]). Let X be a Banach space with separable dual.
Let ε > 0, and let F be a w∗-closed totally disconnected, (1 − ε)-norming
subset of BX∗, the unit ball of X∗. Then there is a countable ordinal α <
ωSz(X,ε/8)+1, and a subspace Y of C(F ), which is isometrically isomorphic
to C[0, α], such that for every x ∈ X there exists y ∈ Y with ‖iF (x)− y‖ ≤
ε(1 − ε)−1‖iF (x)‖, where iF : X → C(F ) denotes the embedding defined by
iF (x)(f) = f(x) for x ∈ X and f ∈ F .

Our goal is to prove a generalization of this theorem which includes non-
separable Banach spaces; at the same time we provide a more conceptual
proof of Zippin’s result (see Theorem 5.1 and Corollary 5.2).

The paper is organized as follows. In Section 2 we recall the definition of
trees, and introduce the tree topology defined on the set [T ] of all branches
of a tree T . This topology is generated by a basis consisting of clopen sets,
and if T has finitely many roots, [T ] with this topology is compact. Frag-
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mentation indices of topological spaces with respect to a pseudo-metric will
be recalled in Section 3. As a particular example we define the Szlenk index
of a Banach space at the end of Section 3. Section 4 represents the heart of
the proof of our main result (Theorem 4.2), which might be interesting in
its own right. It is shown that if T is a tree and d is a pseudo-metric on [T ]
such that [T ] is fragmentable with respect to d, then for every ε > 0 there
is a subset N of the basis of the topology of [T ] which forms a well-founded
tree with respect to containment so that N (in this case equal to [N ]) with
its tree topology is a quotient of [T ], and for all M ∈ N the d-diameter of
M \

⋃
N(M,N∈N N is smaller than ε. In Section 5 we present and prove the

generalization of Zippin’s theorem.

2. Trees and the tree topology. Let T be a tree, which means that
T is a set with a reflexive partial order denoted by 4 (we also write x ≺ y
⇔ x 4 y and x 6= y), with the property that for each t ∈ T , the set of
predecessors of t,

bt = {s ∈ T : s 4 t},

is finite and linearly ordered. An initial node of T is a minimal element of T ,
i.e., an element t ∈ T for which bt = {t}. If t ∈ T is not an initial node, then
bt \ {t} is not empty and we call its maximum the direct predecessor of t.
A successor of u ∈ T is an element w ∈ T such that u ≺ w, and a direct
successor of u if moreover there is no v ∈ T with u ≺ v ≺ w, in other words
if u is the direct predecessor of w. The set of all direct successors of u is
denoted by Su.

A branch of T is a non-empty, linearly ordered subset of T which is closed
under taking predecessors.

Remark 2.1. If b is a finite branch of T , then there is a unique t ∈ T
such that b = bt = {s ∈ T : s 4 t} (take t to be the maximal element of b).
The infinite branches are maximal linearly ordered subsets of T . Indeed, if
b is infinite, then we can find tj ∈ b, j ∈ N, with t1 ≺ t2 ≺ t3 ≺ · · · (choose
t1 ∈ b arbitrarily, then t2 ∈ b \ bt1 , then t3 ∈ b \ bt2 , etc.). Since b is closed
under taking predecessors, we have

⋃∞
j=1 btj ⊂ b. On the other hand, if for

some t ∈ T \
⋃∞
j=1 btj the set

⋃∞
j=1 btj ∪ {t} were linearly ordered, we would

have t � tj for all j ∈ N, which would contradict the assumption that bt is
finite. It follows that b =

⋃∞
j=1 btj and b is a maximal linearly ordered subset

of T .

We will identify a finite branch b of T with the element t ∈ T such that
b = bt, and hence identify the tree T with the set of all its finite branches. We
call the set of all infinite branches the boundary of T and denote it by ∂T .
If s ∈ T and b ∈ ∂T , we also write s ≺ b if s ∈ b. The set of all branches of
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T is denoted by [T ]. Thus, [T ] = T ∪ ∂T . The tree T is called well-founded
if ∂T = ∅.

We define the ordinal index o(T ) of a well-founded tree T as follows.
For every subset S of T we set S′ = {s ∈ S : s is not maximal in S}. Note
that since T is well-founded, if S is not empty then S′ ( S. Then we set
T (0) = T , and by transfinite induction for any ordinal α we define

T (α) =

{
(T (γ))′ if α = γ + 1 for some γ,⋂
γ<α T

(γ) if α is a limit ordinal.

Since T is assumed to be well-founded, it follows that

o(T ) = min{α ∈ Ord : T (α) = ∅}
exists. Note that since the sets T (α) \ T (α+1), α < o(T ), are non-empty and
pairwise disjoint, it follows that if T is countable, then so is o(T ).

Let T be an arbitrary tree. We define a locally compact topology on [T ]
as follows. For t ∈ T we set

Ut = {b ∈ [T ] : t ∈ b}
and we let the tree topology be generated by the set{

Ut, [T ] \ Ut : t ∈ T
}
.

We call [T ] with its tree topology the tree space of T .
Note that for s, t ∈ T , either Us ⊂ Ut, or Ut ⊂ Us, or Ut∩Us = ∅. Indeed,

using the properties of trees and the definition of branches, it follows that if
s 4 t, then Ut ⊂ Us, if t 4 s, then Us ⊂ Ut, and if s and t are incomparable
then Ut ∩ Us = ∅. Consequently,

B =
{
Ut \

n⋃
j=1

Usj : t ∈ T, n ∈ N0, s1, . . . , sn ∈ St
}
∪ {∅}

is stable under taking finite intersections, and thus is a basis of the tree
topology consisting of clopen sets. We note that for b ∈ ∂T ,

Ub = {Ut : t ∈ b}
is a neighbourhood basis of b, and for a finite branch b = bt,

Ub =
{
Ut \

⋃
s∈F

Us : F ⊂ St finite
}

is a neighbourhood basis of b. In particular, if t has only finitely many direct
successors, then the singleton {bt} is clopen.

Remark 2.2. Branches of T are subsets of T . Thus we can think of the
tree space [T ] as a subset of {0, 1}T . The tree topology of [T ] is simply the
restriction to [T ] of the product topology of {0, 1}T . It is easy to see that
[T ] ∪ {∅} is closed in {0, 1}T . The next result follows.
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Proposition 2.3. [T ] is a locally compact Hausdorff space, and [T ] is
compact if and only if T has finitely many initial nodes.

We shall call a tree T compact if the corresponding tree space [T ] is
compact, i.e., when T has finitely many initial nodes.

We next recall the definition of the Cantor–Bendixson index of a compact
topological space K. For a closed set F ⊂ K we set

d(F ) = {ξ ∈ F : ξ is not an isolated point in F}.

We let d0(K) = K. By transfinite induction we define dα(K) for ordinals α as
follows: dα(K) = d(dγ(K)) if α = γ+1 for some γ, and dα(K) =

⋂
γ<α dγ(K)

if α is a limit ordinal. It follows that there must be an ordinal α0 for which
dα0(K) = dα0+1(K) = dα0+2(K) = · · · , and if in that case dα0(K) = ∅, we
define the Cantor–Bendixson index of K to be

CB(K) = min{α ∈ Ord : dα(K) = ∅} ,

otherwise we set CB(K) =∞.

Now we assume that T is a well-founded tree with finitely many initial
nodes, and we want to compare o(T ) with CB(T ). Since every maximal
element in any subset S of T is isolated in S, we have

(2.1) CB(T ) ≤ o(T ).

It follows from general topology that if K is a non-empty, countable,
compact Hausdorff space, then CB(K) = β + 1 for a countable ordinal β,
and |dβ(K)| = n for some 0 < n < ω, and moreover K is homeomorphic
to the ordinal interval [0, ωβ · n]. Another description of countable compact
spaces is provided by well-founded, countable, compact trees with the tree
topology. More generally, the following holds.

Theorem 2.4. Given a countable, well-founded tree (T,4), there is an
ordinal β ≤ ωo(T ) such that T with its tree topology is homeomorphic to the
ordinal interval [0, β). Conversely, given a countable ordinal β, the interval
[0, β) is homeomorphic to a countable, well-founded tree.

Proof. For the first part, we may assume by adjoining a root if necessary
that T has one initial node. For t ∈ T let α(t) be the ordinal α < o(T ) such
that t ∈ [T ](α) \ [T ](α+1). A routine induction on α(t) shows that for each
t ∈ T there is an ordinal β ≤ ωα(t) and a homeomorphism ϕ : Ut → [0, β]
with ϕ(t) = β. This completes the proof of the first implication. The converse
also follows by induction. As we shall not need the converse, we leave the
details to the reader.

Remarks 2.5. Since for β > 0 the interval [0, β) is compact if and only
if β is a successor ordinal, it follows from Theorem 2.4 that a non-empty,
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countable, well-founded, compact tree T is homeomorphic to [0, β] for some
ordinal β < ωo(T ).

We next give an example of an uncountable compact space that can also
be realized as a tree space. This example will be important later.

Example 2.6. Let D be the Cantor set, i.e., the set D = {0, 1}N en-
dowed with the product topology of the discrete topology on {0, 1}. Denote
by [N], [N]<ω and [N]ω the subsets of N, the finite subsets of N, and the in-
finite subsets of N, respectively. Identifying a subset of N with its indicator
function defines a one-to-one correspondence between [N] and D. Via this
identification, [N] becomes a compact, metrizable space. The topology of [N]
is generated by clopen sets, which we now describe.

For A = {a1, . . . , am} ∈ [N]<ω and B = {b1, b2, . . . } ∈ [N], both sets
written in increasing order, we say that B is an extension of A, or that
A is an initial segment of B, and write A ≺ B, if |B| > m and ai = bi
for i = 1, . . . ,m. The topology of [N] is then generated by the clopen sets
NA = {B ∈ [N] : A 4 B}, A ∈ [N]<ω.

We will now show that the topology on [N], and hence the product topol-
ogy on D, is identical with the tree topology on the branches of a tree.
Indeed, let T = [N]<ω. Extension defines a partial order on T and turns T
into a tree whose only initial node is ∅. It is easy to see that [T ] = [N] and
∂T = [N]ω. Here we identify any A = {a1, a2, . . . } ∈ [N]ω (written in increas-
ing order) with the branch b = {∅}∪{{a1, . . . , an} : n = 1, 2, . . . }. Under the
identification of [T ] with [N], given A ∈ T , the clopen set NA in [N] becomes
the clopen set UA of [T ] as defined for general trees. Thus the topologies
of [N] and [T ] have the same generating sets, and they coincide.

We conclude this section with a well-known result in topology. For the
convenience of the reader we include the proof.

Lemma 2.7. Let K be a compact Hausdorff space, ε > 0, and f1 : K → R
a function such that every point of K has a neighbourhood on which the
oscillation of f1 is at most ε. Then there is a continuous function f : K → R
such that |f(x)− f1(x)| ≤ ε for all x ∈ K.

Proof. By the assumption, the family of open subsets of K on which the
oscillation of f1 is at most ε is an open cover for K, and hence contains a
finite subcover U1, . . . , Un. Let ϕ1, . . . , ϕn be a partition of unity subordinate
to the cover U1, . . . , Un. Thus, each ϕj : K → [0, 1] is a continuous function
with support contained in Uj and such that

∑n
j=1 ϕj(x) = 1 for all x ∈ K.

For each j = 1, . . . , n fix xj ∈ Uj , and define f : K → R by setting f(x) =
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j=1 f1(xj)ϕj(x) for x ∈ K. Then f is continuous and

|f(x)− f1(x)| ≤
n∑
j=1

ϕj(x)|f1(xj)− f1(x)| ≤ ε for all x ∈ K,

as required.

3. Fragmentation indices. In this section we recall some well known
notation and results on fragmentation indices. All of the results below, and
much more, may be found in books on topology and descriptive set theory
(for example [4]). Nevertheless, for better reading, we recall the results we
will need. We also do this because we consider fragmentations of topological
spaces with respect to pseudo-metrics, and not only metrics.

Definition 3.1. Let (X, T ) be a topological space and d(·, ·) a pseudo-
metric on X. We say that (X, T ) is d-fragmentable if for all non-empty
closed subsets F of X and all ε > 0 there is an open set U ⊂ X such that
U ∩ F 6= ∅ and d-diam(U ∩ F ) < ε.

Definition 3.2. Let (X, T ) be a topological space and d(·, ·) a pseudo-
metric on X. For a closed set F ⊂ X and ε > 0 we define the ε-derivative
of F by

F ′ε = F \
⋃
{U ∈ T : d-diam(U ∩ F ) < ε}

= {ξ ∈ F : d-diam(U ∩ F ) ≥ ε for all U ∈ Uξ},

where Uξ is the set of all T -open neighbourhoods of ξ. For every ordinal

α we define the ε-derivative of F of order α, denoted F
(α)
ε , by transfinite

induction: we first set F
(0)
ε = F , and then

F (α)
ε =

{
(F

(γ)
ε )′ε if α = γ + 1 for some γ,⋂
γ<α F

(γ)
ε if α is a limit ordinal.

Let (X, T ) be a topological space, d(·, ·) a pseudo-metric on X, F be

a T -closed subset of X, and ε > 0. First we note that if F
(α)
ε = F

(α+1)
ε ,

then F
(α)
ε = F

(β)
ε for all β > α. It follows that if F

(α)
ε 6= F

(α+1)
ε , then

β 7→ F
(β)
ε \ F (β+1)

ε defines an injection on α into the power set of F , which
is not possible for α sufficiently large. Therefore there must be a minimal
ordinal α0 for which

F (α0)
ε = F (α0+1)

ε = F (α0+2)
ε = · · · .

We set F
(∞)
ε = F

(α0)
ε . If (X, T ) is d-fragmentable, then F

(∞)
ε = ∅.
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We define the ε-fragmentation index of F with respect to d by

Frag(d, F, ε) = Frag(F, ε) =

{
min{β ∈ Ord : F

(β)
ε = ∅} if F

(∞)
ε = ∅,

∞ if not.

Here we consider “∞” to be outside of the class of ordinals. Secondly, we
define the fragmentation index of F with respect to d by

Frag(d, F ) = Frag(F ) = sup
ε>0

Frag(F, ε)

with Frag(F ) =∞ if for some ε > 0 we have Frag(F, ε) =∞.

Remark 3.3. Assume that (X, T ) is d-fragmentable and F ⊂ X is com-

pact. Let ε > 0. If α is a limit ordinal for which F
(γ)
ε 6= ∅ whenever γ < α,

then also F
(α)
ε 6= ∅. Therefore Frag(d, F, ε) will always be a successor ordinal.

If (X, T ) is second countable and d-fragmentable, F is a closed subset

of X and ε > 0, then the fact that F
(β)
ε ( F

(α)
ε for α < β ≤ Frag(F, ε)

and [6, Theorem 6.9] imply that Frag(F, ε) < ω1, where ω1 denotes the first
uncountable ordinal, and thus also Frag(F ) < ω1.

As an important example we consider the Szlenk index of a Banach space,
which we will introduce for general Bananch spaces, not only for separable
ones. We call a Banach space X an Asplund space if every separable subspace
of X has separable dual. This is not Asplund’s original definition [1], but
known to be equivalent to it. The following equivalence is stated in [5] and
gathers the results from [1,7,8]. For a separable space, this is a consequence
of the Baire Category Theorem.

Theorem 3.4 ([5, Theorem 11.8, p. 486]). Let (X, ‖·‖) be a Banach
space. Then the following assertions are equivalent:

(i) X is an Asplund space.
(ii) BX∗ with the w∗-topology is ‖·‖-fragmentable.

Here ‖·‖ = ‖·‖X∗ denotes the dual norm on X∗, and ‖·‖-fragmentable means
d-fragmentable, where d is the induced metric defined by d(x∗, y∗) = ‖x∗−y∗‖
for x∗, y∗ ∈ X∗.

Assume that X is an arbitrary Banach space. For a w∗-closed subset F
of BX∗ and ε > 0 we denote the ε-fragmentation index of F with respect
to ‖·‖X∗ by Sz(F, ε) and call it the ε-Szlenk index of F . The Szlenk index
of F is Sz(F ) = supε>0 Sz(F, ε). The ε-Szlenk index of X is then defined
to be Sz(BX∗ , ε) and denoted by Sz(X, ε), and the Szlenk index of X is
Sz(X) = supε>0 Sz(X, ε) = Sz(BX∗). Note that by Theorem 3.4 above, X is
an Asplund space if and only if all these indices are ordinal numbers.

Remark 3.5. Let K be a compact topological space. By identifying an
element of K with the corresponding Dirac measure, we can think of K
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as a compact subset of BC(K)∗ which 1-norms the elements of C(K). It
is then easy to see that CB(K) = Sz(K, ε) = Sz(K) for all 0 < ε < 2.
Hence CB(K) = Sz(K) ≤ Sz(C(K)). In general it is not true that Sz(K) =
Sz(C(K)). Nevertheless, in [9, Theorem C] for the case of separable dual,
and in [3, Theorem 1.1] for the general case, it was shown that if X is a
Banach space and B ⊂ BX∗ is compact and 1-norming for X, then

(3.1) Sz(X) = min{ωα : ωα ≥ Sz(B)}

if X is an Asplund space, and Sz(X) = Sz(B) =∞ otherwise.

4. Fragmentation of [T ]. Throughout this section we fix a tree T
and a pseudo-metric d(·, ·) on its tree space [T ] which, we recall, is the set
of all branches of T equipped with the tree topology. We assume that T is
compact, i.e., it has finitely many initial nodes, or equivalently the tree space
[T ] is compact. We also assume that [T ] is d-fragmentable. This situation
arises in the following important example which we will use later.

Example 4.1. Consider the space C([T ]) of continuous functions on [T ]
for our compact tree T . Let X be a closed subspace of C([T ]) and assume
that X is an Asplund space. For b1, b2 ∈ [T ] set

d(b1, b2) = sup
x∈BX

|x(b1)− x(b2)|.

Then d(·, ·) is a pseudo-metric on [T ] and the map sending b ∈ [T ] to the
Dirac measure at b restricted to X is an isometry of ([T ], d) into (BX∗ , ‖·‖).
It follows from Theorem 3.4 above that [T ] is d-fragmentable.

We now fix an ε > 0, and let η be the ordinal such that Frag(d, [T ], ε) =

η + 1. We abbreviate [T ](α) = [T ]
(α)
ε for α ∈ Ord. Let B be the family of

basic open subsets of [T ], i.e., sets of the form N = Ut \
⋃
s∈F Us, where

t ∈ T and F is a finite (possibly empty) subset of St. Note that t and F are
uniquely determined by N . Indeed, t is the least element of N , and then F
is the complement in St of the set of minimal elements of N \ {t}. We say
N is of type I if F = ∅; otherwise it is of type II. Note that B is partially
ordered by containment: M 4 N if and only if M ⊇ N . However, in general,
B is not a tree. The following theorem is the main result of this section.

Theorem 4.2. Let T , d, ε, η and B be as above. Then there exists a
subset N of B which is a well-founded tree under containment such that

d-diam
(
M \

⋃
N∈SM

N
)
< ε

for each M ∈ N (where, as before, SM denotes the set of direct successors
of M in the tree (N ,⊃)), and the ordinal index o(N ) of N satisfies o(N ) ≤
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λ + 2n + 2, where η = λ + n, λ is a limit ordinal and n < ω. Moreover,⋃
N = [T ], and N has finitely many initial nodes.

Proof. For b ∈ [T ] let α(b) be the ordinal α ≤ η such that b ∈
[T ](α) \ [T ](α+1). Then b has a neighbourhood whose intersection with [T ](α)

has d-diameter less than ε. If there exists a type I neighbourhood of b with
that property (which is the case if b ∈ ∂T ), then there exists a least s ∈ b
such that d-diam(Us∩[T ](α)) < ε, and in this case we set Nb = Us. Otherwise
b is necessarily a finite branch bt for some t ∈ T and d-diam(Ut∩ [T ](α)) ≥ ε.
In this case there is a minimal (with respect to inclusion), finite, non-
empty subset F of St such that d-diam((Ut \

⋃
s∈F Us) ∩ [T ](α)) < ε. Note

that F is not necessarily unique; we simply choose one such F and set
Nb = Ut \

⋃
s∈F Us. We do this for every b ∈ [T ] and set N = {Nb : b ∈ [T ]}.

For N ∈ N we let α(N) = α(b) where b ∈ [T ] is such that N = Nb. Note
that this definition does not depend on the choice of b. Indeed,

α(N) = max{β ≤ η : N ∩ [T ](β) 6= ∅}(4.1)

= min{β : d-diam(N ∩ [T ](β)) < ε}.

We now prove two simple facts. Recall that we identify t ∈ T with the finite
branch bt. So we will sometimes write Nt instead of Nbt .

Lemma 4.3. Let M1,M2 ∈ N . Then either M1 ⊂ M2 or M1 ⊃ M2 or
M1 ∩M2 = ∅.

Proof. First note that if N ∈ N is of type II, and thus of the form
N = Ut \

⋃
s∈F Us for a unique t ∈ T and finite, non-empty F ⊂ St, then

for b ∈ [T ] we have N = Nb if and only if b = bt. It follows that if N1

and N2 in N are both of type II and of the form N1 = Ut \
⋃
s∈F1

Us and
N2 = Ut \

⋃
s∈F2

Us, then N1 = Nbt = N2.

For each i = 1, 2, choose ti ∈ T and finite Fi ⊂ Sti such that Mi =
Uti \

⋃
s∈Fi

Us (where the Fi could be empty, and thus Mi be of type I). If
t1 and t2 are incomparable, then M1 ∩M2 ⊂ Ut1 ∩ Ut2 = ∅. If t1 = t2 and
one of F1 and F2 is empty, then M1 ⊂M2 or M1 ⊃M2. If t1 = t2 and both
F1 and F2 are non-empty, then M1 and M2 are type II neighbourhoods, and
hence, by the remark at the beginning of the proof, b = bt1 = bt2 is the
unique branch such that M1 = M2 = Nb.

Finally, assume that t1 and t2 are comparable and distinct. We may
without loss of generality assume that t1 ≺ t2. Let s be the unique direct
successor of t1 with s 4 t2. Then either s ∈ F1, and thus M1 ∩M2 = ∅, or
s /∈ F1, and then M1 ⊃M2.

Before the next lemma, we observe the following consequence of (4.1):
If M,N ∈ N and M ⊃ N , then α(M) ≥ α(N).
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Lemma 4.4. Let M,N ∈ N . Assume that M ) N and α(M) = α(N).
Then M is of type II and N is of type I.

Proof. Set α = α(M) = α(N), and choose branches b, c ∈ [T ] such that
M = Nb and N = Nc.

Assume for a contradiction that M is of type I. Then M = Ut for some
t ∈ b, and so d-diam(Ut ∩ [T ](α)) < ε. Since M ⊃ N , we have t ∈ c, and
thus by the definition of Nc, we have Nc = Us with s = min{r ∈ c :
d-diam(Ur ∩ [T ]α) < ε}. But this implies that s = t and we must have
M = Ut = N , which is a contradiction.

Thus b is a finite branch bt, say, and M = Ut \
⋃
s∈F Us for some non-

empty, finite set F ⊂ St. Since M ) N , there must be an s ∈ St \ F such
that c ∈ Us. Since Us ⊂ M , it follows that d-diam(Us ∩ [T ](α)) < ε. Hence
N = Us, and so N is of type I.

We shall make use of the following consequence of Lemma 4.4: Given
M,N,P ∈ N , if M ) N ) P , then α(M) > α(P ).

Continuation of the proof of Theorem 4.2. It follows from Lemma 4.3
that for M ∈ N the set bM = {N ∈ N : N ⊃M} is linearly ordered. Write
M as M = Ut \

⋃
s∈F Us with t ∈ T and F ⊂ St finite. To see that bM

is finite, observe that if N1 ) N2 in N with Ni = Uti \
⋃
s∈Fi

Us for some
ti ∈ T and finite Fi ⊂ Sti (i = 1, 2), then either t1 ≺ t2, or t1 = t2 and
F1 = ∅ 6= F2. This shows that the cardinality of bM is at most twice the
cardinality of the set of predecessors of t, and thus N is a tree.

We next verify that N is well-founded. Assume that there is an infinite
sequence N1 ) N2 ) · · · in N . By (4.1), we have α(N1) ≥ α(N2) ≥ · · · ,
and hence this sequence of ordinals is eventually constant. Lemma 4.4 shows
that this is not possible.

We will now prove the stated upper bound on o(N ). Fix a limit ordinal
α and assume that

(4.2) N (α) ⊂ {N ∈ N : α(N) ≥ α}.

We show by induction that N (α+2m) ⊂ {N ∈ N : α(N) ≥ α + m} for all
m < ω. The base case m = 0 is our assumption. Now let M ∈ N (α+2m+2).
Then M ) N ) P for some N ∈ N (α+2m+1) and P ∈ N (α+2m). By the
induction hypothesis we have α(P ) ≥ α+m, and hence, by Lemma 4.4, we
have α(M) ≥ α +m+ 1. It remains to show that (4.2) in fact holds for all
limit ordinals α. This can be done by an easy induction argument. When
α = β+ω for a limit ordinal β, we use the previous fact about finite ordinals
to obtain
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N (α) =
⋂
m<ω

N (β+2m) ⊂
⋂
m<ω

{N ∈ N : α(N) ≥ β +m}

= {N ∈ N : α(N) ≥ α}.

If α = sup I, where I is the set of limit ordinals strictly smaller than α, then

N (α) =
⋂
γ∈I
N (γ) ⊂

⋂
γ∈I
{N ∈ N : α(N) ≥ γ} = {N ∈ N : α(N) ≥ α}.

We next establish the statement concerning d-diameters. Fix M ∈ N
and let α = α(M). If b ∈ M \ [T ](α), then α(b) < α. Thus α(Nb) < α(M),
and since Nb ∩ M contains b, we must have Nb ( M using Lemma 4.3
and (4.1). It follows that b ∈ N for some N ∈ SM . We have prove that
M \

⋃
N∈SM

N ⊂M ∩ [T ](α), which shows that d-diam(M \
⋃
N∈SM

N) < ε.

For the “moreover” part observe that b ∈ Nb for all b ∈ [T ], and thus
[T ] =

⋃
N . Since [T ] is assumed to be compact, there is a finite cover of [T ]

by some elements N1, . . . , Nk of N . By Lemma 4.3, there can be at most k
initial nodes of N .

Lemma 4.5. Let N be defined as in the proof of Theorem 4.2. For M ∈ N
set M̃ = M \

⋃
N∈SM

N . Then the sets M̃ for all M ∈ N , are pairwise

disjoint, and for each b ∈ [T ] there is an M ∈ N such that b ∈ M̃ . Thus

{M̃ : M ∈ N} is a partition of [T ].

Proof. Let M,N ∈ N with M̃ 6= Ñ . If M ∩N = ∅, then it is clear that
M̃ ∩ Ñ = ∅. Thus, by Lemma 4.3, we may assume that N (M . Since N is
a tree, this means that there is an M ′ ∈ SM with N ⊂M ′, which yields our
first claim.

Since [T ] =
⋃
N , and since N is a well-founded tree, there is a smallest

(with respect to inclusion) M ∈ N such that b ∈M . This means that b /∈ N
for any N ∈ SM , which implies our second claim.

By Lemma 4.5 we can define a map q : [T ] → N by letting q(b) be the

unique M ∈ N such that b ∈ M̃ .

Proposition 4.6. The map q : [T ] → N defined above is onto. The
quotient topology on N induced by q coincides with the tree topology of N .

Proof. Let M ∈ N . We need to show that M̃ 6= ∅. Choose b ∈ [T ] with
M = Nb, and set α = α(b) = α(M). Let N ∈ SM . Then α(N) ≤ α by (4.1).
If α(N) < α, then N is disjoint from [T ](α), and hence b /∈ N . If α(N) = α,
then M is of type II and N is of type I by Lemma 4.4. It follows that b = bt
for some t ∈ T , and N ⊂ Us for some s ∈ St. But this means that t 6∈ Us,
and thus again b = bt /∈ N . This shows that b ∈ M̃ , and so M = q(b) is in
the image of q.
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We next observe that q is continuous when N is given the tree topology.
Indeed, fix M ∈ N and b ∈ [T ], and set N = q(b). Then b ∈ M if and only
if M ⊃ N . Thus the inverse image under q of the basic clopen set UM (in
the tree topology of (N ,⊃), i.e., UM = {N ∈ N : N ⊂ M}) in N is the
clopen subset M of [T ]. Hence the quotient topology of N is finer than the
tree topology. Since the quotient topology is compact and the tree topology
is Hausdorff, the two topologies coincide, as claimed.

5. Zippin’s theorem. We now present our main result.

Theorem 5.1. Let X be an Asplund space, let (T,4) be a tree with
finitely many initial nodes, and let i : X → C([T ]) be an isometric embed-
ding. Then for all ε > 0 there exist a well-founded, compact tree S with
o(S) < Sz(X, ε/2) +ω and an isometric copy Y of C(S) in C([T ]) such that
for all x ∈ X there exists y ∈ Y with ‖i(x)− y‖ ≤ ε‖x‖.

Proof. Consider the pseudo-metric d on [T ] defined as follows:

d(b, c) = sup
x∈BX

|i(x)(b)− i(x)(c)|, b, c ∈ [T ].

We identify b ∈ [T ] with its Dirac measure δb. Note that the dual map i∗

sends [T ] onto a w∗-closed, 1-norming subset of BX∗ , and

‖i∗(δb)− i∗(δc)‖X∗ = sup
x∈BX

|i(x)(b)− i(x)(c)| = d(b, c) for all b, c ∈ [T ].

Fix ε > 0. It follows from above that the ε/2-fragmentation index of [T ] with
respect to d is equal to Sz(i∗([T ]), ε/2) ≤ Sz(X, ε/2). (See Example 4.1.)

Theorem 4.2, applied to ε/2, provides us with a well-founded, compact
tree N of basic clopen subsets of [T ] with o(N ) < Frag(d, [T ], ε/2) + ω =
Sz(i∗([T ]), ε/2) + ω ≤ Sz(X, ε/2) + ω such that

d-diam
(
M \

⋃
N∈SM

N
)
< ε/2

for all M ∈ N . By Proposition 4.6, we also have a quotient map q : [T ]→ N
which is continuous with respect to the tree topologies of [T ] and N . Thus,
we have an isometric embedding q∗ : C(N ) → C([T ]) given by f 7→ f ◦ q.
Let Y be the image of q∗. We will now show that Y is ε-close to i(X), which
will prove the theorem with S = N .

Let x ∈ BX and g = i(x). Then g is a continuous function on [T ] whose

oscillation on M̃ = M \
⋃
N∈SM

N is less than ε/2 for all M ∈ N . Indeed,

for all M ∈ N and all b, c ∈ M̃ , we have

|g(b)− g(c)| = |i(x)(b)− i(x)(c)| ≤ d(b, c) < ε/2.

For eachM ∈ N fix xM ∈ M̃ and set f1(M) = g(xM ). This defines a function
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f1 : N → R. We will now show that f1 is not far from being continuous, and
hence it is not far from a continuous function.

Fix M ∈ N . Since the oscillation of g on M̃ is smaller than ε/2, we have

{(b, c) ∈M ×M : |g(b)− g(c)| ≥ ε/2} ⊂
⋃

N∈SM

(M ×N ∪N ×M),

and thus by compactness of the left-hand set, there is a finite set FM ⊂ SM
such that

{(b, c) ∈M ×M : |g(b)− g(c)| ≥ ε/2} ⊂
⋃

N∈FM

(M ×N ∪N ×M),

and hence

(5.1) |g(b)− g(c)| < ε/2 for all b, c ∈M \
⋃

N∈FM

N.

Since for P ∈ N , if P ∈ UM \
⋃
N∈FM

UN , then xP ∈ P̃ ⊂M \
⋃
N∈FM

N , it
follows from (5.1) above that for all P,Q ∈ UM \

⋃
N∈FM

UN , we have

|f1(P )− f1(Q)| = |g(xP )− g(xQ)| < ε/2.

We have shown that in the compact space N every point has a neigh-
bourhood on which the oscillation of f1 is at most ε/2. An application of
Lemma 2.7 now yields a continuous function f : N → R which is ε/2-close
to f1. We complete the proof by showing that y = q∗(f) is ε-close to g = i(x).

Indeed, given b ∈ [T ], for M = q(b) we have b, xM ∈ M̃ , and hence

|y(b)− g(b)| = |f(M)− g(b)| ≤ |f(M)− f1(M)|+ |g(xM )− g(b)| ≤ ε,
as required.

From Theorem 5.1 we can deduce Zippin’s theorem. Recall that D de-
notes the Cantor set.

Corollary 5.2. Let X be a Banach space with separable dual and
i : X → C(D) an isometric embedding (which always exists). Then for all
ε > 0 there is a countable ordinal α < ωSz(X,ε/2)+ω and a subspace Y of
C(D) isometric to C[0, α] such that for all x ∈ X there exists y ∈ Y with
‖i(x)− y‖ ≤ ε‖x‖.

Proof. Since X is separable, we can think of it as a subspace of C(D). As
explained in Example 2.6, D can be seen as the set of all branches of a tree
T endowed with the tree topology. Applying now Theorem 5.1, we obtain a
well-founded, compact tree S with ordinal index o(S) < Sz(X, ε/2) +ω and
an isometric copy Y of C(S) in C(D) such that for all x ∈ X there exists
y ∈ Y with ‖i(x)−y‖ ≤ ε‖x‖. It follows from the proof of Theorem 5.1 that
S is a subset of the basis B of D consisting of clopen sets, so in particular S
is countable. By Theorem 2.4 and Remark 2.5, there is a countable ordinal



182 P. Hájek et al.

α such that S is homeomorphic to [0, α], and moreover

α < ωo(S) < ωSz(X,ε/2)+ω,

as claimed.

Remark 5.3. Compared to Theorem 1.1, here we have a fixed ambient
space C(D) that works for all spaces with separable dual. The bound on α is
essentially the same in both statements. Choosing ordinals η, λ, n such that
Sz(X, ε/2) = η+ 1, η = λ+n, λ is a limit and n < ω, a careful inspection of
the application of Theorem 4.2 in the proof of Theorem 5.1 actually yields
the bound α < ωSz(X,ε/2)+n+1. Of course, Sz(X, ε/8) ≥ Sz(X, ε/2).

We note the following corollary of Theorem 5.1.

Corollary 5.4. Let T be a tree with finitely many initial nodes. If T
is well-founded, then C(T ) is an Asplund space. Conversely, if C([T ]) is an
Asplund space, then there is a well-founded, compact tree S homeomorphic
to [T ].

Proof. Assume that T is well-founded. It follows that the ordinal index
o(T ) of T exists. As explained in Remark 3.5, we can identify each t ∈ T
with the Dirac measure δt, and hence view T as a w∗-closed, 1-norming
subset of BC(T )∗ . Since ‖δs − δt‖ = 2 for s 6= t in T , it follows from (2.1)
for 0 < ε < 2 that Sz(T ) = Sz(T, ε) = CB(T ) ≤ o(T ). Thus, in particular,
Sz(T ) 6=∞, and hence it follows from (3.1) that C(T ) is Asplund.

Now assume that C([T ]) is Asplund. Then we apply Theorem 5.1 to
X = C([T ]) ⊂ C([T ]) and ε = 1/2 and find a well-founded, compact tree S
and a closed subspace Y of C([T ]) as in the statement of the theorem. Since
now every element of C([T ]) has to be close to an element of Y , it follows
that Y = C([T ]). Since Y is isometric to C(S), the Banach–Stone theorem
implies that [T ] is homeomorphic to S.
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