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Modélisation Mathématique et Analyse Numérique

CONVERGENCE OF A HOMOTOPY FINITE ELEMENT METHOD FOR
COMPUTING STEADY STATES OF BURGERS’ EQUATION

WENRUI HAO! AND YONG YANG?

Abstract. In this paper, the convergence of a homotopy method (1.1) for solving the steady state
problem of Burgers’ equation is considered. When v is fixed, we prove that the solution of (1.1)
converges to the unique steady state solution as € — 0, which is independent of the initial conditions.
Numerical examples are presented to confirm this conclusion by using the continuous finite element
method. In contrast, when v = ¢ — 0, numerically we show that steady state solutions obtained by
(1.1) indeed depend on initial conditions.

1991 Mathematics Subject Classification. 58B05, 66M12, 65MG60.

July 18, 2018.

1. INTRODUCTION

Studies of steady state problems for hyperbolic equations have been focused on time marching of the original
problem. The argument behind time marching is that for a steady state problem, the transient components in
the flow field will gradually decay as time tends towards infinity. Clearly, time marching can provide a physical
path for propagating boundary information mildly into the whole flow field, especially at the initial stage of
a simulation. However, the starting Courant-Friedrichs-Lewy condition (CFL) number and the strategy to
advance it might vary in practical applications. Especially for stiff low problems, e.g., high Reynolds number
turbulent flow, high-speed flow with shocks, etc., a desired convergence may not be achieved when time marching
is used. This can dramatically hinder the application of these time marching numerical methods in industrial
design processes.

Homotopy continuation, which has been widely adopted in Numerical Algebraic Geometry (NAG) (e.g.,
Bates et al. [3], Sommese and Wampler [24]) and bifurcation analysis (Hao et al. [10]), provides an alternative
way for solving nonlinear systems governing fluid flow. Recently the homotopy method has been developed to
compute steady states of hyperbolic conservation laws which has been a major research and application area
of computational mathematics in the last few decades. In Hao et al. [12], a homotopy continuation method
coupled with some numerical techniques from NAG has demonstrated that the homotopy continuation approach
is efficient to handle singular systems and can also be used to find multiple steady states. In Hicken and Zingg
[15], Hicken et al. [16], a homotopy continuation algorithm, constructed based on a dissipation operator, has
been designed as a general globalization method for a Newton-Krylov external aerodynamic flow solver. It is
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more efficient than time marching methods in some cases, especially inviscid flows, but is not competitive for
turbulent flows.

Although homotopy continuation algorithms based on predictor-corrector methods can be easily implemented
Hao et al. [10, 11, 13, 14], the convergence of numerical solution to the entropy solution by using the homotopy
continuation setup is unclear. In this paper, we will use the homotopy continuation method to explore the
steady state problem of the 1D Burgers’ equation. In particular, we will study the following problem:

(“;2) - u] (1 €) + Aelue — o) = 0, (1.1)

)

and pay more attention to the behavior of the weak solution u.(z) as € — 0 and v — 0. Since u.(z) depends
on both ¢ and z, we use the subscript (,z) to denote the derivative with respect to . In (1.1), the vanishing
viscosity method is introduced to obtain the unique entropy solution and v is the artificial viscosity coefficient.
The parameter A in (1.1) is a constant quantity introduced to balance the physical dimension. Here the initial
condition ug is related to the 1D Burgers’ equation:

ug + (“72)1 =g(z), =€Q=]a,b
u(0,2) = do(x), (1.2)
u(t,a) = u(t,b) = 0.

The initial condition wug(x) should be consistent with two boundary conditions, ug(a) = ug(b) = 0, in the sense
that they are both of inflow type at a and b for all ¢ > 0. In other words, the data is entering the domain along
the characteristic curves through two endpoints a and b; see e.g., Bardos et al. [2], Strub and Bayen [25] and
references therein. Furthermore, g(x) is chosen so that the steady state problem is well-posed. In particular,
this paper will consider

g(x) :=sinzcosx, wg(x):=pFsinz, S (-1,1)and Q=][0,n], (1.3)

which is studied in Salas et al. [23]. Here [, g = 0 makes the problem conservative [, u(t,z) = [, uo(x) for all
t>0.
In this paper we will study u.(z) as a weak solution of (1.1), which is defined as u € H}(Q) satisfying

—(1- e)(u2/2,v’z)—(1 —€)(g,0) + (1 —€)v(u gz, vy) + Ae(u — uo,v) =0, Wwe H&(Q)

Here we use (-,-) as the usual inner product of the Hilbert space L?(2). For the steady state problem for the
1D Burgers’ equation, there are two kinds of behavior of the steady state solution for the vanishing viscosity
method u; +uu ; = Vg, as shown in Hopf [17]: the behavior as t — oo while v stays constant and the behavior
while v — 0. In the present paper, we will show that there are also two kinds of behavior of the limit solution
of our homotopy continuation setup (1.1): the behavior as ¢ — 0 while v stays constant and the behavior while
v=c¢c—0.

For the case of v being kept constant, based on the energy estimate, first we will study the uniqueness of
the solution uc(x) for a fixed € and the initial condition ug in §2.1. The independence of u.(z) on the initial
condition as € — 0 is considered in §2.2, while the convergence for the given initial condition as ¢ — 0 is shown
in §2.3. Based on the fixed point theorem, we will show the existence (and uniqueness) of the solution u.(x) for
a fixed € and the initial condition ug in §2.4.

For the case v = ¢ — 0, we will study it numerically. It is known that Burgers’ equation can be solved
by many numerical methods such as finite volume methods (e.g. Lax [20], Leer [21], Nessyahu and Tadmor
[22]) and finite element methods (e.g. Guermond and Nazarov [6], Guermond and Popov [7], Guermond et al.
[8, 9]). In the present paper, we choose the continuous finite element method to solve the homotopy continuation
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setup (1.1). The implementation can fully illustrate those two kinds of behavior of the steady state solutions and
show the consistency between our homotopy continuation setup (1.1) and the vanishing viscosity setup in Hopf
[17] when v is fixed or v = € — 0. When v stays a constant, Kreiss and Kreiss [19] show the independence of
the steady state solution on the initial condition for the vanishing viscosity setup. Similarly, we will show the
independence for the homotopy continuation setup (1.1) as € — 0.

The paper is organized as follows. In Section 2, we show some results of the behavior as ¢ — 0 while v stays
constant, including the existence and uniqueness of the solution wu.(z,ug), the existence of the limit as e — 0
and the independence of the limit as € — 0 on the initial condition. In Section 3, we use the continuous finite
element and Newton’s iteration methods to implement the homotopy continuation algorithm (1.1) and show
that the numerical method is convergent and conservative. In Section 4, numerical tests are used to confirm
two kinds of solution behaviors.

2. CONVERGENCE ANALYSIS OF HOMOTOPY CONTINUATION METHOD

To highlight the possible dependence of the weak solution of (1.1) on € and ug, we use the notation ue(x, up).
In this section, we assume that v is a positive constant, and will show that the solution u.(x, ug) changes from ug
to the steady state of the viscous Burgers’ equation, as € changes from 1 to 0 in (2.5). More precise requirements
on v will be presented in different statements. We will denote the L?(2) norm by || - || and the L>°(£2) norm by

2.1. Uniqueness of u.(x,u)

Lemma 2.1. The solution u. ,(x,uo) of (1.1) satisfies the following a priori estimates

2
c e c
< P < o =p
[ue(@, wo)ll < —Hlgll + lluoll and [[uez(z, uo)ll < 4/ i 6)Vllltoll + gl

where ¢, is the constant in Poincaré inequality i.e., ||[v|| < cpl|v.|, Vv € H ().

Proof. Testing (1.1) with u(z,ug), one gets

a-of (““;”) )= (1-9) [ oo

+1/(1fe)/ \ueyz(x,u0)|2+/\e/ e (2, ug)|? :)\e/ ue(, ug)ug.
Q Q

Q

The Dirichlet boundary condition implies that

) )

which follows that

u(l—e)/ﬂ|u€,$(x,u0)| +>\6/9|u6(1‘,U())| :)\e/ﬂue(%uo)uo—l—(l—6)/Qg(gc)ue(m,uo). (2.1)
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Using Poincaré inequality ||v]| < ¢pl|v ||, we have

(1- 6)/99(1”)%(%”0) < (1= llgllluc(z, uo)ll

(I—¢) (I1-ew
< (1~ lgllue o) < L L e2gl? + 1 ) 2
From (2.1), we obtain
2
(1= e)Vllue.o (@, uo) |* + Aelluc(w, uo)[[* < Aefluo||* + (1 =€)~ g]*,

which implies that

e 2

2 o 2 Pz,
i) < 2l + S ]
Moreover, since (1 —€) [ g(x)uc(z,u0) < cp(1 — €)||g]l[|tie,z(, uo)||, from (2.1), we have
Ae Ae
(1 = )llte,o (, wo)l| (l|tte,o (, wo) | = epllgll) + - llue(w, uo)|I* < - fluol*.
Considering the following two cases
o if [[ue.a (@, uo)ll = Elgll, then [juc(z, uo)ll < [luol,
2
o if fJues(a,u0)| < Ellgll, then [Juc(z,uo)ll < %2 |gl,
2
we conclude that||u.(z,ug)| < %"Hg” + luo]|- O
Lemma 2.2. The solution uc(x,ug) of (1.1) satisfies the following L () estimate
_ e _ c
(@, uo)lloo < 1172 |luoll + 1212 | = lluoll + (1Q172¢, + [Q1"/*) 2| g]|. (2.2)

(1—¢e v

Proof. Choose p € ) such that
Jue(p, uo)| < 12|72 Juc(, wo)|-
Since
ue(x’u()) - ue(pa uO) = / ué,l‘(x7u0) S ‘Q|1/2”ue,m(xau0)”a
P
we have
(@, wo)lloo < Q172 [uc(z, uo) || + Q1 |[te (2, uo) |-

By Lemma 2.1, we get (2.2). O

Lemma 2.3. Let uc(x,u;) be solutions of (1.1) corresponding to two different initial conditions u;,i = 0,1. If
v satisfies

2¢p||ue(z, uo)|loo < v, (2.3)
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then
(1 = evll(uc(w, ur) = ue(w, o)) ol + Aellue(w, u1) — ue(@, uo)||* < Aellus — uol|*.
Proof. Since u(x,u;) are solutions of (1.1) under the initial condition u;, we have
(ue(x,ui)2> B
_ —9(x) = VU go(z,u) | (1 —€) + AMue(z,u;) —u)e =0,
x

2

)

and then

(ue(x, u)® = ue(x,ug)’

5 ) -V (Ue,zz(l’, Ul) - ue,ma:(x7 ’LL())) (1 - 6)

+ Ae(ue(z,ur) — ue(z,up)) = Ae(ur — ).
Denoting w(z) := uc(x, u1) — ue(x, ug), we have

[Ue (@, U)W g + WU 5 (T, Up) — VWes|(1 — €) + Aew = Ae(uq — up).

Taking w as a test function, we obtain that

(1=0) [ fuelou)ww, + vt ()] + (0= [ P [ ol = e [ o =)

Since ue(x, up)|an = 0, it follows that
(I—¢) / [w = ue(z, uo)Jww 5 + (1 — e)u/ lw .| + )\6/ lw|* = )\e/ w(ug — ug).
Q Q Q Q

Since [, w?w , =0, we have

(1- e)l// |w . |* + /\E/ lw|?* = )\e/ w(uy —ug) + (1 — e)/ Ue (2, U ) WW 4,
Q Q Q Q
which implies that
A€ pY
(1= [ ol + 5 [ ol < e - wl? + (1= Olucle,w)l [ ww
Q 2 Ja 2 Q
e 9
< 5 llus = uol” + (1 = €)l|ue(z, uo) ool wlll|w,z |
e 9 9
< 5 llus = uol” + (1 = )epllue(@, uo) o llw oI

Therefore, we obtain

[+ Aellwl® < Aellur — uol|.

2(1 = ) (v = cplluc(z, uo)loo) [0,
Under the condition (2.3), we have
(1= eplwal® + Aellwl® < Xellur — uol|*.

which completes the proof.
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Corollary 2.3.1. For fized 0 < € < 1 and given initial condition ug, if v satisfies the condition (2.3), then the
solution uc(z,ug) of the nonlinear problem (1.1) is unique in H} ().

2.2. Uniqueness as € — 0

In this subsection, we will show that the limit of u.(x,ug) is independent of the initial condition ug.

Theorem 2.4. Let u.(x,u;) be the solution of (1.1) corresponding to two different initial conditions u;,i =0, 1.
Assuming ug = 0, and if v is large enough such that

210072, + 21V lgll < v*, (2.4)
then
[ue(z, u1) — ue(z,uo = 0)| () —e—0 0.
Proof. By Lemma 2.2 we have

2c?
26y (w0 = 0)Joe < (1277, + |21/ =L g]] < v,

under the condition (2.4). Therefore v satisfies the condition (2.3). Applying Lemma 2.3, it follows that
(1 = | (we(z, ur) = ues (@, uo))|I* < Aellur — uoll*.

As € — 0, since v is independent of ¢, it follows ||(ue(x, 1) — teo(z, uo))|| = 0. Considering the homogeneous
Dirichlet boundary condition and Poincaré inequality, it completes the proof. O

Remark 2.5. It seems that the condition (2.4) is not strong enough to guarantee the uniqueness of ue(x,uq)
by just using Lemma 2.3 or Corollary 2.3.1 by noticing that the condition (2.3) involves ug and not uy. The
sharpness of the condition (2.4) will be investigated in the future. However, one can choose a bigger v to
guarantee the uniqueness of uc(x,u1) as stated in the following theorem.

Theorem 2.6. Let a; := |Q|~'/2|ju;]|,b; := |Q|'/? (1’\766)Hui|| ,i=0,1and c:= (|1Q72¢c, + 19]"?)c, 9]l

Assuming that a; is the largest positive solution of the equation a;x + b/ +c¢c = %, if v > max{ap, a1}, then
P

ue(z,u1) = ue(z,u0) in Hi(Q) as e — 0.

Proof. By Lemma 2.2, we have

1 1 1 1 i+ biy/ay
2¢p||ue(, ui)||oo < 2¢p[a; +bi—= +c—] < 2¢pla; +bi——= +c—] = 2Cpa @i 0iyaite <a; <v,
|y , ,

N4 Vo Qy o

which implies that the condition (2.3) is true for both ug and u;. Therefore, the uniqueness of u.(x,ug) and
ue(x,uq) is guaranteed. Furthermore, by Lemma 2.3, we obtain that

(1= el (ue(w, ur) = uea(w, uo))|I* < Aellus — uol*.

As € — 0, since v is independent of ¢, it follows ||(ue(®, u1) — e (2, up))|| — 0. Considering the homogeneous
Dirichlet boundary condition and Poincaré inequality, it completes the proof. O
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2.3. Convergence as ¢ — (
Let u* € H}(Q) be the solution of the vanishing viscosity method

(“;) —g(x) = vu gy =0,
xr

s

u(a) = u(b) = 0.

(2.5)

For any v > 0, the existence and uniqueness of u* is followed by Theorem 2.2 in Kreiss and Kreiss [19]. In this

section, we will show that the solution u¢(x,ug) of the homotopy problem (1.1) converges to u* as € — 0.

Lemma 2.7. Let uc(z,up) € HE(Q) be the solution of (1.1) with the initial condition ug. If v is a fived positive

constant and satisfies (2.3), then ue(z,ug) — u* in H}(Q) as e — 0.

Proof. Since u(x,up) is the solution of (1.1) with the initial condition wug, namely,

(ue(z,zuo)> — g(x) = VUe gz (x,u0) | (1 —€) + A[ue(z, up) — ugle =0,

we have

(ue(x, up)® — u*(z)?
2

) — U (Ue,gz (T, u0) — usy ()| (1 — €) + Aeue(x,ug) = Aeug.

By denoting w(z) := uc(z,up) — u*(x), (2.6) is rewritten as
[te (@, up)w & + W™ (x) & — VWwes](1 — €) + Neue(x, up) = Aeug.

Taking w as a test function, we deduce that

(1—6)/0(ue(m,uo)ww,x-i-wQu*(az)@) +(1—e)y/ﬂ|w7w|2—|—/\€/9wu€(x,uo) :)\e/ﬂwuo.

Considering the boundary condition u.(z, up)|sq = 0, it follows that

(1=0) [ (2w =uew)wws+ (1= v [ o+ [ wile.u) = xe [ .

Since [, w*w , = 0, we have

(1—6)1// |w,x|2+)\6/ lw|? =/\e/ wu0—|—(1—e)/ Ue (T, Up)WW 4 —)\e/ wu™.
Q Q o Q Q

Using Poincaré inequality we have

(1— /Quﬁ(x,uo)ww,w < (1—6)Hus(x,uo)||oo/ﬂ|ww7l.

< (1 = &)[|ue(@, uo) || ool |wl|||w,z

and therefore

2(1 = )llwal*(v = epllue(@, uo)llo) + Aeflw]| < 2Xefluo| + 2Xe||u*|].

| < ep(1 = ©)lluc(z, uo)l|sollw,z |I*
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Since v satisfies the condition (2.3), it implies that
(1= plwall® + Aellwll < 2xelluoll + 2Ae]ju"]|.

Since v is independent of €, as € — 0, it follows that ||w .|| — 0. By Poincaré inequality, we conclude that
ue(z,up) — u* in H}(Q) as e — 0. O

Remark 2.8. To get a sufficient condition on v to make it satisfy the condition (2.3), one can use Lemma 2.2
in the analogy of Theorem 2.6 and conclude that v can be chosen as the largest positive oot of the equation

2 . — € — .
apr+bo/T+c = 3 with ag := Q)72 |uol|, bo := |Q*/? (1’\_6) ol and ¢ := (|Q|=2¢, +|Q|Y?)c,lgll, which

has at least one positive root for x by the Mean-Value Theorem.

2.4. Existence (and uniqueness) of u(z,u)

2

)

Lemma 2.9. If u € H}(Q) solves the equation <ﬁ> = g(x) + vuga(2), then |lu gl < Z|g|.

Proof. Since
2
[+(2) [
a \2/, Q Q

v / el < Nollllal < cpllglllee]

which implies [Ju || < || O

we have

Theorem 2.10. If v satisfies

Q7 2¢, + /2 —0127 gll + 2X¢ —ci + <Y 2.7
H | Cp ‘ | ]V || || 1—e ||9|| ||UOH =5 ( . )
and € satisfies

e<—2 (2.8)
2\c2 +v

then there exists a solution to the homotopy problem (1.1).

Proof. Define a nonlinear operator A : u — v. Here v is the unique solution of

(”22) - g(z) + 1)‘_€€(u —ug) + V()

s

C2
guaranteed by Theorem 2.2 in Kreiss and Kreiss [19]. Define the set D := {u € HZ(Q2) : |lu|| < 27”||g|| + [Jugl| }-
2X\ec
i

2
Since v > 5—2 by (2.8), applying Lemma 2.9 for any u € D we have

2 2 e 2 2

c C & 1 C
ol < epllval < Llgll + L=l + Juol) < Llgll + 5l + uoll) < =gl + Juol
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which implies that AD C D. Next we will show that the operator A is a strict contraction mapping on D when
(2.7) and (2.8) hold. For uj,us € D, define v; = A(uy) and vy = A(uz). It follows that

2 _ 2 A
(v1 . Uz) ) =7 fe(ul —ug) + v(v1 — V2) gz

Introducing w := v; — v and testing with w, we have

A€
/Q(vlww’m +w?vg ) + V/Q lw . |? = - /Q(ul — up)w.

Since

/(vlww@. + wQUg,l.) = / (v1 — 2v)ww 5 = /(w — V)WW ;= —/ VoWW g,
Q Q Q Q

we have

9 Ae A€
v |we|"= 1 (ur —uz)w + [ vaww, < lur — uz||[|wl]] + Jva|oolw]| [|w ||
Q —€Jo Q 1

— €
A
s — s fw,s

|+ cpllvaloolw.o 1.

IN

Similar to the inequality (2.2), using Lemma 2.9 and the definition of D, we have

_ c pYa
< (1917 2¢, + |Q|1/2)7p|\g + 1 (w2 —uo)]

loalle < 19172 02l + 1912 [[v2,6

| < (1917 2¢, + 1921%) vz,

e

— C
< (90726, + 1902 2 (gl + 7= lluz = wol )

2xe [
lgll +—— | =gl + [Juoll | | -
1—e\v

@
< (10172, + [/1/2) 2

Under the condition (2.7), we obtain c,||vs||cc < %, and therefore

2)ec 2)ec?
ol < 22y~ < Py, — ).

2
It follows that the map A is a strict contraction mapping on D since v > inp by (2.8). By Lemma 2.1 and

the Banach’s fixed point theorem (see e.g. Evans [5]), there exists a unique solution of (1.1). O
Remark 2.11. Applying the condition (2.8) into (2.7), one can simplify the condition (2.7) as

14
Sfa

_ 2c2
19207 2¢, + 9/ [;’ngn +lluoll| <2

or equivalently

19172, + 1902] [luoll + \/43llgll + lluol2] < v.
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Remark 2.12. For large enough v satisfying (2.7) which depends on ||g|| and |luo||, the above theorem shows

that the problem (1.1) has a unique solution for any smaller enough € satisfying (2.8). For the case € = 1, the

problem (1.1) s trivial and has the unique solution uc(z) = ug(x). In contrast, for the case € € (5551, 1), we
P

need other techniques to prove the existence. However, this theorem is strong enough for our study since we are
interested in the case e — 0.

3. FINITE ELEMENT IMPLEMENTATION OF HOMOTOPY CONTINUATION METHOD

3.1. Finite element implementation

We will use the continuous finite element method, see e.g. Ern and Guermond [4], to solve (1.1): For m € N,
let {x;};c{0:m+1} be a sequence of equidistributed points in Q. By denoting I; := [x;, 2;41] and h := ||, we
have Q = U™ ,I;. The mesh is defined as T}, := {Ii}icfo:m}, and I:= [0, 1] is the reference element. The affine
geometric transformation is denoted by 77, : 7I— I; such that Ty,(Z) = z;(1 — T) + Za;41. We will use

Vi :={vn € Co(Q) | vp(a) =vi(b) = 0,v,0T1 € Py, VI € Ty, },

where P, is the polynomial space with order x. Note that the Dirichlet boundary condition is enforced explicitly
in the definition of V}, . The finite element method seeks a uy, € V}, .. such that

—(1- e)(ui/2,v@) —(I—=¢€)(g,v) + (1 —€v(ung,vz) + Xe(un — u® ,v) =0 (3.1)

for any v € V}, ,;, where u? is assumed to be the L? projection of ug in Vh.i. The existence of the solution up,

can be shown in the analogy with Theorem 2.10.
Assuming that { ¢; : 4 =0,--- , N } is a basis of V}, x, and denoting u), = Zij\io U;é; and v® = Z?Lo Uldi, it
follows that U := [Up, --- ,Uy] € R¥*! satisfies
®(Uy, - ,Un) =0, (3.2)
where ® = [®g,--- ,®y]T and

2

&, (Ug,--+,Uyn)i=—(1—¢€)= / ZU ?; ¢z‘,m—(1—e)/ﬂg¢>i

N N
_ . . 7709y 4 b
+a e)y;}/ﬂUm,z@,ﬁAe;/ﬁ(UJ U0,

We will use Newton’s method to solve the nonlinear system (3.2) iteratively. It means that the sequence

UMl .= U* 4 6U% ¢ RVH! (3.3)
is used to approximate the solution of (3.2), where U* = [UF,- - ,U]’f,] € RN*! and 6U* € RN*! satisfies
®(UR)OU" = —®(U"). (3.4)

Since

0%, al
U ; (Uk) —(1—e¢ /Q (Z Ulk¢l> ¢jPin+ (1— E)V/Q Pja iz + /\€/Q¢j¢i7 (3.5)
J

=0
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the problem (3.4) is equivalent to finding du* := Zio 6U]’?¢j € Vj, ;. such that

0%,
au;

(1 — ks, k. _ k 4. k.

(1 e)/ﬂu u"di»+ (1 e)u/ﬂéu,qul’m—i—)\e/ﬂtsu i

1 k(o2 - 1 E . E 0\,

= (1 E)Q/QU () @i+ (1 6)/Qg¢z (1 G)V/Qu,x@,:r )‘E/Q(u u’)p;  (3.6)

(UF)SUF = —&;(U*)

or

for any i € {0,---, N}, where u* 21 o USd; € Vi

3.2. Convergence of Newton’s iteration (3.3)

From (3.5), we have
D®(U*) = —(1 — ) A + (1 — €)uS + e,

where A, S and M are matrices in RVFTUX(NV+D) with j-th entry defined by [, u*¢; .05, [, ¢iwhj, and
fQ ¢:¢;, respectively. The matrix M is called mass matrix in general.

Note that D®(U) is continuous at any U € RN+ since Ay, is linear with respect to U and other two terms
do not depend on U. We will show that the matrix D®(U) is non-singular at U € RV*1! for large enough v.
For V € RN*! from (3.5), we have

VID®U)V = 1—€/<ZUl¢l> ZVj¢j (ZVi@‘@)

N

+a-av | > Vi (Zwm)He/ gvm (ZV@). (37)

Jj=

Introducing v := ), _, Vi¢; we can rewrite (3.7) as

VT DBV = —(1 e)/ wvy + (1 — e)l// v a2 + )\e/ o2, (3.8)
Q Q Q
N
Lemma 3.1. For given e € [0,1],v > 0,A >0 and u = ZUiqﬁi, if
i=0
v > 2¢p||uf oo, (3.9)
then
1
VID®(U)V > — min {”,Acp} fmin| V2, YV € RVFL (3.10)
Cp 2¢,
where U = [Uy, -+ ,Un] € RY*L and pimin is the minimum eigenvalue of the mass matriz M. In particular, the

matric D®(U) is invertible.
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Proof. Since

/Q v g < lulloolol o2l

from (3.8) we have
VIDRU)V = (1= ¢)lvall(vllvell = [ullsllvl) + Aellv]?

. . v 1
> min {[|v || (v[[02]| = [[uflcol|v[]); Allv[|*} > min {c - IIUIloo,Acp} ;Hvll2
P

P

1 1
> — min {Ql;p,)\cp} VIMV > — min {;;),Aq;} foanin| V%,

Cp Cp
which completes the proof of (3.10) and implies the invertibility of D®(U) since it holds for any V € RN*1. 0O

Combining (3.9) and Lemma 2.2, we get the convergence of Newton’s method when v is large enough.
Specifically, we have the following result.

Theorem 3.2. If v satisfies the following inequality

2 1/2|uO||+|Q|”2F ol + (19172, + 101%) gl < 5~

then Theorem 2.2 in Izmailov and Solodov [18] holds. In particular, the Newton’s method (3.3) starting from
any point close enough to u* converges to u* and the rate of convergence is quadratic.

3.3. Weak conservation

For each h := W‘H_ll, because of the convergence of Newton’s method, there is a solution u,, = Zz o Unm,i®: €

Vi, of the nonlinear equation (3.1). We will show that w,, satisfies the following weak conservation.

Theorem 3.3. For fized €,v, let uy, be the solution of (3.1) for given h. Assume that u,, converges to u, the
classical solution of (1.1), in L*(Q). Then we have

lim um:/uo.

Proof. Since u,, converges to u in Hg(£2), we have

|/ s — / ul < / tgn — 1] < [t — |22 = 0
Q Q Q

as m — 0o. Since u is the classical steady state solution of (1.1) by assumption, it satisfies fQ u = fQ g, which
completes the proof.

In the above theorem, the weak solution u of (1.1) has to be regular enough, at least a C? function, to
become a classical solution. However, instead of this C? requirement, a weak local requirement at the two end
points suffices to get the same result, as follows.

Theorem 3.4. For fized €, v, assume u,, converges to some function u in H}(Q), and u,, converges tou also in
C1(Op) and C1(O,), where Oy and Oy are open neighborhoods of the two end points. Assume u(0) = u(m) =0

and u 5 (0) = u (7). Then we have
lim / Uy, = / Ug.
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Proof. Let us consider the case k =1, i.e., V} 1 is the function space of piecewise linear functions vanishing at

two end points with A := % Since Uy, € V4,1 is the solution of (3.1) by Newton’s method, it satisfies

—(1- e)(ufn/Q,v@) —(1=€¢)(g,v) + (1 — v(umz,v,z) + Ae(tp — uo,v) =0, YveV,.

Choosing v = ¢; and taking a sum over ¢ = 0,--- , NV, since ZiV:O ¢i =1—¢p_1—Pny1 with ¢_1(z) = (1-F)1p,
and ¢y 41(x) = F5= 1y, , we have

=95 [ un@6o+ 0= 03 [ an@Pova—(1-0) [ g+0-9 [ g0+ 0= [ gows
—(1—6)1//9umymgb,lym—(l—e)y/ﬂum,md)NH’x—i—)\e/Q(um—uo)—)\e/Q(um—uo)qb,l—)\e/Q(um—uo)ngH =0

As m — oo, since ¢p_1, = —%, Iy = [0,h] and u,, — u in C*(Oy), there exists &, € (0,h) such that
Jo um(2)?¢-12 = —uZ,(&m) — —u?(0) = 0. Likewise, we have [, um(2)*dni1,0 = 0, [ Umd—1 = gum(h) =
0, [qumdns1 = 0, [qUumab_12 — —uz(0) and [ UmodNt1,2 — Ug(m). Since uz(m) = uz(0) in our

assumption, it follows that
—(l—e)/g—|—/\e lim (/um—/uo)z().
Q m=o0 \Jq Q

Since [, g = 0, we conclude that limy, o o, wm = [, uo for fixed € and v. O

4. NUMERICAL RESULTS

Two numerical tests for the problem (1.3) are presented in this section. In the first test, we confirm the
results proved in Section 2, namely, the independence of the limit solution of uc(x,ug) on the initial condition
ug as € — 0. In contrast, the second test shows that the limit solution of u.(x, ug) indeed depends on the initial
condition ug when v = ¢ — 0. The method (3.3) is implemented by using the deal.Il library by Bangerth et al.
[1]. All results shown here are obtained by using the piecewise linear finite element method, i.e., K = 1. Other
high-order finite element methods, e.g., k = 2,3, have also been tested and produce similar results.

4.1. Test 1

As shown in Kreiss and Kreiss [19, Theorem 2.2], for any fixed v > 0, the steady state solution is unique
with only one shock at z, = 7 and is independent on 3. This is also true for the homotopy method (1.1)
when v is large enough (see Theorems 2.4 and 2.6). We verify this conclusion numerically by choosing different
B =0.5,0.25,—0.25, —0.5. The convergence of numerical solutions of the homotopy problem (1.1) for different
initial conditions is shown in Figure 1. We choose v = 0.1 and € = 0.1x27%,i = 0,--- ,8. The stopping tolerance
for Newton’s method is 1078 in the L' norm. The independence of the limit solution of the homotopy problem
(1.1) on the initial condition is shown in Figure 2. The L' error of the solution corresponding to different 3 is
shown to converge to zero as € — 0.

4.2. Test 2
When v = 0, the steady state problem of (1.2) becomes

2 .
(“7) =sinzcosz, z€ N =1][0,7]
T

u(0,z) = Bsinx (4.1)
u(t,0) =u(t,m) =0,
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FIGURE 1. The numerical solutions of (1.1) for different 8 with fixed v = 0.1. 8 = 0.5 (upper
left); 8 = 0.25 (upper right), 5 = —0.25 (lower left) and 8 = —0.5 (lower right).

for 8 € (—1,1). In Salas et al. [23, Theorem 2 and its Corollary], the only reachable steady state solution is
u(z) = 1y<yp, sine — 1,5, sinz where the entropy condition is satisfied and

_— m—sin"t\/1—-p52, ifB>0, (4.2)
" )sinTty/1-p62, ifg<o. '

To confirm this conclusion, a single limit is used in the homotopy problem (1.1) by setting v = e. As shown
in Figure 3 the solutions for different 5 have the shock locations exactly as (4.2). The dependence on the initial
condition can be seen from the conservation property of the method (3.3) as shown in Theorem 3.3. Since (4.1)
is a singular system, the homotopy problem becomes ill-conditioned when v = ¢ — 0. Numerically, we can only

compute up to ¥ = € = 0.00625 for xk = 1 and v = € = 0.003125 for x = 3. In order to handle this singularity,
one remedy is to use the Cauchy endgame algorithm in Hao et al. [12].
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0.1
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= 0.01
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L —o— 0.5
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107 10° 10° 10" 10° 0.01 0.1

€

FIGURE 2. The L! error of solutions corresponding to different 3 v.s. ¢ when v = 0.1. Note
that ug is independent of 3.

5. CONCLUSION

In this paper, we have studied the convergence of the homotopy continuation approach based on the contin-
uous finite element method for computing steady state solutions of 1D Burgers’ equation. We have proved the
existence and uniqueness of the solution of the homotopy problem (1.1) and have also proved the independence
of the limit solution as e — 0 on the initial condition when v is large enough. We have presented a finite element
implementation of the homotopy problem (1.1) and shown the convergence of Newton’s iteration method. These
results for fixed v are verified by numerical computations. As v = € — 0, the numerical results show that the
steady state solution indeed depends on the initial condition. In the future, we will explore further details of
the convergence of the homotopy continuation method in these two cases and consider the two dimensional
Burgers’ equation as well as other hyperbolic systems.
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