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ABSTRACT
Age of information (AoI) is a recently proposed metric for measur-

ing information freshness. AoI measures the time that elapsed since

the last received update was generated. We consider the problem

of minimizing average and peak AoI in wireless networks under

general interference constraints. When fresh information is always

available for transmission, we show that a stationary scheduling

policy is peak age optimal. We also prove that this policy achieves

average age that is within a factor of two of the optimal average age.

In the case where fresh information is not always available, and

packet/information generation rate has to be controlled along with

scheduling links for transmission, we prove an important separation
principle: the optimal scheduling policy can be designed assuming

fresh information, and independently, the packet generation rate

control can be done by ignoring interference. Peak and average

AoI for discrete time G/Ber/1 queue is analyzed for the �rst time,

which may be of independent interest.
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1 INTRODUCTION
Exchanging status updates, in a timely fashion, is an important

functionality in many network se�ings. In unmanned aerial vehic-

ular (UAV) networks, exchanging position, velocity, and control

information in real time is critical to safety and collision avoid-

ance [1, 24]. In internet of things (IoT) and cyber-physical systems,

information updates need to be sent to a common ground station in

a timely fashion for be�er system performance [18]. In cellular net-

works, timely feedback of the link state information to the mobile

nodes, by the base station, is necessary to perform opportunistic

scheduling and rate adaptation [7, 22].

Traditional performance measures, such as delay or throughput,

are inadequate to measure the timeliness of the updates, because

delay or throughput are packet centric measures that fail to capture
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Figure 1: Time evolution of age, Ae (t), of a link e. Times ti
and t

′
i are instances of ith packet generation and reception,

respectively. Given the de�nitionGe (t
′
i ) , ti , the age is reset

to t
′
i −Ge (t

′
i ) + 1 when the ith packet is received.

the timeliness of the information from an application perspective.

For example, a packet containing stale information is of li�le value

even if it is delivered promptly by the network. In contrast, a packet

containing freshly updated information may be of much greater

value to the application, even if it is slightly delayed.

A new measure, called Age of Information (AoI), was proposed

in [14, 15] that measures the time that elapsed since the last re-

ceived update was generated. Figure 1 shows evolution of AoI for a

destination node as a function of time. �e AoI, upon reception of

a new update packet, drops to the time elapsed since generation of

this packet, and grows linearly otherwise. AoI being a destination-

node centric measure, rather than a packet centric measure like

throughput or delay, is more appropriate to measure timeliness of

updates.

In [14], AoI was �rst studied for a vehicular network using

simulations. Nodes generated fresh update packets periodically at a

certain rate, which were queued at the MAC layer �rst-in-�rst-out

(FIFO) queue for transmission. An optimal packet generation rate

was observed that minimized age. It was further observed that

the age could be improved by controlling the MAC layer queue,

namely, by limiting the bu�er size or by changing the queueing

discipline to last-in-�rst-out (LIFO). However, the MAC layer queue

may not be controllable in practice. �is lead to several works on

AoI under di�ering assumptions on the ability to control the MAC

layer queue.

Since [14], age of information has mostly been analyzed for a

single link case, by modeling the link as a queue. Age for M/M/1,

M/D/1, and D/M/1 queues, under FIFO service, was analyzed in [15]

while multiclass M/G/1 and G/G/1 queues, under FIFO service, were

studied in [11]. Age for a M/M/∞ was analyzed in [13], which

studied the impact of out-of-order delivery of packets on age, while

the e�ect of packet errors or packet drops on age was studied in [3].
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Age for LIFO queues was analyzed under various arrival and service

time distributions in [4, 17, 21].

Many of the applications where age is an important metric in-

volve wireless networks, and interference constraints are one of the

primary limitations to system performance. However, theoretical

understanding of age of information under interference constraints

has received li�le a�ention thus far. In [9], the problem of sched-

uling �nite number of update packets under physical interference

constraint for age minimization was shown to be NP-hard. Age for

a broadcast network, where only a single link can be activated at

any time, was studied in [10, 12], and preliminary analysis of age

for a slo�ed ALOHA-like random access was done in [16].

In this paper, we consider the problem of minimizing age of

information in wireless networks under general interference con-

straints, and time-varying links. We consider average age, which is

the time average of the age curve in Figure 1, and peak age, which

is the average of all the peaks in the age curve in Figure 1, as the

metric of performance. We obtain simple scheduling policies that

are optimal, or nearly optimal.

We consider two types of sources: active sources and bu�ered
sources. Active sources can generate a new update packet for every

transmission, i.e., fresh information is always available for trans-

mission. Bu�ered sources, on the other hand, can only control the

rate of packet generation, while the generated packets are bu�ered

in the MAC layer FIFO queue for transmission.

For a network with active sources, we show that a stationary

scheduling policy, in which links are activated according to a sta-

tionary probability distribution, is peak age optimal. We also show

that this policy achieves average age that is within factor of two of

the optimal average age. We prove that this optimal policy can be

obtained as a solution to a convex optimization problem.

For a networkwith bu�ered sources that generate update packets

according to a Bernoulli process of a certain rate, we design a rate

control and scheduling policy to minimizes age. We show that if

rate control is performed assuming that there is no other link in

the network, and scheduling is done in the same way as in the

active source case, then this is close to the optimal age achieved

by jointly minimizing over stationary scheduling policies and rate

control. �is separation principle provides an useful insight towards

the design of age optimal policies, as scheduling and rate control

are typically done at di�erent layers of the protocol stack.

Peak and average age for the discrete time FIFO G/Ber/1 queue

is analyzed for the �rst time, which may be of independent interest.

Due to space constraints, some of the proofs are relegated to our

technical report [28]. Several extensions of this work are to appear

in [23, 26, 27]. In [26], we derive distributed policies for age mini-

mization, while in [27] and [23] we propose age-based and a virtual

queue based policy for age minimization. �e case of multi-hop

�ows was considered in [25].

�e rest of this paper is organized as follows: We describe the

system model in Section 2. Age minimization for active sources is

considered in Section 3, where we also characterize the stationary

policy that minimizes peak age under a general interference model.

Age minimization for bu�ered sources is discussed in Section 4.

Numerical results are presented in Section 5, and we conclude in

Section 6.

2 SYSTEM MODEL
We consider a wireless communication network as a graph G =
(V ,E), where V is the set of nodes and E is the set of communica-

tion links between the nodes in the network. Time is slo�ed and

the duration of each slot is normalized to unity. Due to wireless

interference constraints, not all links can be activated simultane-

ously [20]. We call a setm ⊂ E to be a feasible activation set if all
links inm can be activated simultaneously without interference,

and denote by A the collection of all feasible activation sets. We

call this the general interference model.
A non-interfering transmission over link e does not always suc-

ceed due to channel errors. We let Re (t) ∈ {1, 0} denote the channel
error process for link e , where Re (t) = 1 if a non-interfering trans-

mission over link e succeeds and Re (t) = 0 otherwise. We assume

Re (t) to be independent across links, and i.i.d. across time with

γe = P [Re (t) = 1] > 0, for all e ∈ E. We assume that the channel

error process Re (t) is not observable by the source nodes, but the

channel success probabilities γe are known, or can be measured

separately.

We consider two types of sources, namely, active source and

bu�ered source. An active source can generate a new update packet

at the beginning of each slot for transmission, while discarding

old update packets that were not transmi�ed. �us, for an active

source, a transmi�ed packet always contains fresh information.

Packets generated by a bu�ered source, on the other hand, get

queued before transmission, and may contain ‘stale’ information.

�e source cannot control this FIFO queue, and thus, the update

packets have to incur queueing delay. A bu�ered source, however,

can control the packet generation rate.

�e ageAe (t) of a link e evolves as shown in Figure 1. When the

link e is activated successfully in a slot, the age of link e is reduced
to the time elapsed since the generation of the delivered packet.

Ae (t) grows linearly in absence of any communication over e . �is

evolution can be simply described as

Ae (t + 1) =
{
t −Ge (t) + 1 if e is activated at t
Ae (t) + 1 if e is not activated at t

, (1)

whereGe (t) is the generation time of the packet delivered over link

e at time t . In the active source case, for example, Ge (t) = t since a
new update packet is made available at the beginning of each slot.

�us, in this case, the age of link e is equal to the time elapsed since

an update packet was transmi�ed over it, i.e., the last activation of

link e .
We de�ne two metrics to measure long term age performance

over a network of interfering links. �e weighted average age, given
by,

Aave = lim sup

T→∞

1

T

T∑
t=1

∑
e ∈E

weAe (t), (2)

wherewe are positive weights denoting the relative importance of

each link e ∈ E, and the weighted peak age, given by,

Ap = lim sup

N→∞

1

N

N∑
i=1

∑
e ∈E

weAe (Te (i)) , (3)

where Te (i) denotes the time at which link e was successfully acti-

vated for the ith time. Peak age is the average of age peaks, which
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happen just before link activations. Without loss of generality we

assume thatwe > 0 for all e .

2.1 Scheduling Policies
A scheduling policy is needed in order to decide which links to

activate at any time slot. It determines the set of linksm(t) ⊂ E
that will be activated at each time t . �e policy can make use of

the past history of link activations and age to make this decision,

i.e., at each time t the policy π will determinem(t) as a function of

the set

H(t) = {m(τ ),A(τ ′)|0 ≤ τ ≤ t − 1 and 0 ≤ τ ′ ≤ t}, (4)

where A(t) = (Ae (t))e ∈E . Note that R(t) < H(t), i.e., the current
channel state R(t) is not observed before making decision at time

t . Furthermore, the information regarding past channel states is

available only through age evolution. We consider centralized

scheduling policies, in which this information is centrally available

to a scheduler, which is able to implement its scheduling decisions.

Given such a policy π , de�ne the link activation frequency fe (π ),
for a link e , to be the fraction of times link e is successfully activated,
i.e.,

fe (π ) = lim

T→∞

∑T
t=1 I{e ∈m(t ),m(t )∈A}

T
, (5)

wherem(t) is the set of links activated at time t . Note that fe (π )
is not the frequency of successful activations, as channel errors

can render an activation of a link unsuccessful. If fe (π ) = 0 for a

certain link e then the average and peak age will be unbounded.

We, therefore, limit our a�ention to the set of policies Π for which

fe (π ) is well de�ned and strictly positive for all e ∈ E:

Π =
{
π
��fe (π ) exists and fe (π ) > 0 ∀e ∈ E} . (6)

We de�ne the set of all feasible link activation frequencies, for

policies described above:

F =
{
f ∈ R |E | | fe = fe (π ) ∀ e ∈ E and some π ∈ Π

}
.

�is set can be characterized by linear constraints as

F =
{
f ∈ R |E | | f = Mx, 1T x ≤ 1 and x ≥ 0

}
, (7)

where x is a vector inR |A | andM is a |E |×|A|matrix with elements

Me,m =

{
1 if e ∈m
0 otherwise

, (8)

for all links e and feasible activation setsm ∈ A.

A simple sub-class of policies, which do not use any past history,

is the class of stationary policies. In it, links are activated indepen-

dently across time according to a stationary distribution. We de�ne

a stationary policy as follows:

De�nition 2.1 (Stationary Policies). Let Be (t) = {e ∈m(t),m(t) ∈
A} be the event that link e was activated at time t . �en, the policy

π is stationary if

(1) Be (t) is independent across t , and
(2) P [Be (t1)] = P [Be (t2)] for all t1, t2 ∈ {1, 2, . . .},

for all e ∈ E.

�e following are two examples of stationary policies.

Example 1: Set pe ∈ (0, 1) for all e ∈ E, and let a policy a�empt

transmission over link e with probability pe , independent of other
link’s a�empts.

Example 2: Assign a probability distribution x ∈ R |A | over the
collection of feasible activation sets, A. �en, in each slot, activate

the setm ∈ A with probability xm , independent across time. We

call this the stationary centralized policy. For this policy,

P [Be (t)] =
∑

m:e ∈m
p(m) = (Mp)e , (9)

for all e ∈ E and slots t .
We will see in the next section that in the active source case, a

stationary centralized policy is peak age optimal, and is within a

factor of 2 from the optimal average age, over the space Π. Mo-

tivated by this, in Section 4.2, we will speci�cally consider only

stationary centralized policies for the bu�ered sources.

3 MINIMIZING AGEWITH ACTIVE SOURCES
We consider a network where all the sources are active. Since the

age metrics depend on the policy π ∈ Π used, we make this de-

pendence explicit by the notation Aave(π ) and Ap(π ). We use Aave∗

andAp∗
to denote the minimum average and peak age, respectively,

over all policies in Π.
We �rst characterize the peak age for any policy π ∈ Π, and

show that a stationary centralized policy is peak age optimal.

Theorem 3.1. For any policy π ∈ Π, the peak age is given
by

Ap(π ) =
∑
e ∈E

we
γe fe (π )

. (10)

As a consequence, for every π ∈ Π there exists a stationary
policy πst ∈ Π such that Ap(π ) = Ap(πst). �us, a stationary
policy is peak age optimal.

Proof: Consider a stationary policy with link activation frequency

fe = P [Be (t)]. Since the channel process {Re (t)}t is i.i.d. it follows
that the link e is successfully activated in a slot with probability

feγe . �is implies that the inter-(successful) activation time of link e
is geometrically distributed with mean

1

γe fe
, and therefore, the peak

age is

∑
e ∈E

we
γe fe

. �e same result extends to general non-stationary

policies in Π, because the existence of the limit (5) for any π ∈ Π
ensures that the link activation process Ue (t) = I{e ∈m(t ),m(t )∈A}
is ergodic. �e detailed arguments are presented in Appendix A. �

�eorem 3.1 implies that the peak age minimization problem can

be wri�en as

Minimize

f

∑
e ∈E

we
γe fe

subject to f ∈ F ,
(11)

where F - given in (7) - is the space of all link activation frequencies

for policies in Π. We discuss solutions to (11) under general, and

more speci�c, interference constraints in Section 3.1.

�eorem 3.1 implies that a stationary centralized policy is peak

age optimal. We will next show that a peak age optimal stationary
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policy is also within a factor of 2 from the optimal average age. We

�rst show an important relation between peak and average age for

any policy π ∈ Π.

Theorem 3.2. For all π ∈ Π we have

Ap(π ) ≤ 2Aave(π ) −
∑
e ∈E

we . (12)

Proof: �e result is a direct implication of Cauchy-Schwartz in-

equality. See Appendix B. �

Let Ap∗ = minπ ∈Π Ap(π ) and Aave∗ = minπ ∈Π Aave(π ) be the
optimal peak and average age, respectively, over the space of all

policies in Π. Since the relation (12) holds for every policy π ∈ Π, it
is natural to expect it to hold at the optimality. �is is indeed true.

Corollary 3.3. �e optimal peak age is bounded by

Ap∗ ≤ 2Aave∗ −
∑
e ∈E

we . (13)

Proof: Since Ap∗
is the optimal peak age we have Ap∗ ≤ Ap(π ) for

any policy π . Substituting this in (12) we get Ap∗ ≤ 2Aave(π ) −∑
e ∈E we , for all π ∈ Π. Minimizing the right hand side over all

π ∈ Π we obtain the result. �

We next show that for any stationary policy the average and

peak age are equal.

Lemma 3.4. We have Aave(π ) = Ap(π ) for any stationary
policy π ∈ Π.

Proof: See Appendix C. �

An immediate implication of Corollary 3.3 and Lemma 3.4 is that

a stationary peak age optimal policy is also within a factor of 2

from the optimal average age.

Theorem 3.5. If πC is a stationary policy that minimizes
peak age over the policy space Π then the average age for πC is
within factor 2 of the optimal average age. Speci�cally,

Aave∗ ≤ Aave(πC ) ≤ 2Aave∗ −
∑
e ∈E

we . (14)

Proof: See Appendix D. �

�eorem 3.5 tells us that the stationary peak age optimal policy

obtained by solving (11) is within a factor of 2 of optimal aver-

age age. Motivated by this, we next characterize solutions to the

problem (11).

3.1 Optimal Stationary Policy πC
�e peak age minimization problem (11) over F can be wri�en as

Minimize

x∈R|A|,f ∈R|E |

∑
e ∈E

we
γe fe

subject to f = Mx

1T x ≤ 1, x ≥ 0

(15)

Note that this is a convex optimization problem in standard form [2].

�e solution to it is a vector x ∈ R |A | that de�nes a probability
distribution over link activation setsA, and determines a stationary

centralized policy that minimizes peak age. Average age for this

policy, by �eorem 3.5, is also within a factor of 2 from the optimal

average age. We denote this stationary centralized policy by πC .
We �rst characterize the optimal solution to (15) for any A.

Given x ∈ R |A | , a probability distribution over the link activation

sets A, f = Mx ∈ R |E | is the vector of induced link activation

frequencies. Now, de�ne µm (x)-weight for every feasible link acti-

vation setm ∈ A as

µm (x) =
∑
e ∈m

we

γe (Mx)2e
=

∑
e ∈m

we

γe f
2

e
. (16)

Clearly, µm (x) > 0 for everym. We now characterize the optimal

solution to (15) in terms of µm (x)-weights.

Theorem 3.6. x ∈ R |A | solves (15) if and only if there exists
a µ > 0 such that

(1) For allm ∈ A such that xm > 0 we have µm (x) = µ
(2) xm = 0 implies µm (x) ≤ µ
(3)

∑
m∈A xm = 1 and xm ≥ 0

Further, µ is the optimal peak age Ap∗.

Proof: �e problem (15) is convex and Slater’s conditions are triv-

ially satis�ed as all constraints are a�ne [2]. �us, the KKT condi-

tions are both necessary and su�cient. We use the KKT conditions

to derive the result. See Appendix E for a detailed proof. �

�eorem 3.6 implies that at the optimal distribution x, allm ∈ A
with positive probability, xm > 0, have equal µm (x)-weights, while
all otherm ∈ A have smaller µm (x)-weights.

Although the set A is very large, it is mostly the case that only

a small subset of it is assigned positive probability. In the following

we show that only the maximal sets in A are assigned positive

probability, thereby reducing the number of constraints in (15).

Corollary 3.7. If x is the optimal solution to (15) then xm =
0 for all non-maximal setsm ∈ A.

Proof: Let m ∈ A be a non-maximal set. �us, there exists a

m ∈ A such thatm′ (m. By de�nition of µm (x)we have µm′(x) <
µm (x). �us, if xm′ > 0 then we would have µ = µm′(x) < µm (x)
which is a contradiction. �
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�e optimization problem (15), although convex, has a variable

space that is |A|-dimensional, and thus, its computational complex-

ity increases exponentially in |V | and |E |. It is, however, possible
to obtain the solution e�ciently in certain speci�c cases.

3.1.1 Single-Hop Interference Network. Consider a networkG =
(V ,E) where links interfere with one another if they share a node,

i.e., if they are adjacent. For this network, every feasible activa-

tion set is a matching on G, and therefore, A is a collection of all

matchings in G. As a result, the constraint set in (15) is equal to

the matching polytope [19]. �e problem of �nding an optimal

schedule reduces to solving a convex optimization problem (15)

over a matching polytope. �is can be e�ciently solved (i.e., in

polynomial time) by using the Frank-Wolfe algorithm [6], and the

separation oracle for matching polytope developed in [8].

3.1.2 K-Link Activation Network. Consider a networkG = (V ,E)
in which at most K links can be activated at any given time; we

label links E = {0, 2, . . . |E | −1}. Such interference constraints arise

in cellular systems where the K represents the number of OFDM

sub-channels or number of sub-frames available for transmission

in a cell [22].

�e setA is a collection of all subsets of E of size at most K . �is

forms a uniform matroid over E [19]. As a result, the constraint

set in (15) is the uniform matroid polytope. It is known that the

inequalities

∑
e ∈E fe ≤ K and 0 ≤ fe ≤ 1, for all e ∈ E, are

necessary and su�cient to describe this polytope [19]. �us, the

peak age minimization problem (15) reduces to

Minimize

f ∈[0,1]|E |

∑
e ∈E

we
γe fe

subject to

∑
e ∈E

fe ≤ K
(17)

Since the number of constraints is now linear in |E |, this problem
can be solved using standard convex optimization algorithms [2].

4 MINIMIZING AGEWITH BUFFERED
SOURCES

We now consider a network with bu�ered sources, where each

source generates update packets according to a Bernoulli process.

�e generated packets get queued at the MAC layer FIFO queue for

transmission. We restrict our discussion to stationary policies.

Let π be a stationary policy with link activation frequency fe
for link e . �en the service of the link e’s MAC layer FIFO queue

is Bernoulli at rate γe fe . �e bu�ered source (link e), in e�ect,

behaves as a discrete time FIFO G/Ber/1 queue, where the inter-

arrival times are generally distributedwhile a single packet is served

in a slot with probability µ = γe fe , independent across slots. In the

following subsection, we derive peak and average age for a discrete

time G/Ber/1 queue. We use these results for the network case in

sub-sections 4.2.

4.1 Discrete Time G/Ber/1�eue
Consider a discrete time FIFO queue with Bernoulli service of rate

µ. Let the source generate update packets at epoches of a renewal
process. Let X denote the inter-arrival time random variable with

general distribution FX . Note that X takes values in {1, 2, . . .}. We

assume λ = E [X ]−1 < µ.
We derive peak and average age for this G/Ber/1 queue. Age

for continuous time FIFO M/M/1 and D/M/1 queues was analyzed

in [15]. We will see that the results for the discrete time FIFO

Ber/Ber/1 (and D/Ber/1), which can be obtained as special cases of

our G/Ber/1 results, di�er from their continuous time counterparts,

namely M/M/1 (and D/M/1).

To help derive peak and average age, we �rst analyze the steady

state system time T , the time spent by a packet in the queue till its

service is completed.

Lemma 4.1. �e system time, T , in a FIFO G/Ber/1 queue is
geometrically distributed with rate α∗, where α∗ is the solution
to the equation

α = µ − µMX (log(1 − α)) , (18)

whereMX (α) = E
[
eαX

]
denotes the moment generating func-

tion of the inter-arrival time X .

Proof: Due to space limitation we provide the detailed proof in

our technical report [28]. �

Note that α∗ depends on the distribution FX . Using Lemma 4.1, we

can now compute peak and average age for the G/Ber/1 queue.

Theorem 4.2. For G/Ber/1 queue with update packet genera-
tion rate λ and service rate µ the peak age is given by

Ap =
1

α∗
+

1

λ
, (19)

while the average age is given by

Aave = λ

[
M
′′
X (0)
2

+
1

α∗
M
′
X

(
log(1 − α∗)

) ]
+

1

µ
+
1

2

, (20)

where α∗ is given by (18), andMX (α) = E
[
eαX

]
is the moment

generating function of the inter-arrival time X .

Proof: �e peak age is given by [11]

Ap = E [T + X ] , (21)

where T is the steady state system time and X is the inter-arrival

time. Since E [X ] = 1

λ , and E [T ] =
1

α ∗ at steady state, form

Lemma 4.1, the result follows. �e proof for Aave
is given in Ap-

pendix F. �

We now use this result to obtain optimal rate control and scheduling

policy for the bu�ered case. In the next sub-section, we primarily

consider Bernoulli packet generation. However, similar results hold

for periodic packet generation.

4.2 Bernoulli Generation of Update Packets
Using�eorem 4.2, we nowderive peak and average age for Bernoulli

packet generation. Let λe be the packet generation rate for link e .
If link e is ge�ing served at link activation frequency fe under a
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stationary policy π , then its peak age is given by

A
p

e (fe , ρe ) =
{

1

γe fe

[
1

ρe +
1

1−ρe

]
− ρe

1−ρe , if γe fe < 1

1

ρe , if γe = 1, fe = 1

,

(22)

while its average age is given by

Aave

e (fe , ρe ) =
{

1

γe fe

[
1 + 1

ρe +
ρ2

e
1−ρe

]
− ρ2

e
1−ρe , if γe fe < 1

1 + 1

ρe , if γe = 1, fe = 1

,

(23)

where ρe =
λe
γe fe

. For a detailed derivation see technical report [28].

In order to minimize AoI, unlike in the active source case, we

need to jointly optimize over packet generation rates λe , or ρe ,
and scheduling policy π . Using (22), the peak age minimization

problem is given by

A
p∗
B =Minimize

f,ρ ∈[0,1]|E |

∑
e ∈E

weA
p

e (fe , ρe )

subject to f ∈ F
(24)

Similarly, the average age minimization problem is given by

Aave∗
B =Minimize

f,ρ ∈[0,1]|E |

∑
e ∈E

weA
ave

e (fe , ρe )

subject to f ∈ F
(25)

We now derive an important separation principle which leads to a

simple and practical solution to these problems.

It can be trivially noticed from (22) and (23) that for γe fe < 1,

the peak and average age for link e can be upper bounded by

A
p

e (fe , ρe ) ≤
1

γe fe

[
1

ρe
+

1

1 − ρe

]
, (26)

and

Aave

e (fe , ρe ) ≤
1

γe fe

[
1 +

1

ρe
+

ρ2e
1 − ρe

]
. (27)

�e upper bounds in (26) and (27) are, in fact, the peak age and

average age for the M/M/1 queue [11, 15]. It is easy to see that

the peak age upper bound is minimized with ρe =
1

2
and the

average age upper bound is minimized with ρe ∈ [0, 1] that solves
ρ4 − 2ρ3 + ρ2 − 2ρ + 1 = 0. �is is approximately given by ρe ≈
0.53 [15].

We make the following observation:
1

Result 1. Minimizing the upper-bound in (26) over ρ, which
occurs at ρ = 1

2
, results in peak age that is within an additive

factor of 1 of the optimal peak age, i.e.,

A
p
e

(
fe ,

1

2

)
− min

ρ ∈[0,1]
A
p
e (fe , ρ) ≤ 1, (28)

for all fe ∈ (0, 1). Similarly, if ρ minimizes the upper-bound
in (27), then

Aave
e (fe , ρ) − min

ρ ∈[0,1]
Aave
e (fe , ρ) ≤ 1, (29)

for all fe ∈ (0, 1).

1
�e result is evident from Figure 2. �e proof for (28) is in our technical report [28],

while we conjecture (29).
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Figure 2: Plot of age di�erence∆ = Ae (fe , ρ)−minρe Ae (fe , ρe )
as a function of service rate γe fe for Bernoulli packet gener-
ation, where ρ minimizes the upper-bounds in (26) and (27)

for peak age and average age, respectively.

To see this, consider the age di�erence function

∆ = Ae (fe , ρ) −min

ρe
Ae (fe , ρe ) (30)

for both peak and average age. Since it depends on fe and γe only

through the product γe fe , we can verify the result by plo�ing ∆
as a function of γe fe , which is the service rate for link e . Figure 2
plots ∆, for both peak and average age, as a function of γe fe . We

see that the age di�erence ∆ is always below 1, as expected from

Result 1.

Motivated by this we propose the following separation principle:

(1) Schedule links according to the stationary policy πC that

minimizes peak age in the active source case. Here, πC is

obtained as a solution to problem (15).

(2) Choose ρe = ρ, for all e ∈ E, that minimizes the upper

bound in (26) for peak age and upper bound in (27) for

average age.

(3) Generate update packets according to a Bernoulli process

of rate λe = ργe fe .

We call this the separation principle policy (SPP). Note that the rate

control ρe = ρ is the same for all links. We now prove that the

SPP is close to the optimal peak and average age, namely, A
p∗
B and

Aave∗
B , respectively.

Theorem 4.3. Let f∗ be the link activation frequency vector
of the stationary policy πC .

(1) Peak age of the stationary policy πC with rate control
ρe = 1/2 is bounded by

Ap(f∗, 1/2) ≤ A
p∗
B +

∑
e ∈E

we . (31)

(2) Average age of the stationary policy πC with rate con-
trol ρe = ρ is bounded by

Aave(f∗, ρ1) ≤ Aave∗
B +

∑
e ∈E

we , (32)
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Figure 3: Plot of AoI as a function of fraction of links, θ , with
bad channel. N = 50, K = 1, γgood = 0.9, and γbad = 0.1 and
0.2.

where ρ ∈ [0, 1] is the unique solution to

ρ4 − 2ρ3 + ρ2 − 2ρ + 1 = 0. (33)

Proof: Due to space limitations, we provide the proof in our tech-

nical report [28]. �

�eorem 4.3, therefore, says that when we restrict to stationary

policies, separation between rate control and scheduling is nearly

optimal. �at is, if the rate control (choosing ρe ) is performed

assuming that there are no other contending links, and link sched-

uling is done by assuming active sources then the resulting solution

is close to optimal. �is is a signi�cant observation for the design

of age optimal policies because the rate control and scheduling

policies are implemented at di�erent layers of the protocol stack.

5 NUMERICAL RESULTS
We consider a K-link activation network with N links. A fraction

θ of the links have bad channel with γe = γbad, while the rest have
γe = γ

good
> γ

bad
. We let we = 1 for all the links. Similar results

are observed for single-hop interference network.

5.1 Network with Active Sources
First, consider the case in which all the sources in the network are

active sources. We plot and compare the proposed peak age optimal

policy πC (shown in red), a uniform stationary policy that schedules

maximal subsets in A randomly with uniform probability, and a

round robin policy (RR) that schedules K links at a time.

Figure 3 considers the simplest case with K = 1, and plots peak

and average age per-link, which is Ap/N and Aave/N respectively,

as a function of θ . Here, the network has N = 50 links, γ
good
= 0.9,

and two cases of γ
bad
= 0.1 and γ

bad
= 0.2 are plo�ed. Note that

the peak age and average age coincide for stationary policies by

�eorem 3.4. We observe this in simulation. �us, to reduce clu�er,

we have plo�ed only one curve for the peak age optimal policy πC
and the uniform stationary policy.
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Figure 4: Plot of AoI as a function of fraction of links, θ , with
bad channel. N = 50, K = 10, γgood = 0.9, and γbad = 0.1 and
0.2.

Weobserve in Figure 3 that both peak and average age increase as

the fraction of linkswith bad channel increase. �is is to be expected

as with more error prone channels it takes more time for the source

to update the destination. For γ
bad
= 0.1, we observe in Figure 3,

that the peak age optimal policy πC achieves the minimum peak

age. Furthermore, when the channel statistics are more asymmetric,

i.e. θ not near 0 or 1, the average age performance of the peak

age optimal policy πC is be�er than the round robin and uniform

stationary policy. We also observe that the round robin policy and

uniform stationary policy achieve the same peak age, this validates

�eorem 3.1 which states that any two policies with same link

activation frequencies should have the same peak age.

In Figure 3, we see that when the channel statistics across links

is more symmetric (i.e., θ closer to 0 or 1), the round robin policy

yields a slightly smaller average age than the peak age optimal

policy πC . In fact, when γ
bad

is increased to 0.2, the round robin

policy performs be�er in average age for all θ . However, the average
age optimal centralized scheduling policy is yet unknown even for

this simple network (with K = 1), and hence by �eorem 3.5, the

average age of the peak age optimal policy πC is at most factor

2 away from the optimal average age, which is consistent with

Figure 3.

�is problem is exacerbated when we move to K > 1, in which

case it is di�cult to intuit a ‘good’ policy that minimizes average

age. Figure 4 plots average and peak age per link as a function of

θ . All the parameters are same as in Figure 3, except that we can

activateK = 10 links at a time. We observe that, other than ensuring

peak age optimality, the proposed policy πC also far outperforms

other policies in terms of its average age. �is observation is not

limited to the policies presented here, but in general, as it is di�cult

to come up with average age optimal policies for a network with

general interference constraints.

5.2 Network with Bu�ered Sources
We next consider the sources in the network to be bu�ered sources.

We assume Bernoulli arrival of update packets. We plot three

cases to illustrate the near optimality of the separation principle
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nbad = 7. Case 2: N = 10, γgood = 0.9, γbad = 0.1, nbad = 7. Case
3: N = 50 and γe = 1 for all links.

policy (SPP): In Case 1, we have N = 50, n
bad
= 7 links have

bad channel, i.e., γe = γ
bad
= 0.1 while the remaining have good

channel γe = γ
good

= 0.9. In Case 2, we have N = 10, n
bad
= 7,

γ
bad
= 0.1, and γ

good
= 0.9. In Case 3, we consider N = 50 and

γe = 1 for all links e . We have we = 1, for all e , in all the three

cases.

We compare the peak age SPP, which chooses ρe = 1/2 for every
link and the link activation frequency f∗ that solves (17). In Figure 5,
we plot the peak age achieved by the peak age SPP and the optimal

A
p∗
B of (24), obtained numerically. We observe that the SPP nearly

a�ains the optimal peak age in (24) in all three cases.

In Figure 5, we also plot (in blue) peak age if the network had

active sources instead of bu�ered sources. We observe that optimal

peak age for the bu�ered case is about 4 times that in the active

source case. �is shows that the cost of not being able to control

the MAC layer queue can be as large as a 4 fold increase in age.

6 CONCLUSION
We considered the problem of minimizing age of information in

wireless networks, under general interference constraints. For a

network with active source, i.e. when fresh updates are available

for every transmission, we showed that a stationary policy is peak

age optimal, and is within a factor of two of the optimal average

age. For a network with bu�ered sources, in which the generated

update packets are queued at the MAC layer queue for transmission,

we proved an important separation principle wherein it su�ces to

design scheduling and rate control separately. Numerical evaluation

suggest that this proposed separation principle policy is nearly

indistinguishable from the optimal. We also derived peak age and

average age for discrete time FIFO G/Ber/1 queue, which may be of

independent interest.
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A PROOF OF THEOREM 3.1
Let π be a policy in Π, and Te (i) be the time of ith successful

activation for link e . �en Se (i) = Te (i) −Te (i − 1), for all i ≥ 1, is

the inter-(successful) activation time for link e , where Te (0) = 0.

Note that Se (i) = Ae (Te (i)) for all age update instances i . �is

implies that the peak age is given by

lim sup

N→∞

1

N

N∑
i=1

Ae (Te (i)) = lim sup

N→∞

1

N

N∑
i=1

Se (i) = lim sup

N→∞

Te (N )
N
,

(34)

Notice that the time Te (N ) → ∞ as N →∞. We, therefore, have

1

A
p

e (π )
= lim inf

N→∞
N

Te (N )
= lim inf

T→∞
1

T

T∑
t=1

Ue (t)Re (t), (35)

where Ue (t) = I{e ∈m(t ),m(t )∈A} and Re (t) is the channel process.
Now, notice that the process (Ue (t),Re (t))t ≥0 is jointly Ergodic.

To see this, note that {Ue (t)}t ≥0 is an Ergodic processes because

{Ue (t)}t ≥0 takes values only in {0, 1} and the limit in (5) exists

for π ∈ Π. Moreover, since Re (t) is independent of Ue (t), they are

jointly Ergodic. We, therefore, have

lim inf

T→∞
1

T

T∑
t=1

Ue (t)Re (t) = E
[
lim inf

T→∞
1

T

T∑
t=1

Ue (t)Re (t)
]
,

= lim inf

T→∞
1

T

T∑
t=1
E [Ue (t)Re (t)] , (36)

= lim inf

T→∞
γeE

[
1

T

T∑
t=1

Ue (t)
]
= γe fe (π ),

(37)

where the �rst equality follows due to Ergodicity, the second due

to the bounded convergence theorem [5], and the third because

Re (t) is i.i.d. across time t with γe = E [Re (t)] and is independent

ofUe (t). �e last equality follows from (5). Weighted summation

over all links e ∈ E gives the result.

To prove that the peak ageAp(π ) can be achieved by a stationary

centralized policy πst ∈ Π, it su�ces to show that a stationary

centralized policy πst achieve the same link activation frequencies,

i.e., f(π ) = f(πst).
Let π ∈ Π be the policy that achieves link activation frequencies

f = (fe |e ∈ E). �en, the policy π activates interference-free sets

in A also with a certain frequency. Let xm be the frequency of

activation for a setm ∈ A, i.e.,

xm = lim sup

T→∞

1

T

T∑
t=1
I{m(t )=m }, (38)

wherem(t) denotes the set of links activated at time t . Clearly, we
should have ∑

m∈A
xm ≤ 1. (39)

Furthermore, we must have f(π ) = Mx, where M is given by (8),

and f(π ) and x are column vectors of fe (π ) and xm , respectively.

Now consider a stationary centralized policy πst ∈ Π for which

m ∈ A is activated in each slot with probability xm , independent

across slots; we can do this because of the property (39). �en we

have f(πst) = Mx = f(π ). �is proves the result.
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B PROOF OF THEOREM 3.2
�e proof is a direct consequence of the Cauchy-Schwartz inequal-

ity. Consider a policy π ∈ Π and let Te (i) be the time of ith suc-

cessful activation for link e . �en Se (i) = Te (i) −Te (i − 1), for all
i ≥ 1, is the inter-(successful) activation time for link e , where
Te (0) = 0. Note that Se (i) = Ae (Te (i)) for all age update instances i .
�is implies that the peak age is given by

lim sup

N→∞

1

N

N∑
i=1

Ae (Te (i)) = lim sup

N→∞

1

N

N∑
i=1

Se (i). (40)

�e average is given by

Aave

e (π ) = lim

N→∞

∑N
i=1

∑Se (i)
k=1 k∑N

i=1 Se (i)
= lim

N→∞

1

2

∑N
i=1 Se (i)2∑N
i=1 Se (i)

+
1

2

. (41)

Cauchy-Schwartz inequality gives us

(∑N
i=1 Se (i)

)
2

≤ N
∑N
i=1 S

2(i).
�erefore, we must have

1

2

1

N

N∑
i=1

Se (i) ≤
0.5

∑N
i=1 Se (i)2∑N

i=1 Se (i)
. (42)

�is with (40) and (41) yields
1

2
A
p

e (π ) + 1

2
≤ Aave

e (π ). Note that

we can claim this because Ap(π ) is �nite for π ∈ Π due to (10).

Weighted summation over e ∈ E gives the desired result.

C PROOF OF LEMMA 3.4
For a stationary policy, let p be the probability that link e is suc-
cessfully activated in a time slot, i.e.,

p = P [e ∈m(t), m(t) ∈ A] , (43)

wherem(t) is the set of links activated at time t . Since the policy
is stationary, the inter-(successful) activation times Se (i) would
be independent and geometrically distributed with rate 1/p given

by: P [Se (i) = k] = p (1 − p)k−1, for all k ∈ {1, 2, . . .}. For this

distribution we know that E [Se (1)] = 1

p and E
[
S2e (1)

]
=

2−p
p2 .

Using (41) we obtain the average age of link e to be

lim

T→∞
1

T

T∑
t=1

Ae (t) = lim

N→∞

∑N
i=1

1

2
S2e (i)∑N

i=1 Se (i)
+
1

2

, (44)

=

1

2

2−p
p2

1

p
+
1

2

=
1

p
. (45)

Using (40) we obtain the peak age of the link e to be

lim sup

N→∞

1

N

N∑
i=1

Ae (Te (i)) = lim sup

N→∞

1

N

N∑
i=1

Se (i), (46)

= E [Se (1)] =
1

p
. (47)

�e result can be obtained from (45) and (47) byweighted-averaging.

D PROOF OF THEOREM 3.5
Let πC be the stationary policy that minimizes peak age. We, thus,

have

Ap(πC ) = Ap∗, (48)

Since πC is also a stationary policy, Lemma 3.4 implies

Aave(πC ) = Ap(πC ). (49)

Using (48), (49), and Corollary 3.3 we obtain

Aave(πC ) = Ap(πC ) = Ap∗ ≤ 2Aave∗ −
∑
e ∈E

we . (50)

�is proves the result.

E PROOF OF THEOREM 3.6
Since dependence ofγe is only in the formwe/γe , we assumeγe = 1,

for all e , for clarity of presentation. �e dependence on γe can be

re-constructed by substitutingwe/γe in place ofwe in the following

proof.

�e peak age minimization problem (15) can be re-wri�en with

the objective ∑
e ∈E

we∑
m∈A Me,mxm

, (51)

over variables xm , form ∈ A, with constraints

∑
m∈A xm ≤ 1 and

xm ≥ 0 for allm ∈ A. �e Lagrangian function for this problem is

L(x, µ,ν ) =
∑
e ∈E

we∑
m∈A Me,mxm

+ µ

( ∑
m∈A

xm − 1
)
+

∑
m∈A

νmxm ,

for µ ≥ 0 and νm ≥ 0 for all m ∈ A. �e KKT conditions then

imply

∂L

∂xm
= 0, for allm ∈ A, (52)

µ

( ∑
m∈A

xm − 1
)
= 0, (53)

νmxm = 0 for allm ∈ A, (54)

along with feasibility constraints for x, µ ≥ 0, and νm ≥ 0 for all

m ∈ A. Now (52) implies

∂L

∂xm
= −

∑
e ∈E

weMe,m(∑
m′∈A Me,m′xm′

)
2
+ µ − νm = 0, (55)

which reduces to

µm (x) = µ − νm , (56)

for all m ∈ A. Using (54) and (56) we get that if xm > 0 then

νm = 0 which implies µm (x) = µ, while µm (x) ≤ µ for allm ∈ A.

�is proves conditions 1 and 2 of �eorem 3.6.

Since x that satisfy the KKT conditions also solve (15) we should

have fe =
∑
m∈A Me,mxm > 0; otherwise the objective function

would be unbounded. �us, µm (x) = µ − νm > 0 which implies

µ > 0 for allm ∈ A. �en (53) implies

∑
m∈A xm = 1.

Corollary E.1. �e µ de�ned in �eorem 3.6 is the optimal peak
age Ap∗.

Proof: Given that x is the optimal solution to (15) and µ be as

de�ned in �eorem 3.6, the optimal peak age is given by

Ap∗ =
∑
e ∈E

we
(Mx)e

=
∑
e ∈E

we

(Mx)2e
(Mx)e , (57)

=
∑
e ∈E

we

(Mx)2e

∑
m∈A

Me,mxm . (58)
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Exchanging the two summations we get

Ap∗ =
∑
m∈A

xm
∑
e ∈E

weMe,m

(Mx)2e
=

∑
m∈A,xm>0

xm
∑
e ∈m

we

(Mx)2e
, (59)

where the last equality follows from the de�nition ofMe,m . Notice

that

∑
e ∈m

we
(Mx)2e

is in fact µ(m) = µ as xm > 0. �is gives

Ap∗ =
∑

m∈A,xm>0

xmµ = µ, (60)

where the last equality follows from condition 3 in �eorem 3.6. �

F PROOF OF THEOREM 4.2
�e average age is given by [15]

Aave = λ

[
1

2

E
[
X 2

n
]
+ E [TnXn ]

]
+
1

2

, (61)

where Tn is the system time for the nth update packet at steady

state, and Xn is the inter-generation time between (n − 1)th and

nth update packets. It is clear that E
[
X 2

n
]
= M

′′
X (0). �erefore, it

su�ces to show that

λE [TnXn ] =
λ

α∗
M
′
X

(
log(1 − α∗)

)
+

1

µ
, (62)

at steady state, for α∗ given in Lemma 4.1.

We know that the system time follows the following recursive

equation [29]:

Tn = max{Tn−1 − Xn , 0} + Sn , (63)

where Sn is the service time of the nth update packet, and is geomet-

rically distributed over {1, 2, . . .} with rate µ. �erefore, E [TnXn ]
can be computed as

E [TnXn ] = E [E [TnXn |Xn ]] =
∞∑

m=1
mE [Tn |Xn =m] P [Xn =m] .

(64)

Now, E [Tn |Xn =m] can be evaluated using the recursion in (63) as

E [Tn |Xn =m] = E [max{Tn−1 −m, 0} + Sn |Xn =m] ,
= E [max{Tn−1 −m, 0}] + E [Sn ] ,

where the last equality follows because the service time Sn is in-

dependent of inter-generation time of update packets Xn . Since
E [Sn ] = 1

µ we get

E [Tn |Xn =m] = E [max{Tn−1 −m, 0}] +
1

µ
,

=

∞∑
k=1

kα∗
(
1 − α∗

)k+m−1
+

1

µ
, (65)

=
1

α∗
(
1 − α∗

)m
+

1

µ
, (66)

where (65) follows because at steady state, Tn−1 is geometrically

distributed over {1, 2, . . .} with rate α∗, by Lemma 4.1. Substitut-

ing (66) in (64) we obtain

E [TnXn ] =
1

α∗
M
′
X

(
log(1 − α∗)

)
+

1

λ

1

µ
, (67)

where we have used M
′
X (log(1 − α

∗)) = E
[
X (1 − α∗)X

]
, which

can be derived using standard properties of moment generating

function. �is proves (62), and therefore, the result follows.

REFERENCES
[1] Ilker Bekmezci, Ozgur Koray Sahingoz, and Samil Temel. 2013. Flying Ad-Hoc

Networks (FANETs): A survey. Ad Hoc Networks 11, 3 (May 2013), 1254–1270.

[2] Stephen Boyd and Lieven Vandenberghe. 2004. Convex Optimization. Cambridge

University Press.

[3] K. Chen and L. Huang. 2016. Age-of-Information in the Presence of Error. ArXiv
e-prints arXiv:1605.00559 (May 2016).

[4] M. Costa, M. Codreanu, and A. Ephremides. 2014. Age of information with

packet management. In Proc. ISIT. 1583–1587.
[5] Rick Durre�. 2010. Probability: �eory and Examples (4 ed.). Cambridge Univer-

sity Press.

[6] Dan Garber and Elad Hazan. 2016. A Linearly Convergent Variant of the Condi-

tional Gradient Algorithm under Strong Convexity, with Applications to Online

and Stochastic Optimization. SIAM J. on Opt. 26, 3 (2016), 1493–1528.
[7] S. Guharoy and N. B. Mehta. 2013. Joint Evaluation of Channel Feedback Schemes,

Rate Adaptation, and Scheduling in OFDMA Downlinks With Feedback Delays.

IEEE Transactions on Vehicular Technology 62, 4 (May 2013), 1719–1731.

[8] B. Hajek and G. Sasaki. 1988. Link scheduling in polynomial time. IEEE Trans.
Inf. �eory 34, 5 (Sep. 1988), 910–917.

[9] Q. He, D. Yuan, and A. Ephremides. 2016. Optimizing freshness of information:

On minimum age link scheduling in wireless systems. In Proc. WiOpt. 1–8.
[10] Yu-Pin Hsu, Eytan Modiano, and Lingjie Duan. 2017. Age of Information: Design

and Analysis of Optimal Scheduling Algorithms. In Proc. ISIT. 1–5.
[11] L. Huang and E. Modiano. 2015. Optimizing age-of-information in a multi-class

queueing system. In Proc. ISIT. 1681–1685.
[12] I. Kadota, E. Uysal-Biyikoglu, R. Singh, and E. Modiano. 2016. Minimizing the

Age of Information in broadcast wireless networks. In Proc. Allerton. 844–851.
[13] C. Kam, S. Kompella, and A. Ephremides. 2013. Age of information under random

updates. In Proc. ISIT. 66–70.
[14] S. Kaul, M. Gruteser, V. Rai, and J. Kenney. 2011. Minimizing age of information

in vehicular networks. In Proc. SECON. 350–358.
[15] S. Kaul, R. Yates, and M. Gruteser. 2012. Real-time status: How o�en should one

update?. In Proc. INFOCOM. 2731–2735.

[16] S. K. Kaul and R. D. Yates. 2017. Status Updates Over Unreliable Multiaccess

Channels. Arxiv e-prints arXiv:1705.02521 (May 2017).

[17] S. K. Kaul, R. D. Yates, and M. Gruteser. 2012. Status updates through queues. In

Proc. CISS. 1–6.
[18] K. D. Kim and P. R. Kumar. 2012. Cyber-Physical Systems: A Perspective at the

Centennial. Proc. IEEE 100, Special Centennial Issue (May 2012), 1287–1308.

[19] Bernhard Korte and Jens Vygen. 2007. Combinatorial Optimization: �eory and
Algorithms (4th ed.). Springer Publishing Company, Incorporated.

[20] Anurag Kumar, D. Manjunath, and Joy Kuri. 2008. Wireless Networking. Morgan

Kaufmann.

[21] E. Najm and R. Nasser. 2016. Age of Information: �e Gamma Awakening. ArXiv
e-prints (Apr. 2016). arXiv:cs.IT/1604.01286

[22] Stefania Sesia, Issam Tou�k, and Ma�hew Baker. 2009. LTE, �e UMTS Long
Term Evolution: From �eory to Practice. Wiley Publishing.

[23] Rajat Talak, Igor Kadota, Sertac Karaman, and Eytan Modiano. 2018. Scheduling

Policies for Age Minimization in Wireless Networks with Unknown Channel

State. In Proc. ISIT.
[24] Rajat Talak, Sartac Karaman, and Eytan Modiano. 2016. Speed limits in au-

tonomous vehicular networks due to communication constraints. In Proc. CDC.
4998–5003.

[25] Rajat Talak, Sertac Karaman, and Eytan Modiano. 2017. Minimizing Age-of-

Information in Multi-Hop Wireless Networks. In Proc. Allerton. 486–493.
[26] Rajat Talak, Sertac Karaman, and Eytan Modiano. 2018. Distributed Scheduling

Algorithms for Optimizing Information Freshness in Wireless Networks. In Proc.
SPAWC (arXiv:1803.06469).

[27] Rajat Talak, Sertac Karaman, and Eytan Modiano. 2018. Optimizing Age of

Information in Wireless Networks with Perfect Channel State Information. In

Proc. WiOpt.
[28] Rajat Talak, Sertac Karaman, and Eytan Modiano. 2018. Optimizing Information

Freshness in Wireless Networks under General Interference Constraints. ArXiv
e-prints, arXiv:1803.06467 (Mar. 2018).

[29] Ronald W. Wol�. 1989. Stochastic Modeling and the �eory of �eues (1 ed.).

Prentice Hall.

http://arxiv.org/abs/cs.IT/1604.01286

	Abstract
	1 Introduction
	2 System Model
	2.1 Scheduling Policies

	3 Minimizing Age with Active Sources
	3.1 Optimal Stationary Policy C

	4 Minimizing Age with Buffered Sources
	4.1 Discrete Time G/Ber/1 Queue
	4.2 Bernoulli Generation of Update Packets

	5 Numerical Results
	5.1 Network with Active Sources
	5.2 Network with Buffered Sources

	6 Conclusion
	7 Acknowledgement
	A Proof of Theorem 3.1
	B Proof of Theorem 3.2
	C Proof of Lemma 3.4
	D Proof of Theorem 3.5
	E Proof of Theorem 3.6
	F Proof of Theorem 4.2
	References

