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Abstract—This paper describes the implementation of1

a novel and robust threshold energy calibration method2

for photon counting detectors using polychromatic X-ray3

tubes. Methods often used for such energy calibration may4

require re-orientationof thedetectoror introducecalibration5

errors that are flux and acquisition time-dependent. Our6

newly proposed “differential intensity ratios” (DIR) method7

offers a practical and robust alternative to existingmethods.8

We demonstrate this robustness against photon flux used9

in calibration, spectral errors such as pulse pile-up as well10

as the detector’s inherent spectral resolution limits. The11

demonstrated significant insensitivity of the proposed DIR12

signature to detectorspectral distortionsandenergy resolu-13

tion is a key finding. The proposed DIR calibration method14

is demonstrated using Medipix3RX detectors with a CdTe15

sensor under varying flux conditions.A per pixel calibration16

using theDIRmethodhas also been implemented to demon-17

strate an improvement over the global energy resolution of18

the PCD.19

IndexTerms—Energycalibration,photoncountingdetec-20

tors, x-ray detector, spectral resolution, x-ray fluorescence,21

Medipix.22

I. INTRODUCTION23

SEMICONDUCTOR quantum detectors capable of resolv-24

ing and processing single photons are emerging as pow-25

erful tool for many imaging applications. Recent versions of26

these single photon counting detectors (PCDs) are capable27

of energy discrimination and intercommunication between28

pixels to reduce spectral distortions [1], [2]. Besides spec-29

tral discrimination, PCDs allow image acquisition with zero30

dark noise resulting in an improved image quality with31

the potential for several low-dose medical and biologi-32

cal application [3]–[7]. These common imaging techniques33

include x-ray fluorescence (XRF) [8], K-edge absorption [9],34

computerized tomography (CT) [10]–[12], phase contrast35

[13], [14], ptychography [15] and material decomposition36

techniques [16]–[20].37

PCDs are direct conversion detectors that use semi-38

conductor sensors to convert x-rays to charge clouds.39
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Electronic discriminators allow a comparison of signal gener- 40

ated by the incident photons with internal electronic threshold 41

values. These values are commonly denoted as “thresholds” 42

for the PCD. This mechanism allows filtering of photons that 43

have energies lower than that corresponding to the electronic 44

threshold chosen by the experimenter. Energy calibration is a 45

process of accurately assigning the energy value corresponding 46

to an electronic threshold corresponding to a particular digital- 47

to-analog converter (DAC) value. This energy calibration of 48

PCD thresholds is a required procedure before effectively 49

using the spectral capabilities of these devices. 50

A global energy calibration, performed for all the 51

pixels in the PCD, may be sufficient for many applications. 52

It determines the average energy response of all the pixels in 53

the PCD. The inter-pixel manufacturing variations in the detec- 54

tor electronics (like threshold and gain variations) lead to slight 55

differences in energy calibration between pixels [1], [21] This 56

results in a globally reduced energy resolution in the PCD. 57

By evaluating the energy response of each pixel independently, 58

a significant improvement in the energy resolution can be 59

achieved. 60

Electronic settings such as pixel gain or current levels 61

within the detector require separate optimization based on 62

a particular application. One must also ensure robustness of 63

spectral response due to temperature sensitivity or unforeseen 64

effects of slow radiation damage to the electronics. Thus a 65

routine PCD calibration to check for stable spectral response is 66

desirable. Fast, simple and robust methods would be required 67

for routine calibrations when these detectors are used in a 68

clinical setting in the future. Most existing energy calibration 69

techniques are influenced by the detector’s intrinsic resolu- 70

tion, which decreases with increasing energy. In this paper, 71

we present a robust energy calibration method that overcomes 72

these limitations. Aspects such as robustness of calibration 73

techniques to varying acquisition times and to flux changes 74

are also addressed. While the methods discussed in this paper 75

are relevant to any photon counting detector, we demonstrate 76

the proposed methods using Medipix3RX detector with a CdTe 77

sensor. We also demonstrate the utility of our proposed method 78

for per pixel calibration with improved spectral data. 79

A. Medipix3RX Detector 80

The Medipix3RX detector [1], [21], [22] is a direct con- 81

version semiconductor hybrid pixel detector developed by an 82

international collaboration based in CERN, Geneva. It has 83
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spectroscopic capabilities allowing up to eight electronic84

thresholds to be used for energy discrimination.85

Medipix3RX detector consists mainly of two parts: the86

sensor, where the incoming photons are converted into87

electron-hole pairs, and the Medipix3RX application spe-88

cific integrated circuit (ASIC) electronics, where the signal89

is processed for readout. The sensor is usually a semicon-90

ducting material such as Si, CdTe or GaAs and consists91

of a diode structure. A grid of equally spaced metallic92

bump-bonds behind the sensor allows for virtual pixellation.93

Each bump-bond is connected to the ASIC electronics, allow-94

ing for independent readout for every pixel.95

A reverse bias voltage is applied to the sensor in order to96

deplete the diodes junction interface region and to create an97

electric field within the sensor. This voltage depends on a98

number of factors such as sensor material, sensor thickness99

and doping concentration within the sensor. The electric field100

allows the generated charge cloud to drift toward the ASIC101

electronics, where the signal is processed. The incident x-ray102

photons generate charge cloud, which is then collected at the103

electrode and readout for each pixel. The external electric104

field helps to minimize the lateral diffusion of charge cloud,105

thereby reducing charge sharing effects. Critical spectral errors106

can result if the charge cloud is partially collected by the107

neighboring pixels and read erroneously as a low-energy108

photon [23], [24].109

The Medipix3RX detector unit has an active area that is110

composed of 256 × 256 pixels, each measuring 55 μm×111

55 μm. The various operating modes for Medipix3RX can112

be found in prior literature [1], [2], [23], [24]. The charge113

summing mode allows one to utilize the built-in correction for114

charge sharing via inter-pixel communication enabled in the115

hardware [1]. This is a desirable mode for most of our applica-116

tions due to improved spectral fidelity. For Medipix3RX, one117

can further choose a fine-pitch mode that allows the highest118

spatial resolution of 55 μm which is also desirable for many119

of our applications. Hence the energy calibrations shown in120

this paper are done in a fine pitch mode with charge sharing121

correction.122

For a selected DAC threshold value, the detector pixels123

count the number of photons having an energy above that of124

the energy Ei represented by the selected threshold. For any125

given threshold energy Ei , the integral mode count (I int (Ei ))126

is:127

I int (Ei ) =
∫ ∞

Ei
�(E)D(E)dE, (1)128

where �(E) is the spectrally dependent incident x-ray flux129

and D(E) the detector response function, which takes into130

account factors such as absorption efficiency, flux dependence131

and spectral distortions like charge sharing and pile-up.132

A common operation which is performed in order to monitor133

the spectral energy response of the detector as a function of the134

digital-to-analog-converter (DAC) threshold value is referred135

to as the threshold DAC scan. Here the photons collected for136

each DAC threshold is recorded (for a selected time interval)137

as the threshold value is systematically incremented at finite138

intervals. As seen in Eq. 1, this data represents the integral139

of counts above a given threshold as we vary the threshold 140

level during the scan. This integral-mode spectra has to be 141

differentiated to obtain the photon counts corresponding to 142

each threshold (or the corresponding energy) referred to as 143

differential mode spectra in this paper. 144

Accurate energy calibration (deciphering what the corre- 145

sponding energy is for each threshold) requires known sources 146

of x-ray emission or absorption to be used as sharp reference 147

points. With at least three reliable measurements, a threshold- 148

energy calibration curve can be obtained, which then allows 149

one to match any arbitrary threshold to the corresponding x-ray 150

energy. Some reference energy sources used are radioactive 151

sources, x-ray fluorescence sources [25], peak x-ray source 152

emission (referred to as kVp calibration) [26], [27] and 153

K-edge of any given material. Some drawbacks of these meth- 154

ods are the following: low count rates when using radioactive 155

source emissions as reference; the need for re-orienting the 156

detector when using metal fluorescence lines for reference 157

(as shown in Sec. II-B1); the flux-dependent drifting of 158

calibration curve when using a kVp method (as shown in 159

Sec. II-B3); the broadening of absorption edge due to limited 160

detector spectral resolution when using K-edge absorption 161

method (as shown in Sec. II-B2). In Sec. II-C we describe a 162

robust calibration method against source flux and the limited 163

detector inherent resolution. An x-ray fluorescence method 164

(described in Sec II-B1) is used as a gold standard to compare 165

our new approach. While XRF method requires re-organizing 166

the imaging setup and time consuming, the results obtained are 167

fairly robust due to the relatively low count rate. The presence 168

of a sharp emission peak also offers accuracy in spite of the 169

spectral broadening due to the detector resolution. 170

II. EXPERIMENTAL METHODS 171

A. Medipix3RX Measurement Setting 172

All the experiments reported in this paper are performed 173

by using a micro-focus x-ray tube L8121-03 from Hama- 174

matsu with a Tungsten anode and with operating limits of 175

up to 150 kV and 500 μA. The Medipix3RX detectors 176

with 1000 μm thick CdTe sensor was used, with an applied 177

bias voltage of −500V to the sensor. An equalization for 178

threshold dispersion among pixels were performed prior to 179

the measurements. This operation fine tunes the thresholds in 180

each pixel within the matrix to enable improved inter pixel 181

response uniformity. 182

For each detected photon, the pixel electronics require a 183

finite time to collect and process the signal. The pixel remains 184

in an inactive state for this interval of time (called the dead 185

time, τ ) leading to what is known as a dead-time loss [28]. 186

Hence, quasi-coincident photons may be recorded as a single 187

event for high flux-rates. The result is an apparent reduction 188

in the photon counts and a distortion of the measured energy 189

spectrum due to pulse pile-up [28]. The magnitude of spectral 190

distortion due to pile-up is proportional to the incident flux 191

rate [28]. 192

The detector dead time was estimated by fitting the mea- 193

sured flux rates to an analytical paralyzable model [22], [24] 194

(see Eq. 2) for a range of photon fluxes obtained by changing 195
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Fig. 1. Measured photon fluxes as function of the expected fluxes for
a paralyzable model. The vertical dashed line shows the position of the
10% dead time loss for Medipix3RX CdTe detector.

the source detector distances.196

�meas = �est e−�est τ , (2)197

where �meas and �est are the measured and estimated photon198

fluxes per pixel respectively, given in unit of s−1 and τ is199

the pixel dead time in seconds. �est is extrapolated from200

experimental data measured at very low count rates when pile201

up effect is negligible.202

Fitting the data acquired at increasing x-ray flux rates to203

this paralyzable model (Figure 1) yielded a dead time of204

4.2 μs for the Medipix3RX detector with a 1000 μm thick205

sensor. This value is comparable with what is found in the206

literature [29] for similar detector settings. Flux rate levels207

used for the experiments in this paper range from ≈ 43208

counts/s/pixel to ≈ 1.5 × 105 counts/s/pixel. Pile-up effects209

might be considered limited only for photon flux values below210

≈ 2.5 × 104 counts/s/pixel, resulting in at least 10% dead time211

loss (shown by vertical dashed line in Fig. 1).212

B. Existing Calibration Techniques213

A number of existing energy calibration methods were214

tested and compared against our newly proposed method215

(Sec.II-C).216

1) X-Ray Fluorescence: X-ray fluorescence (XRF) emission217

peaks from metals can be used as references for energy218

calibration of PCDs. Since XRF signal is low compared to219

the primary x-ray beam, for these measurements, the detector220

is positioned at 90◦ with respect to the target and the primary221

beam (Fig. 2(a)).222

The x-ray source was operated at 250 μA and 100 kV.223

The threshold scans were performed for all targets by using224

an acquisition time of 1 s per frame, and varying the DAC225

threshold from 20 to 150, using a step size of one DAC226

threshold (corresponding to ≈ 1 keV). The values of Kα1, Kα2227

and K-edge (corresponding to K shell electron binding energy)228

from the elements used for our XRF and K-edge calibration229

are listed in Table I. The resulting XRF calibration line is230

shown in Fig. 3.231

Fig. 2. Sketch showing the experimental set up used for (a) XRF and
(b) K-edge absorption measurements.

TABLE I
LIST OF THE ELEMENTS USED FOR XRF CALIBRATION

AND CORRESPONDING Kα1 , Kα2 AND K-EDGE
EMISSION VALUES [30]

Energy resolution (�E) can be indicated in terms of the 232

full width at half maximum (FWHM). By using Kα emission 233

peaks from target materials �E , and the relative energy 234

resolution (�E
E ), was measured at energies corresponding the 235

XRF Kα from Zr, Gd, W and Pb (showing well defined 236

Gaussian peaks). These are shown in Fig. 3 (b - c) respectively. 237

Due to the need for re-arranging the detector, XRF calibra- 238

tions may not be accessible in a PCD CT system. However 239

energy calibrations using XRF is very precise and reliable. 240

For this reason, we use the energy calibration from XRF 241

as reference for all the other calibration methods. In the 242

remaining sections of this paper, all the threshold values are 243

expressed in energy units based on the corresponding XRF 244

calibration. 245

2) K-Edge Absorption: Threshold calibration using K-edge 246

absorption uses a simple transmission geometry (Fig. 2(b)). 247

The energy dependent attenuation coefficients of target mate- 248

rial are measured and the K-absorption edge is used as 249

reference in the calibration. The linear absorption coefficient 250

measured from a W plate (0.1 mm thick) as a function of 251

varying energy is shown in Fig. 4. This data was acquired by 252

scanning the energy threshold from ≈ 20 keV to ≈ 120 keV, 253
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Fig. 3. (a) Threshold energy calibration obtained for theMedipix3RXchip
having a CdTe 1000 μm thick sensor, using Kα XRF emissions from the
elements listed in Table I. (b) Energy resolution (FWHM) and (c) relative
energy resolution (ΔEE ) measured from Zr, Gd, W and Pb targets.

using a threshold step equivalent of ≈ 1 keV. The energy254

values shown on x-axis correspond to the respective thresholds255

(based on XRF calibrations in Sec. II-B1). For reference, the256

K-edge energy (69.52 keV) of the W target is shown with a257

vertical dashed line (obtained from the NIST database [30]).258

As observed, due to the limited energy resolution of the259

detector as well as the non-ideal and flux dependent detector260

spectral response, the measured transitions at the characteristic261

Fig. 4. Linear attenuation coefficient measured from a W target.

K-edge energies are quite broad. Hence it is difficult to 262

precisely determine the DAC threshold value corresponding to 263

the K-edge energy, making it a challenge to use this method for 264

energy calibration [31]. Fig. 4 also shows the strong spectral 265

distortion introduced by the detector for energies well below 266

the K-edge as well as near the kVp. 267

A strategy to mitigate these issues due to the limited detector 268

energy resolution is described in Sec. II-C. 269

3) X-Ray Tube Voltage Peak: Peak voltages (kVp) corre- 270

sponding to the x-ray tube spectra has shown to be useful 271

references for energy calibration of PCDs [26], [27], [32]. 272

These reference points correspond to the maximum energy 273

for photons emitted from a polychromatic x-ray tube for a 274

set acceleration voltage [26], [27], [32]. One advantage of this 275

method is the continuous range of energies available from 276

the x-ray tube and the simple setup requiring no additional 277

hardware or target materials. 278

The method is based on the determination of the highest 279

energy (and corresponding threshold) at which all the pixels 280

in the detector detect zero photons, which should occur at 281

the tube kVp. However, since the energy response of pixels 282

in the matrix have a normal distribution, such a sharp cut 283

off is not seen. During a threshold scan about 50% of the 284

total pixels in the detector would count at least one photon at 285

the DAC threshold corresponding to the peak energy of the 286

x-ray spectrum [26]. This threshold value for which 50% of 287

pixels are ON can be treated as the reference for the peak tube 288

voltage (kVp) [26], [27]. 289

By repeating this procedure for a number of kVp values for 290

which the x-ray tube can be turned on sequentially, a calibra- 291

tion line can be obtained [26], [27]. Although the kVp method 292

provides quick results, a number of non-converging behaviors 293

have been reported [27], [32] and observed by the authors in 294

our own laboratory. The calibration curve shifts with vary- 295

ing exposure times and changing flux. This effect has been 296

explained in terms of stochastic noise building up over the 297

time. Sources of noise can be for example thermal noise or 298

pile-up effects [32]. 299

We tested this divergence from ideal behavior for various 300

flux conditions obtained by changing tube currents to 50 μA, 301

100 μA, 150 μA, 250 μA and 350 μA for a set source to 302
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Fig. 5. Comparison between calibration lines obtained by applying
the kVp method on dataset obtained using three x-ray tube currents
(100, 250 and 350 μA) and the standard XRF method.

detector distance of 46 cm. For each current value, a range of303

x-ray source peak voltages were used, from 25 kVp to 125 kVp304

with a step of 25 kV to get a calibration line corresponding305

to each flux rate determined by the tube current (see Fig. 5).306

Figure 5 shows three calibration lines, obtained by applying307

the kVp method to three flux levels by operating at x-ray308

tube currents, 100 μA, 250 μA and 350 μA respectively.309

The XRF based calibration is shown for comparison as well.310

Strong dependence of calibration on photon flux is evident.311

A deviation of up to 30 keV can be observed for even a312

photon flux that is well below the 10% dead time loss flux rate.313

The flux levels in clinical CT systems are much higher than314

what is used in our benchtop system and much larger devia-315

tions and uncertainty in calibrations could be expected. The316

newly proposed calibration method in this paper (Sec. II-C)317

are aimed for improved robustness against photon flux used318

during calibration in kVp method. The following sections319

describe the DIR method as applied to both kVp and K-edge320

type calibration methods for a PCD.321

C. Differential Intensity Ratios Method322

The method is based on our observation that the differential323

or relative variations in photon counts is significantly sharper324

than the actual variation of counts at the K-absorption edge325

as well as at the peak energy of the x-ray spectrum (kVp).326

The method is summarized below for a general case when a327

K-edge material is used for reference with specific examples328

presented in subsequent sections. First, the energy dependent329

integral mode photon counts at the detector is measured with330

and without the target material placed between the x-ray tube331

and the detector (setup shown in Fig. 2(b)). For each threshold332

(i = 1, 2, . . .), a spectrally varying intensity I int and I int0333

is obtained with and without the target. The intensity data334

acquired in integral mode using the Medipix3RX can be335

described as:336

I int (Ei ) =
∫ ∞

Ei
�(E)e−μ(E)x D(E)dE (3)337

I int0 (Ei ) =
∫ ∞

Ei
�(E)D(E)dE, (4)338

where �(E) is the incident x-ray spectrum, μ(E) and x are 339

the linear attenuation coefficient and thickness of the target 340

and D(E) is the detector response function which includes 341

flux dependence. I int and I int0 represent the target data and 342

the flat field data respectively. 343

The energy spectrum is obtained by differentiating the 344

integral data with respect to the discrete threshold values: 345

Ii = I inti − I inti+�i
�i

(5) 346

=
∫ Ei+�i

Ei
�(E)e−μ(E)x D(E)dE (6) 347

I0,i = I int0,i − I int0,i+�i
�i

(7) 348

=
∫ Ei+�i

Ei
�(E)D(E)dE (8) 349

A flat field correction, e.g. the division between data acquired 350

with the target and the data acquired without the target, 351

Ii
I0,i

=
∫ Ei+�i
Ei �(E)e−μ(E)x D(E)dE∫ Ei+�i

Ei �(E)D(E)dE
(9) 352

�
〈
e−μ(E)x

〉
i
, (10) 353

is performed for each threshold. If the flux difference with 354

and without the target is very large leading to change in 355

detector response functions, the D(E) values in the numerator 356

and denominator of Eq. 9 would only approximately be the 357

same. This approximation is noted in Eq. 10. Finally, the flat 358

field corrected intensities can be differentiated with respect to 359

the applied threshold, 360

DI R = − ∂

∂i
Ii
I0,i

. (11) 361

The trend of DI R would reveal Gaussian-like peaks at 362

K-edge energies for the target material and at the kVp of 363

x-ray tube spectrum. These observed peaks can be used as 364

references to find energies corresponding to the electronic 365

thresholds. By using multiple K-edge materials in the beam 366

path simultaneously, one can acquire a calibration line in a 367

single shot. The K-edge from high energy efficient sensor 368

material (e.g. Cd and Te) can also be often used as a reference 369

point. 370

The newly proposed calibration method was applied to 371

the experimental dataset acquired from K-edge experiments 372

described previously in section II-B2. 373

Figure 6(a) shows threshold scans acquired in integral mode 374

by monitoring the photons transmitted through a Gd target, 375

see Eq. 3. In order to compare threshold scans acquired under 376

different photon flux conditions, counts displayed in the figure 377

were normalized by the total number of photon counts for the 378

entire scan. 379

Figure 6(b) shows the corresponding differential mode data 380

with flat field correction. This data corresponding to Ii
I0,i 381

(see Eq. 9) shows three distinct transitions. Two of these 382

peaks are at K-edge energies corresponding to Cd (26.7 keV, 383

from the CdTe sensor) and to Gd target (50 keV). The third 384

peak is from the peak energy (100 keV) corresponding to the 385
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Fig. 6. Results from the new implemented method from Gd.
(a) Threshold scans (see Eq. 3); (b) division between I and I0 (see Eq. 9)
(c) differential intensity ration (see Eq. 11).

x-ray spectrum. These reference energies are highlighted by386

vertical dashed lines in red, green and blue respectively in387

Fig. 6(a-c). Figure 6(c) shows the DI R plot (see Eq. 11)388

following the differentiation operation applied to the data389

shown in Fig. 6(b). The noise seen in this data is a result390

Fig. 7. Comparison between calibration lines obtained by applying
DIR and XRF methods.

Fig. 8. Peaks obtained by applying the proposed method to dataset
obtained using a x-ray tube peak voltage of 100kVp and different photon
fluxes.

of differentiation. A smoothing operation can resolve this noise 391

effectively (shown later in Fig. 8). 392

The peaks are clearly visible at all the three characteristic 393

energies in Fig. 6(c). The DAC threshold corresponding to 394

the characteristic energies is obtained via a Gaussian fit. 395

In order to have additional data points, the procedure was 396

also repeated for the W target (K-edge at 70 keV) in the 397

beam path, and a calibration line was obtained. The position 398

of the peaks in Fig. 6(c) appear to be negligibly dependent 399

on the x-ray tube current value, at least for the range of 400

currents used in our experiments. A comparison between 401

the XRF and DIR calibration lines obtained using different 402

x-ray tube current values is shown in Fig. 7. Please note that 403

the energy resolution of PCD is not improved by applying 404

the DIR method. The advantage, compared to conventional 405

absorption measurements is that the DIR approach localizes 406

the point where the K-edge transition occurs thus allowing a 407

more accurate and robust energy calibration for the detector. 408

Spectral inaccuracies due to calibration can add to the effects 409

of distortions when collecting spectral data using PCDs. 410

Although the DIR peak seen at the characteristic K-edge 411

energies are clearly related to a property of the target material, 412
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i.e. the DIR peak is the result of the sudden change in the413

signal occurring at the K-edge, the peak found at the kVp414

energy is not. It is possible, indeed, to reveal a kVp DIR415

peak by applying the DIR method to any two dataset acquired416

under different photon fluxes and with no target material in417

the beam path. This is described more in detail in the next418

section. This observation suggests that the origin of the kVp419

peak has to be attributed to the detector response, D(E), which420

is flux dependent [28].421

D. Robustness of the DIR Method Against Photon Flux422

In order to examine the use of DIR method solely to kVp423

references, we applied the proposed procedure only to the flat424

field threshold scans (no target in the beam path) obtained425

at two different tube currents. In this case Eq. 11 can be426

re-written as:427

DI R = − ∂

∂i
I re f0,i
I n0,i

, (12)428

where I re f0,i and I n0,i are any two dataset acquired with the429

same experimental conditions but different x-ray tube currents.430

Furthermore, in order to demonstrate the robustness of the431

method against the photon flux, a range of photon fluxes432

were used, this time well above the 10% dead time loss. Flux433

rates of 1.9×103, 3.7×104, 5.5×104, 8.8×104, 1.5×105 and434

4.0×105 counts pixel−1s−1, corresponding to dead time losses435

of 0.8%, 14%, 21%, 31%, 47% and 81% were used.436

In our case, I re f0,i consisted of the dataset acquired under437

the lowest flux (1.9×103 counts pixel−1s−1). I n0,i consisted of438

the datasets acquired using other larger flux rates. In order to439

eliminate high frequency differentiation noise (see Fig. 6), data440

were first smoothed by using a Savitzky-Golay filter, showing441

peak shape preservation properties [33].442

The result of this experiment (shown in Fig. 8) confirms that443

the peak positions from DIR do not change significantly with444

the incident photon flux, demonstrating the excellent stability445

of this method against variations in the photon flux.446

A possible explanation for the origin of the kVp DIR447

peak is the following. While the true photon counts would448

diminish to zero above the x-ray kVp (see Fig. 6(a)), the449

peak shown in the DIR is only the result of differential450

distortions in the spectrum due to variations in PCD response451

to flux. This can be possibly attributed to effects such as452

pulse pile up that are not immediately visible from spectral453

measurements at low fluxes (such as in Fig. 6(a) and Fig. 9(a)454

below. Figure 9(a) shows two normalized flat field energy455

spectra, acquired with photon fluxes below 10% dead time456

losses, where pile up effects are limited. Ideally, normalized457

datasets not affected by pile up spectral distortion should458

appear identical. At first glance, indeed, energy spectrums459

shown in Fig. 9(a) appear very similar to each other. However,460

upon closer look, Fig. 9(a) (see inset showing the zoom-in461

plot for energy around 100 keV) shows higher counts above462

the kVp (indicated by the vertical black dashed line) for the463

dataset acquired with higher flux. Such a difference between464

spectrums is enhanced by the division step of the DIR method,465

as shown in Fig. 9(b). There is an energy range where the466

Fig. 9. DIR method applied to low flux flat field images. (a) Normalized
energy spectrums highlighting dataset differences at the kVp energy;
(b) ratio between datasets and (c) DIR peak at the kVp.

two spectrums are not significantly different (i.e. their ratio is 467

close to unity, as indicated by the horizontal red dashed line). 468

At energy range around the kVp, instead, the division shows a 469

peculiar s-shaped transition, indicating a sudden change in the 470
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Fig. 10. Comparison between calibration methods. Discrepancy
between DIR and kVp calibration methods and the XRF.

TABLE II
COMPARISON BETWEEN THE DEVIATION OF THE PRESENTED

METHODS FROM THE XRF CALIBRATION LINE

spectral distribution for this ratio at the kVp energy. The DIR471

peak seen at the kVp, shown in Fig. 9(c), directly reflects such472

a sudden transition. Thus while changes due to pile up effect473

are not visible for most of the spectra, it becomes relevant474

in the spectral ratio obtained in DIR (and hence the spectral475

change with changing flux). This can be clearly seen at and476

immediately after the kVp energy as the only photons detected477

after that energy is due to pile up effect.478

E. Comparison of Calibration Methods479

A comparison of global calibration lines obtained with480

the previously presented methods is shown in Fig. 10. The481

deviations from XRF based calibrations against the original482

kVp method [26], [27], [32] and DIR calibration method under483

various flux conditions is represented as errors (in keV).484

As seen in Fig. 10, throughout the full range of thresholds485

and fluxes used in our studies, the calibration lines obtained486

using the DIR method remains very stable. However, the487

calibration lines obtained using the 50% ON-OFF kVp method488

leads to significant divergence when a high flux is used. In the489

worse case it is of the order of 30 keV. A summary is shown490

in Table II, where the root mean square (RMS) deviation491

from the XRF calibration, for the different methods is shown.492

As seen, the maximum divergence (less than 3 keV) due to493

changing flux in DIR is well within the detector’s inherent494

resolution.495

We can deduce that the conventional kVp method is only496

applicable when a relatively low x-ray tube current is used,497

and the range of applicability should be evaluated beforehand,498

for example using the method suggested by Lee et al. [32].499

Working at very low flux levels can lead to very long durations500

for the calibration. The safe choice of highest flux is difficult 501

to decide a priori as this may vary with sensor type, thickness 502

and other factors. The kVp method is also more sensitive 503

to random stochastic variations in the detector count and to 504

pile-up effects. Our proposed DIR method shows stability and 505

accuracy with respect to change in the incident photon flux, 506

when compared to the conventional kVp method. It appears 507

to be unaffected by the flux ranges used in our experiments. 508

F. Per Pixel Calibration and Correction Method 509

In the studies described above (Sec. II-C and II-D), the 510

DIR method was applied to a global threshold calibration. 511

An improvement in the overall energy resolution of the 512

detector can be obtained by applying the same method to 513

each pixel independently. This would significantly minimize 514

the effect of pixel to pixel variations (pixel gain variations 515

and residual threshold variations). For measurements using 516

Medipix3RX, the DAC T H is a unique global variable which 517

can be controlled by the user and this value represents 518

the global threshold for all the pixels. For a chosen global 519

DAC T H , the corresponding energy is obtained by using the 520

global calibration line, which is of the form: 521

E = mglob × T H + cglob, (13) 522

where mglob and cglob are slope and intercept of the global 523

calibration line respectively. Equation 13 represents the aver- 524

age energy calibration line for all the pixels in the detector 525

when the global DAC TH is varied. 526

Although the threshold equalization procedure 527

(see Sec. II-A) minimizes the pixel to pixel variations 528

by introducing a threshold offset in each pixel, it does 529

not correct for the gain variations existing between pixels. 530

Effectively, this means that for a chosen global threshold 531

T H during any measurement, the true energy calibration line 532

equation is slightly different for each pixel in the detector 533

and can be given by 534

Ep = mp × T H + cp, p = 1, 2, 3, . . . , N (14) 535

where mp and cp are the slope and the intercept of the 536

calibration line for each pixel p respectively. 537

In order to obtain the true calibration line for each pixel in 538

the detector, one can simply apply the DIR method (described 539

in II-C) to each pixel independently after masking off any bad 540

pixels. From variation in slope of these individual calibration 541

lines, the pixel gain (keV/threshold DAC) variations across 542

the matrix can be estimated. The spatial distribution of pixel 543

gain within the chip and the corresponding histogram for 544

our detector is shown in Fig. 11(a-b) respectively. The gain 545

variations across the pixel matrix, expressed as the standard 546

deviation of the slopes of the calibration lines, results to be 547

of the order of 0.05 keV/threshold DAC. The coefficient of 548

variation σ
μ (%), is equal to 5.4%. Here μ and σ are the mean 549

value and the standard deviation of the pixel gains across the 550

pixel matrix. 551

Once the energy response of each individual pixel is deter- 552

mined, correction schemes can be applied for any particu- 553

lar measurement. One possible implementation is described 554

below. 555
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Fig. 11. Pixel gain variation across the PCD. (a) Spatial distribution of
the gain and (b) corresponding histogram.

The inter pixel variations can result in deviations in slopes of556

their individual calibration lines. Thus for any given measure-557

ment with a user specified DAC TH, the corresponding calibra-558

tion energy Ep (See Eq. 14) of pixels may vary significantly559

from the global E (See Eq. 13), effectively reducing the detec-560

tor’s energy resolution. For uniform illumination across the561

detector and for a chosen DAC TH, this results in each pixel562

collecting x-rays above slightly different energies (Ep) instead563

of E (with a deviation �Ep = E − Ep), resulting in varying564

counts per pixel (Ip) (see Eq. 6) across the detector. Reducing565

the effect of gain variations and the resulting in-homogeneity566

in energy calibration across pixels amounts to effectively567

accounting for and correcting these deviations in counts. The568

deviation in counts (�Ip) for a chosen DAC TH, can be569

estimated as �Ip = d Ip
dEp�Ep where d Ip

dEp can be obtained570

by interpolating Ip . A map of �Ep across the detector pixels571

can be obtained following a per-pixel calibration using DIR572

technique as described earlier. The corrected intensity for each573

pixel, I corrp can now be estimated as I corrp = Ip + �Ip;574

completing the corrections for per-pixel energy calibration575

across the detector unit.576

Such pixel by pixel correction procedure following an577

initial global DIR based calibration method is demonstrated578

here with the measured Kα fluorescence line of a W target.579

A comparison between the measured energy spectrum before580

and after the per pixel spectral correction is shown in Fig. 12.581

Fig. 12. Comparison between global and per pixel energy calibration.
Correction procedure has been demonstrated using the Kα XRF peak
recorded from a W target.

Fig. 13. Threshold dispersion measured at 58.65 keV.

For both calibration methods the figure shows the total counts 582

(obtained by summing up photon counts of all pixels in the 583

chip) as a function of the threshold energy, over a range of 584

DAC thresholds corresponding to energies between 35 and 80 585

keV. For the per pixel calibration, the counts in each pixel 586

were corrected as described above to account for inter-pixel 587

variation in true energy threshold levels. 588

By using the global DIR calibration, a FWHM of ≈10 keV 589

at 58.65 keV (the Kα emission line of the W) was measured, 590

corresponding to an energy resolution of 17%. By using the 591

pixel by pixel correction method, a FWHM of ≈7 keV, cor- 592

responding to an energy resolution of 12% was measured for 593

the same energy. This shows how a pixel by pixel calibration 594

significantly improves the overall PCD’s energy resolution. 595

This would be particularly useful for ASICs where interpixel 596

gain variations are large and often much higher than what is 597

found in Medipix detectors. 598

By monitoring the position of tungsten Kα emission line 599

for each independently calibrated pixel, the DAC threshold 600

variations between pixels can be estimated. By calculating 601

standard deviation of the threshold energy positions among 602

the pixels for the particular emission energy in the tungsten 603

fluorescence, one can quantify the threshold dispersion. The 604

measured threshold dispersion at 58.65 keV was found to be of 605

the order of 4.48 keV, with a coefficient of threshold dispersion 606

variation of ≈7.6% (see Fig. 13). 607
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It is worth noting that the overall improvement in the PCD608

energy resolution only arises from inter pixel gain and residual609

threshold dispersion corrections. In principle, any robust and610

accurate calibration method (not necessarily the proposed DIR611

method) applied on a pixel to pixel basis followed by a612

correction in counts for each pixel to account for the variability613

would provide the same improvement in the overall energy614

resolution.615

III. CONCLUSION616

An overview of three methods used for calibrating the617

DAC threshold value of photon counting detectors has been618

presented, highlighting the strengths and the weaknesses of619

each method.620

The XRF provides a precise method for PCD energy cali-621

bration. Its main limitation is the requirement for rearranging622

the experimental set up necessary for calibration. This is not623

always feasible in clinical imaging systems. We showed that624

the K-edge calibration method is limited by the detector’s625

inherent energy resolution and by the significant detector’s626

spectral distortion.627

The conventional kVp calibration method proposed previ-628

ously [26], [27] is the most practical in terms of continuously629

available reference energies from the x-ray tube. This method630

can be implemented without any additional components or631

targets for the calibration procedure and does not require632

realigning the detector as in XRF methods. However, this633

method does not yield robust calibration under varying flux634

or scan times.635

In order to overcome these limitations, we propose a novel636

and simple alternative: a differential intensity ratios method637

which exploits the sharp spectral variation in the relative638

intensities at K-edges as well as at the kVp. The demon-639

strated significant insensitivity of DIR signature to detector640

spectral distortions and energy resolution is a key finding. The641

implementation of our novel approach was demonstrated for642

K-edge and kVp based energy calibration, offering stable and643

accurate results when compared to the XRF method. When644

applied as an alternative to conventional K-edge calibration,645

the DIR method allows precise localization of the K-edge646

transitions. This is otherwise difficult to determine because of647

the broadening introduced by the detector’s energy resolution648

and spectral distortions. When used as a kVp method, the649

DIR offers significant stability against incident photon fluxes.650

The main advantage of DIR over XRF method is that no651

rearrangement of the source and detector positions is required.652

A convenient way to implement the proposed DIR method653

would consist of using two or more targets with K-edges654

simultaneously in the beam path while also exploiting the655

source kVp. Alternatively, one could simply apply the DIR656

method to multiple exposures with changing kVp values657

without the need for any target material in the beam path.658

Finally, we demonstrated the advantages of a pixel by659

pixel calibration using the DIR method in improving the660

detector’s spectral resolution. This is achieved by correcting661

for the count variations among pixels resulting from inter662

pixel gain and residual threshold dispersion variations. In this663

regard, the Medipix3RX is well known to feature a very good664

homogeneity between pixels [1]. The proposed inter pixel cor- 665

rection methods can be expected to yield significantly higher 666

improvements in the overall energy resolution for detectors 667

with more severe inter pixel variations, where a global energy 668

calibration would be insufficient. 669
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Robust Energy Calibration Technique for
Photon Counting Spectral Detectors

Stefano Vespucci, Chan Soo Park, Raul Torrico, and Mini Das

Abstract—This paper describes the implementation of1

a novel and robust threshold energy calibration method2

for photon counting detectors using polychromatic X-ray3

tubes. Methods often used for such energy calibration may4

require re-orientationof thedetectoror introducecalibration5

errors that are flux and acquisition time-dependent. Our6

newly proposed “differential intensity ratios” (DIR) method7

offers a practical and robust alternative to existingmethods.8

We demonstrate this robustness against photon flux used9

in calibration, spectral errors such as pulse pile-up as well10

as the detector’s inherent spectral resolution limits. The11

demonstrated significant insensitivity of the proposed DIR12

signature to detectorspectral distortionsandenergy resolu-13

tion is a key finding. The proposed DIR calibration method14

is demonstrated using Medipix3RX detectors with a CdTe15

sensor under varying flux conditions.A per pixel calibration16

using theDIRmethodhas also been implemented to demon-17

strate an improvement over the global energy resolution of18

the PCD.19

IndexTerms—Energycalibration,photoncountingdetec-20

tors, x-ray detector, spectral resolution, x-ray fluorescence,21

Medipix.22

I. INTRODUCTION23

SEMICONDUCTOR quantum detectors capable of resolv-24

ing and processing single photons are emerging as pow-25

erful tool for many imaging applications. Recent versions of26

these single photon counting detectors (PCDs) are capable27

of energy discrimination and intercommunication between28

pixels to reduce spectral distortions [1], [2]. Besides spec-29

tral discrimination, PCDs allow image acquisition with zero30

dark noise resulting in an improved image quality with31

the potential for several low-dose medical and biologi-32

cal application [3]–[7]. These common imaging techniques33

include x-ray fluorescence (XRF) [8], K-edge absorption [9],34

computerized tomography (CT) [10]–[12], phase contrast35

[13], [14], ptychography [15] and material decomposition36

techniques [16]–[20].37

PCDs are direct conversion detectors that use semi-38

conductor sensors to convert x-rays to charge clouds.39
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Electronic discriminators allow a comparison of signal gener- 40

ated by the incident photons with internal electronic threshold 41

values. These values are commonly denoted as “thresholds” 42

for the PCD. This mechanism allows filtering of photons that 43

have energies lower than that corresponding to the electronic 44

threshold chosen by the experimenter. Energy calibration is a 45

process of accurately assigning the energy value corresponding 46

to an electronic threshold corresponding to a particular digital- 47

to-analog converter (DAC) value. This energy calibration of 48

PCD thresholds is a required procedure before effectively 49

using the spectral capabilities of these devices. 50

A global energy calibration, performed for all the 51

pixels in the PCD, may be sufficient for many applications. 52

It determines the average energy response of all the pixels in 53

the PCD. The inter-pixel manufacturing variations in the detec- 54

tor electronics (like threshold and gain variations) lead to slight 55

differences in energy calibration between pixels [1], [21] This 56

results in a globally reduced energy resolution in the PCD. 57

By evaluating the energy response of each pixel independently, 58

a significant improvement in the energy resolution can be 59

achieved. 60

Electronic settings such as pixel gain or current levels 61

within the detector require separate optimization based on 62

a particular application. One must also ensure robustness of 63

spectral response due to temperature sensitivity or unforeseen 64

effects of slow radiation damage to the electronics. Thus a 65

routine PCD calibration to check for stable spectral response is 66

desirable. Fast, simple and robust methods would be required 67

for routine calibrations when these detectors are used in a 68

clinical setting in the future. Most existing energy calibration 69

techniques are influenced by the detector’s intrinsic resolu- 70

tion, which decreases with increasing energy. In this paper, 71

we present a robust energy calibration method that overcomes 72

these limitations. Aspects such as robustness of calibration 73

techniques to varying acquisition times and to flux changes 74

are also addressed. While the methods discussed in this paper 75

are relevant to any photon counting detector, we demonstrate 76

the proposed methods using Medipix3RX detector with a CdTe 77

sensor. We also demonstrate the utility of our proposed method 78

for per pixel calibration with improved spectral data. 79

A. Medipix3RX Detector 80

The Medipix3RX detector [1], [21], [22] is a direct con- 81

version semiconductor hybrid pixel detector developed by an 82

international collaboration based in CERN, Geneva. It has 83

0278-0062 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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spectroscopic capabilities allowing up to eight electronic84

thresholds to be used for energy discrimination.85

Medipix3RX detector consists mainly of two parts: the86

sensor, where the incoming photons are converted into87

electron-hole pairs, and the Medipix3RX application spe-88

cific integrated circuit (ASIC) electronics, where the signal89

is processed for readout. The sensor is usually a semicon-90

ducting material such as Si, CdTe or GaAs and consists91

of a diode structure. A grid of equally spaced metallic92

bump-bonds behind the sensor allows for virtual pixellation.93

Each bump-bond is connected to the ASIC electronics, allow-94

ing for independent readout for every pixel.95

A reverse bias voltage is applied to the sensor in order to96

deplete the diodes junction interface region and to create an97

electric field within the sensor. This voltage depends on a98

number of factors such as sensor material, sensor thickness99

and doping concentration within the sensor. The electric field100

allows the generated charge cloud to drift toward the ASIC101

electronics, where the signal is processed. The incident x-ray102

photons generate charge cloud, which is then collected at the103

electrode and readout for each pixel. The external electric104

field helps to minimize the lateral diffusion of charge cloud,105

thereby reducing charge sharing effects. Critical spectral errors106

can result if the charge cloud is partially collected by the107

neighboring pixels and read erroneously as a low-energy108

photon [23], [24].109

The Medipix3RX detector unit has an active area that is110

composed of 256 × 256 pixels, each measuring 55 μm×111

55 μm. The various operating modes for Medipix3RX can112

be found in prior literature [1], [2], [23], [24]. The charge113

summing mode allows one to utilize the built-in correction for114

charge sharing via inter-pixel communication enabled in the115

hardware [1]. This is a desirable mode for most of our applica-116

tions due to improved spectral fidelity. For Medipix3RX, one117

can further choose a fine-pitch mode that allows the highest118

spatial resolution of 55 μm which is also desirable for many119

of our applications. Hence the energy calibrations shown in120

this paper are done in a fine pitch mode with charge sharing121

correction.122

For a selected DAC threshold value, the detector pixels123

count the number of photons having an energy above that of124

the energy Ei represented by the selected threshold. For any125

given threshold energy Ei , the integral mode count (I int (Ei ))126

is:127

I int (Ei ) =
∫ ∞

Ei
�(E)D(E)dE, (1)128

where �(E) is the spectrally dependent incident x-ray flux129

and D(E) the detector response function, which takes into130

account factors such as absorption efficiency, flux dependence131

and spectral distortions like charge sharing and pile-up.132

A common operation which is performed in order to monitor133

the spectral energy response of the detector as a function of the134

digital-to-analog-converter (DAC) threshold value is referred135

to as the threshold DAC scan. Here the photons collected for136

each DAC threshold is recorded (for a selected time interval)137

as the threshold value is systematically incremented at finite138

intervals. As seen in Eq. 1, this data represents the integral139

of counts above a given threshold as we vary the threshold 140

level during the scan. This integral-mode spectra has to be 141

differentiated to obtain the photon counts corresponding to 142

each threshold (or the corresponding energy) referred to as 143

differential mode spectra in this paper. 144

Accurate energy calibration (deciphering what the corre- 145

sponding energy is for each threshold) requires known sources 146

of x-ray emission or absorption to be used as sharp reference 147

points. With at least three reliable measurements, a threshold- 148

energy calibration curve can be obtained, which then allows 149

one to match any arbitrary threshold to the corresponding x-ray 150

energy. Some reference energy sources used are radioactive 151

sources, x-ray fluorescence sources [25], peak x-ray source 152

emission (referred to as kVp calibration) [26], [27] and 153

K-edge of any given material. Some drawbacks of these meth- 154

ods are the following: low count rates when using radioactive 155

source emissions as reference; the need for re-orienting the 156

detector when using metal fluorescence lines for reference 157

(as shown in Sec. II-B1); the flux-dependent drifting of 158

calibration curve when using a kVp method (as shown in 159

Sec. II-B3); the broadening of absorption edge due to limited 160

detector spectral resolution when using K-edge absorption 161

method (as shown in Sec. II-B2). In Sec. II-C we describe a 162

robust calibration method against source flux and the limited 163

detector inherent resolution. An x-ray fluorescence method 164

(described in Sec II-B1) is used as a gold standard to compare 165

our new approach. While XRF method requires re-organizing 166

the imaging setup and time consuming, the results obtained are 167

fairly robust due to the relatively low count rate. The presence 168

of a sharp emission peak also offers accuracy in spite of the 169

spectral broadening due to the detector resolution. 170

II. EXPERIMENTAL METHODS 171

A. Medipix3RX Measurement Setting 172

All the experiments reported in this paper are performed 173

by using a micro-focus x-ray tube L8121-03 from Hama- 174

matsu with a Tungsten anode and with operating limits of 175

up to 150 kV and 500 μA. The Medipix3RX detectors 176

with 1000 μm thick CdTe sensor was used, with an applied 177

bias voltage of −500V to the sensor. An equalization for 178

threshold dispersion among pixels were performed prior to 179

the measurements. This operation fine tunes the thresholds in 180

each pixel within the matrix to enable improved inter pixel 181

response uniformity. 182

For each detected photon, the pixel electronics require a 183

finite time to collect and process the signal. The pixel remains 184

in an inactive state for this interval of time (called the dead 185

time, τ ) leading to what is known as a dead-time loss [28]. 186

Hence, quasi-coincident photons may be recorded as a single 187

event for high flux-rates. The result is an apparent reduction 188

in the photon counts and a distortion of the measured energy 189

spectrum due to pulse pile-up [28]. The magnitude of spectral 190

distortion due to pile-up is proportional to the incident flux 191

rate [28]. 192

The detector dead time was estimated by fitting the mea- 193

sured flux rates to an analytical paralyzable model [22], [24] 194

(see Eq. 2) for a range of photon fluxes obtained by changing 195
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Fig. 1. Measured photon fluxes as function of the expected fluxes for
a paralyzable model. The vertical dashed line shows the position of the
10% dead time loss for Medipix3RX CdTe detector.

the source detector distances.196

�meas = �est e−�est τ , (2)197

where �meas and �est are the measured and estimated photon198

fluxes per pixel respectively, given in unit of s−1 and τ is199

the pixel dead time in seconds. �est is extrapolated from200

experimental data measured at very low count rates when pile201

up effect is negligible.202

Fitting the data acquired at increasing x-ray flux rates to203

this paralyzable model (Figure 1) yielded a dead time of204

4.2 μs for the Medipix3RX detector with a 1000 μm thick205

sensor. This value is comparable with what is found in the206

literature [29] for similar detector settings. Flux rate levels207

used for the experiments in this paper range from ≈ 43208

counts/s/pixel to ≈ 1.5 × 105 counts/s/pixel. Pile-up effects209

might be considered limited only for photon flux values below210

≈ 2.5 × 104 counts/s/pixel, resulting in at least 10% dead time211

loss (shown by vertical dashed line in Fig. 1).212

B. Existing Calibration Techniques213

A number of existing energy calibration methods were214

tested and compared against our newly proposed method215

(Sec.II-C).216

1) X-Ray Fluorescence: X-ray fluorescence (XRF) emission217

peaks from metals can be used as references for energy218

calibration of PCDs. Since XRF signal is low compared to219

the primary x-ray beam, for these measurements, the detector220

is positioned at 90◦ with respect to the target and the primary221

beam (Fig. 2(a)).222

The x-ray source was operated at 250 μA and 100 kV.223

The threshold scans were performed for all targets by using224

an acquisition time of 1 s per frame, and varying the DAC225

threshold from 20 to 150, using a step size of one DAC226

threshold (corresponding to ≈ 1 keV). The values of Kα1, Kα2227

and K-edge (corresponding to K shell electron binding energy)228

from the elements used for our XRF and K-edge calibration229

are listed in Table I. The resulting XRF calibration line is230

shown in Fig. 3.231

Fig. 2. Sketch showing the experimental set up used for (a) XRF and
(b) K-edge absorption measurements.

TABLE I
LIST OF THE ELEMENTS USED FOR XRF CALIBRATION

AND CORRESPONDING Kα1 , Kα2 AND K-EDGE
EMISSION VALUES [30]

Energy resolution (�E) can be indicated in terms of the 232

full width at half maximum (FWHM). By using Kα emission 233

peaks from target materials �E , and the relative energy 234

resolution (�E
E ), was measured at energies corresponding the 235

XRF Kα from Zr, Gd, W and Pb (showing well defined 236

Gaussian peaks). These are shown in Fig. 3 (b - c) respectively. 237

Due to the need for re-arranging the detector, XRF calibra- 238

tions may not be accessible in a PCD CT system. However 239

energy calibrations using XRF is very precise and reliable. 240

For this reason, we use the energy calibration from XRF 241

as reference for all the other calibration methods. In the 242

remaining sections of this paper, all the threshold values are 243

expressed in energy units based on the corresponding XRF 244

calibration. 245

2) K-Edge Absorption: Threshold calibration using K-edge 246

absorption uses a simple transmission geometry (Fig. 2(b)). 247

The energy dependent attenuation coefficients of target mate- 248

rial are measured and the K-absorption edge is used as 249

reference in the calibration. The linear absorption coefficient 250

measured from a W plate (0.1 mm thick) as a function of 251

varying energy is shown in Fig. 4. This data was acquired by 252

scanning the energy threshold from ≈ 20 keV to ≈ 120 keV, 253
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Fig. 3. (a) Threshold energy calibration obtained for theMedipix3RXchip
having a CdTe 1000 μm thick sensor, using Kα XRF emissions from the
elements listed in Table I. (b) Energy resolution (FWHM) and (c) relative
energy resolution (ΔEE ) measured from Zr, Gd, W and Pb targets.

using a threshold step equivalent of ≈ 1 keV. The energy254

values shown on x-axis correspond to the respective thresholds255

(based on XRF calibrations in Sec. II-B1). For reference, the256

K-edge energy (69.52 keV) of the W target is shown with a257

vertical dashed line (obtained from the NIST database [30]).258

As observed, due to the limited energy resolution of the259

detector as well as the non-ideal and flux dependent detector260

spectral response, the measured transitions at the characteristic261

Fig. 4. Linear attenuation coefficient measured from a W target.

K-edge energies are quite broad. Hence it is difficult to 262

precisely determine the DAC threshold value corresponding to 263

the K-edge energy, making it a challenge to use this method for 264

energy calibration [31]. Fig. 4 also shows the strong spectral 265

distortion introduced by the detector for energies well below 266

the K-edge as well as near the kVp. 267

A strategy to mitigate these issues due to the limited detector 268

energy resolution is described in Sec. II-C. 269

3) X-Ray Tube Voltage Peak: Peak voltages (kVp) corre- 270

sponding to the x-ray tube spectra has shown to be useful 271

references for energy calibration of PCDs [26], [27], [32]. 272

These reference points correspond to the maximum energy 273

for photons emitted from a polychromatic x-ray tube for a 274

set acceleration voltage [26], [27], [32]. One advantage of this 275

method is the continuous range of energies available from 276

the x-ray tube and the simple setup requiring no additional 277

hardware or target materials. 278

The method is based on the determination of the highest 279

energy (and corresponding threshold) at which all the pixels 280

in the detector detect zero photons, which should occur at 281

the tube kVp. However, since the energy response of pixels 282

in the matrix have a normal distribution, such a sharp cut 283

off is not seen. During a threshold scan about 50% of the 284

total pixels in the detector would count at least one photon at 285

the DAC threshold corresponding to the peak energy of the 286

x-ray spectrum [26]. This threshold value for which 50% of 287

pixels are ON can be treated as the reference for the peak tube 288

voltage (kVp) [26], [27]. 289

By repeating this procedure for a number of kVp values for 290

which the x-ray tube can be turned on sequentially, a calibra- 291

tion line can be obtained [26], [27]. Although the kVp method 292

provides quick results, a number of non-converging behaviors 293

have been reported [27], [32] and observed by the authors in 294

our own laboratory. The calibration curve shifts with vary- 295

ing exposure times and changing flux. This effect has been 296

explained in terms of stochastic noise building up over the 297

time. Sources of noise can be for example thermal noise or 298

pile-up effects [32]. 299

We tested this divergence from ideal behavior for various 300

flux conditions obtained by changing tube currents to 50 μA, 301

100 μA, 150 μA, 250 μA and 350 μA for a set source to 302



IEE
E P

ro
of

VESPUCCI et al.: ROBUST ENERGY CALIBRATION TECHNIQUE FOR PHOTON COUNTING SPECTRAL DETECTORS 5

Fig. 5. Comparison between calibration lines obtained by applying
the kVp method on dataset obtained using three x-ray tube currents
(100, 250 and 350 μA) and the standard XRF method.

detector distance of 46 cm. For each current value, a range of303

x-ray source peak voltages were used, from 25 kVp to 125 kVp304

with a step of 25 kV to get a calibration line corresponding305

to each flux rate determined by the tube current (see Fig. 5).306

Figure 5 shows three calibration lines, obtained by applying307

the kVp method to three flux levels by operating at x-ray308

tube currents, 100 μA, 250 μA and 350 μA respectively.309

The XRF based calibration is shown for comparison as well.310

Strong dependence of calibration on photon flux is evident.311

A deviation of up to 30 keV can be observed for even a312

photon flux that is well below the 10% dead time loss flux rate.313

The flux levels in clinical CT systems are much higher than314

what is used in our benchtop system and much larger devia-315

tions and uncertainty in calibrations could be expected. The316

newly proposed calibration method in this paper (Sec. II-C)317

are aimed for improved robustness against photon flux used318

during calibration in kVp method. The following sections319

describe the DIR method as applied to both kVp and K-edge320

type calibration methods for a PCD.321

C. Differential Intensity Ratios Method322

The method is based on our observation that the differential323

or relative variations in photon counts is significantly sharper324

than the actual variation of counts at the K-absorption edge325

as well as at the peak energy of the x-ray spectrum (kVp).326

The method is summarized below for a general case when a327

K-edge material is used for reference with specific examples328

presented in subsequent sections. First, the energy dependent329

integral mode photon counts at the detector is measured with330

and without the target material placed between the x-ray tube331

and the detector (setup shown in Fig. 2(b)). For each threshold332

(i = 1, 2, . . .), a spectrally varying intensity I int and I int0333

is obtained with and without the target. The intensity data334

acquired in integral mode using the Medipix3RX can be335

described as:336

I int (Ei ) =
∫ ∞

Ei
�(E)e−μ(E)x D(E)dE (3)337

I int0 (Ei ) =
∫ ∞

Ei
�(E)D(E)dE, (4)338

where �(E) is the incident x-ray spectrum, μ(E) and x are 339

the linear attenuation coefficient and thickness of the target 340

and D(E) is the detector response function which includes 341

flux dependence. I int and I int0 represent the target data and 342

the flat field data respectively. 343

The energy spectrum is obtained by differentiating the 344

integral data with respect to the discrete threshold values: 345

Ii = I inti − I inti+�i
�i

(5) 346

=
∫ Ei+�i

Ei
�(E)e−μ(E)x D(E)dE (6) 347

I0,i = I int0,i − I int0,i+�i
�i

(7) 348

=
∫ Ei+�i

Ei
�(E)D(E)dE (8) 349

A flat field correction, e.g. the division between data acquired 350

with the target and the data acquired without the target, 351

Ii
I0,i

=
∫ Ei+�i
Ei �(E)e−μ(E)x D(E)dE∫ Ei+�i

Ei �(E)D(E)dE
(9) 352

�
〈
e−μ(E)x

〉
i
, (10) 353

is performed for each threshold. If the flux difference with 354

and without the target is very large leading to change in 355

detector response functions, the D(E) values in the numerator 356

and denominator of Eq. 9 would only approximately be the 357

same. This approximation is noted in Eq. 10. Finally, the flat 358

field corrected intensities can be differentiated with respect to 359

the applied threshold, 360

DI R = − ∂

∂i
Ii
I0,i

. (11) 361

The trend of DI R would reveal Gaussian-like peaks at 362

K-edge energies for the target material and at the kVp of 363

x-ray tube spectrum. These observed peaks can be used as 364

references to find energies corresponding to the electronic 365

thresholds. By using multiple K-edge materials in the beam 366

path simultaneously, one can acquire a calibration line in a 367

single shot. The K-edge from high energy efficient sensor 368

material (e.g. Cd and Te) can also be often used as a reference 369

point. 370

The newly proposed calibration method was applied to 371

the experimental dataset acquired from K-edge experiments 372

described previously in section II-B2. 373

Figure 6(a) shows threshold scans acquired in integral mode 374

by monitoring the photons transmitted through a Gd target, 375

see Eq. 3. In order to compare threshold scans acquired under 376

different photon flux conditions, counts displayed in the figure 377

were normalized by the total number of photon counts for the 378

entire scan. 379

Figure 6(b) shows the corresponding differential mode data 380

with flat field correction. This data corresponding to Ii
I0,i 381

(see Eq. 9) shows three distinct transitions. Two of these 382

peaks are at K-edge energies corresponding to Cd (26.7 keV, 383

from the CdTe sensor) and to Gd target (50 keV). The third 384

peak is from the peak energy (100 keV) corresponding to the 385
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Fig. 6. Results from the new implemented method from Gd.
(a) Threshold scans (see Eq. 3); (b) division between I and I0 (see Eq. 9)
(c) differential intensity ration (see Eq. 11).

x-ray spectrum. These reference energies are highlighted by386

vertical dashed lines in red, green and blue respectively in387

Fig. 6(a-c). Figure 6(c) shows the DI R plot (see Eq. 11)388

following the differentiation operation applied to the data389

shown in Fig. 6(b). The noise seen in this data is a result390

Fig. 7. Comparison between calibration lines obtained by applying
DIR and XRF methods.

Fig. 8. Peaks obtained by applying the proposed method to dataset
obtained using a x-ray tube peak voltage of 100kVp and different photon
fluxes.

of differentiation. A smoothing operation can resolve this noise 391

effectively (shown later in Fig. 8). 392

The peaks are clearly visible at all the three characteristic 393

energies in Fig. 6(c). The DAC threshold corresponding to 394

the characteristic energies is obtained via a Gaussian fit. 395

In order to have additional data points, the procedure was 396

also repeated for the W target (K-edge at 70 keV) in the 397

beam path, and a calibration line was obtained. The position 398

of the peaks in Fig. 6(c) appear to be negligibly dependent 399

on the x-ray tube current value, at least for the range of 400

currents used in our experiments. A comparison between 401

the XRF and DIR calibration lines obtained using different 402

x-ray tube current values is shown in Fig. 7. Please note that 403

the energy resolution of PCD is not improved by applying 404

the DIR method. The advantage, compared to conventional 405

absorption measurements is that the DIR approach localizes 406

the point where the K-edge transition occurs thus allowing a 407

more accurate and robust energy calibration for the detector. 408

Spectral inaccuracies due to calibration can add to the effects 409

of distortions when collecting spectral data using PCDs. 410

Although the DIR peak seen at the characteristic K-edge 411

energies are clearly related to a property of the target material, 412
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i.e. the DIR peak is the result of the sudden change in the413

signal occurring at the K-edge, the peak found at the kVp414

energy is not. It is possible, indeed, to reveal a kVp DIR415

peak by applying the DIR method to any two dataset acquired416

under different photon fluxes and with no target material in417

the beam path. This is described more in detail in the next418

section. This observation suggests that the origin of the kVp419

peak has to be attributed to the detector response, D(E), which420

is flux dependent [28].421

D. Robustness of the DIR Method Against Photon Flux422

In order to examine the use of DIR method solely to kVp423

references, we applied the proposed procedure only to the flat424

field threshold scans (no target in the beam path) obtained425

at two different tube currents. In this case Eq. 11 can be426

re-written as:427

DI R = − ∂

∂i
I re f0,i
I n0,i

, (12)428

where I re f0,i and I n0,i are any two dataset acquired with the429

same experimental conditions but different x-ray tube currents.430

Furthermore, in order to demonstrate the robustness of the431

method against the photon flux, a range of photon fluxes432

were used, this time well above the 10% dead time loss. Flux433

rates of 1.9×103, 3.7×104, 5.5×104, 8.8×104, 1.5×105 and434

4.0×105 counts pixel−1s−1, corresponding to dead time losses435

of 0.8%, 14%, 21%, 31%, 47% and 81% were used.436

In our case, I re f0,i consisted of the dataset acquired under437

the lowest flux (1.9×103 counts pixel−1s−1). I n0,i consisted of438

the datasets acquired using other larger flux rates. In order to439

eliminate high frequency differentiation noise (see Fig. 6), data440

were first smoothed by using a Savitzky-Golay filter, showing441

peak shape preservation properties [33].442

The result of this experiment (shown in Fig. 8) confirms that443

the peak positions from DIR do not change significantly with444

the incident photon flux, demonstrating the excellent stability445

of this method against variations in the photon flux.446

A possible explanation for the origin of the kVp DIR447

peak is the following. While the true photon counts would448

diminish to zero above the x-ray kVp (see Fig. 6(a)), the449

peak shown in the DIR is only the result of differential450

distortions in the spectrum due to variations in PCD response451

to flux. This can be possibly attributed to effects such as452

pulse pile up that are not immediately visible from spectral453

measurements at low fluxes (such as in Fig. 6(a) and Fig. 9(a)454

below. Figure 9(a) shows two normalized flat field energy455

spectra, acquired with photon fluxes below 10% dead time456

losses, where pile up effects are limited. Ideally, normalized457

datasets not affected by pile up spectral distortion should458

appear identical. At first glance, indeed, energy spectrums459

shown in Fig. 9(a) appear very similar to each other. However,460

upon closer look, Fig. 9(a) (see inset showing the zoom-in461

plot for energy around 100 keV) shows higher counts above462

the kVp (indicated by the vertical black dashed line) for the463

dataset acquired with higher flux. Such a difference between464

spectrums is enhanced by the division step of the DIR method,465

as shown in Fig. 9(b). There is an energy range where the466

Fig. 9. DIR method applied to low flux flat field images. (a) Normalized
energy spectrums highlighting dataset differences at the kVp energy;
(b) ratio between datasets and (c) DIR peak at the kVp.

two spectrums are not significantly different (i.e. their ratio is 467

close to unity, as indicated by the horizontal red dashed line). 468

At energy range around the kVp, instead, the division shows a 469

peculiar s-shaped transition, indicating a sudden change in the 470
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Fig. 10. Comparison between calibration methods. Discrepancy
between DIR and kVp calibration methods and the XRF.

TABLE II
COMPARISON BETWEEN THE DEVIATION OF THE PRESENTED

METHODS FROM THE XRF CALIBRATION LINE

spectral distribution for this ratio at the kVp energy. The DIR471

peak seen at the kVp, shown in Fig. 9(c), directly reflects such472

a sudden transition. Thus while changes due to pile up effect473

are not visible for most of the spectra, it becomes relevant474

in the spectral ratio obtained in DIR (and hence the spectral475

change with changing flux). This can be clearly seen at and476

immediately after the kVp energy as the only photons detected477

after that energy is due to pile up effect.478

E. Comparison of Calibration Methods479

A comparison of global calibration lines obtained with480

the previously presented methods is shown in Fig. 10. The481

deviations from XRF based calibrations against the original482

kVp method [26], [27], [32] and DIR calibration method under483

various flux conditions is represented as errors (in keV).484

As seen in Fig. 10, throughout the full range of thresholds485

and fluxes used in our studies, the calibration lines obtained486

using the DIR method remains very stable. However, the487

calibration lines obtained using the 50% ON-OFF kVp method488

leads to significant divergence when a high flux is used. In the489

worse case it is of the order of 30 keV. A summary is shown490

in Table II, where the root mean square (RMS) deviation491

from the XRF calibration, for the different methods is shown.492

As seen, the maximum divergence (less than 3 keV) due to493

changing flux in DIR is well within the detector’s inherent494

resolution.495

We can deduce that the conventional kVp method is only496

applicable when a relatively low x-ray tube current is used,497

and the range of applicability should be evaluated beforehand,498

for example using the method suggested by Lee et al. [32].499

Working at very low flux levels can lead to very long durations500

for the calibration. The safe choice of highest flux is difficult 501

to decide a priori as this may vary with sensor type, thickness 502

and other factors. The kVp method is also more sensitive 503

to random stochastic variations in the detector count and to 504

pile-up effects. Our proposed DIR method shows stability and 505

accuracy with respect to change in the incident photon flux, 506

when compared to the conventional kVp method. It appears 507

to be unaffected by the flux ranges used in our experiments. 508

F. Per Pixel Calibration and Correction Method 509

In the studies described above (Sec. II-C and II-D), the 510

DIR method was applied to a global threshold calibration. 511

An improvement in the overall energy resolution of the 512

detector can be obtained by applying the same method to 513

each pixel independently. This would significantly minimize 514

the effect of pixel to pixel variations (pixel gain variations 515

and residual threshold variations). For measurements using 516

Medipix3RX, the DAC T H is a unique global variable which 517

can be controlled by the user and this value represents 518

the global threshold for all the pixels. For a chosen global 519

DAC T H , the corresponding energy is obtained by using the 520

global calibration line, which is of the form: 521

E = mglob × T H + cglob, (13) 522

where mglob and cglob are slope and intercept of the global 523

calibration line respectively. Equation 13 represents the aver- 524

age energy calibration line for all the pixels in the detector 525

when the global DAC TH is varied. 526

Although the threshold equalization procedure 527

(see Sec. II-A) minimizes the pixel to pixel variations 528

by introducing a threshold offset in each pixel, it does 529

not correct for the gain variations existing between pixels. 530

Effectively, this means that for a chosen global threshold 531

T H during any measurement, the true energy calibration line 532

equation is slightly different for each pixel in the detector 533

and can be given by 534

Ep = mp × T H + cp, p = 1, 2, 3, . . . , N (14) 535

where mp and cp are the slope and the intercept of the 536

calibration line for each pixel p respectively. 537

In order to obtain the true calibration line for each pixel in 538

the detector, one can simply apply the DIR method (described 539

in II-C) to each pixel independently after masking off any bad 540

pixels. From variation in slope of these individual calibration 541

lines, the pixel gain (keV/threshold DAC) variations across 542

the matrix can be estimated. The spatial distribution of pixel 543

gain within the chip and the corresponding histogram for 544

our detector is shown in Fig. 11(a-b) respectively. The gain 545

variations across the pixel matrix, expressed as the standard 546

deviation of the slopes of the calibration lines, results to be 547

of the order of 0.05 keV/threshold DAC. The coefficient of 548

variation σ
μ (%), is equal to 5.4%. Here μ and σ are the mean 549

value and the standard deviation of the pixel gains across the 550

pixel matrix. 551

Once the energy response of each individual pixel is deter- 552

mined, correction schemes can be applied for any particu- 553

lar measurement. One possible implementation is described 554

below. 555
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Fig. 11. Pixel gain variation across the PCD. (a) Spatial distribution of
the gain and (b) corresponding histogram.

The inter pixel variations can result in deviations in slopes of556

their individual calibration lines. Thus for any given measure-557

ment with a user specified DAC TH, the corresponding calibra-558

tion energy Ep (See Eq. 14) of pixels may vary significantly559

from the global E (See Eq. 13), effectively reducing the detec-560

tor’s energy resolution. For uniform illumination across the561

detector and for a chosen DAC TH, this results in each pixel562

collecting x-rays above slightly different energies (Ep) instead563

of E (with a deviation �Ep = E − Ep), resulting in varying564

counts per pixel (Ip) (see Eq. 6) across the detector. Reducing565

the effect of gain variations and the resulting in-homogeneity566

in energy calibration across pixels amounts to effectively567

accounting for and correcting these deviations in counts. The568

deviation in counts (�Ip) for a chosen DAC TH, can be569

estimated as �Ip = d Ip
dEp�Ep where d Ip

dEp can be obtained570

by interpolating Ip . A map of �Ep across the detector pixels571

can be obtained following a per-pixel calibration using DIR572

technique as described earlier. The corrected intensity for each573

pixel, I corrp can now be estimated as I corrp = Ip + �Ip;574

completing the corrections for per-pixel energy calibration575

across the detector unit.576

Such pixel by pixel correction procedure following an577

initial global DIR based calibration method is demonstrated578

here with the measured Kα fluorescence line of a W target.579

A comparison between the measured energy spectrum before580

and after the per pixel spectral correction is shown in Fig. 12.581

Fig. 12. Comparison between global and per pixel energy calibration.
Correction procedure has been demonstrated using the Kα XRF peak
recorded from a W target.

Fig. 13. Threshold dispersion measured at 58.65 keV.

For both calibration methods the figure shows the total counts 582

(obtained by summing up photon counts of all pixels in the 583

chip) as a function of the threshold energy, over a range of 584

DAC thresholds corresponding to energies between 35 and 80 585

keV. For the per pixel calibration, the counts in each pixel 586

were corrected as described above to account for inter-pixel 587

variation in true energy threshold levels. 588

By using the global DIR calibration, a FWHM of ≈10 keV 589

at 58.65 keV (the Kα emission line of the W) was measured, 590

corresponding to an energy resolution of 17%. By using the 591

pixel by pixel correction method, a FWHM of ≈7 keV, cor- 592

responding to an energy resolution of 12% was measured for 593

the same energy. This shows how a pixel by pixel calibration 594

significantly improves the overall PCD’s energy resolution. 595

This would be particularly useful for ASICs where interpixel 596

gain variations are large and often much higher than what is 597

found in Medipix detectors. 598

By monitoring the position of tungsten Kα emission line 599

for each independently calibrated pixel, the DAC threshold 600

variations between pixels can be estimated. By calculating 601

standard deviation of the threshold energy positions among 602

the pixels for the particular emission energy in the tungsten 603

fluorescence, one can quantify the threshold dispersion. The 604

measured threshold dispersion at 58.65 keV was found to be of 605

the order of 4.48 keV, with a coefficient of threshold dispersion 606

variation of ≈7.6% (see Fig. 13). 607
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It is worth noting that the overall improvement in the PCD608

energy resolution only arises from inter pixel gain and residual609

threshold dispersion corrections. In principle, any robust and610

accurate calibration method (not necessarily the proposed DIR611

method) applied on a pixel to pixel basis followed by a612

correction in counts for each pixel to account for the variability613

would provide the same improvement in the overall energy614

resolution.615

III. CONCLUSION616

An overview of three methods used for calibrating the617

DAC threshold value of photon counting detectors has been618

presented, highlighting the strengths and the weaknesses of619

each method.620

The XRF provides a precise method for PCD energy cali-621

bration. Its main limitation is the requirement for rearranging622

the experimental set up necessary for calibration. This is not623

always feasible in clinical imaging systems. We showed that624

the K-edge calibration method is limited by the detector’s625

inherent energy resolution and by the significant detector’s626

spectral distortion.627

The conventional kVp calibration method proposed previ-628

ously [26], [27] is the most practical in terms of continuously629

available reference energies from the x-ray tube. This method630

can be implemented without any additional components or631

targets for the calibration procedure and does not require632

realigning the detector as in XRF methods. However, this633

method does not yield robust calibration under varying flux634

or scan times.635

In order to overcome these limitations, we propose a novel636

and simple alternative: a differential intensity ratios method637

which exploits the sharp spectral variation in the relative638

intensities at K-edges as well as at the kVp. The demon-639

strated significant insensitivity of DIR signature to detector640

spectral distortions and energy resolution is a key finding. The641

implementation of our novel approach was demonstrated for642

K-edge and kVp based energy calibration, offering stable and643

accurate results when compared to the XRF method. When644

applied as an alternative to conventional K-edge calibration,645

the DIR method allows precise localization of the K-edge646

transitions. This is otherwise difficult to determine because of647

the broadening introduced by the detector’s energy resolution648

and spectral distortions. When used as a kVp method, the649

DIR offers significant stability against incident photon fluxes.650

The main advantage of DIR over XRF method is that no651

rearrangement of the source and detector positions is required.652

A convenient way to implement the proposed DIR method653

would consist of using two or more targets with K-edges654

simultaneously in the beam path while also exploiting the655

source kVp. Alternatively, one could simply apply the DIR656

method to multiple exposures with changing kVp values657

without the need for any target material in the beam path.658

Finally, we demonstrated the advantages of a pixel by659

pixel calibration using the DIR method in improving the660

detector’s spectral resolution. This is achieved by correcting661

for the count variations among pixels resulting from inter662

pixel gain and residual threshold dispersion variations. In this663

regard, the Medipix3RX is well known to feature a very good664

homogeneity between pixels [1]. The proposed inter pixel cor- 665

rection methods can be expected to yield significantly higher 666

improvements in the overall energy resolution for detectors 667

with more severe inter pixel variations, where a global energy 668

calibration would be insufficient. 669
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