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Abstract—This paper generalizes the LaSalle-Yoshizawa The-
orem to switched nonsmooth systems. Filippov and Krasovskii
regularizations of a switched system are shown to be contained
within the convex hull of Filippov and Krasovskii regularizations
of the subsystems, respectively. A common candidate Lyapunov
function (cLf) that has a negative semidefinite generalized time
derivative along the trajectories of the subsystems is shown to
be sufficient to establish LaSalle-Yoshizawa-like results for the
switched system. Of independent interest, are the results on
approximate continuity and Filippov regularization of set-valued
maps, reduction of differential inclusions using Lipschitz contin-
uous regular functions, and comparative remarks on different
generalizations of the time derivative along the trajectories of a
nonsmooth system.

Index Terms—switched systems, differential inclusions, adap-
tive systems, nonlinear systems

I. INTRODUCTION

The focus of this paper is Lyapunov-based stability analysis
of switched nonautonomous systems that admit non-strict
candidate Lyapunov functions (cLfs) (i.e., cLfs with time
derivatives bounded by a negative semidefinite function of
the state). Analysis of adaptive controllers of systems with
discontinuities introduced through discontinuous control de-
sign and/or dynamics motivates the theoretical development.
For example, neuromuscular electrical stimulation applications
such as [1]-[4] involve switching between different muscle
groups during different phases of operation to reduce fatigue
[1], [4], to compensate for changing muscle geometry [3], or to
perform functional tasks that require multi-limb coordination
[2]. Such applications stand to benefit from adaptive methods
where the controller adapts to the uncertain dynamics without
strictly relying on robust control methods prone to overstim-
ulation, such as high gain or high frequency feedback.

Switched dynamics are inherent in a variety of modern
adaptation strategies. For example, in sparse neural networks
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[5], the use of different approximation architectures for dif-
ferent regions of the state-space introduces switching via the
feedforward part of the controller. In adaptive gain scheduling
methods [6], switching is introduced due to changing feedback
gains. Switching is also utilized as a tool to improve the
transient response of adaptive controllers by selecting between
multiple estimated models of stable plants (see, e.g., [7]-[16]).

Lyapunov-based stability analysis of switched adaptive sys-
tems is challenging because the subsystems under adaptive
control typically do not admit strict Lyapunov functions. For
each subsystem, convergence of the error signal to the origin
is typically established using Barbidlat’s lemma (e.g., [17,
Lemma 8.2]). In traditional methods that utilize multiple cLfs
to establish stability of switched systems (e.g., [18, Theorem
3.2]), the class of admissible switching signals is restricted
based on the rate of decay of the cLfs (cf. [18, Eq. 3.10]).
Since Barbalat’s lemma provides no information about the rate
of decay of a cLf, it alone is insufficient to establish stability of
a switched system using multiple Lyapunov functions. While
switched systems can be analyzed using a common strict
Lyapunov function, extension to common non-strict Lyapunov
functions is not trivial (cf. [19]-[21] and [18, Example 2.1]).

An adaptive controller for switched nonlinear systems is
developed in [22] using a generalization of Barbalat’s lemma
from [23]. The controller is shown to asymptotically stabilize
a switched system with parametric uncertainties in the sub-
systems. Multiple Lyapunov functions are utilized to analyze
the stability of the switched system. However, the generalized
Barbalat’s Lemma in [23] requires a minimum dwell time, and
in general, minimum dwell time cannot be guaranteed when
the switching is state-dependent.

Results such as [24]-[27] extend the Barbashin-Krasovskii-
LaSalle invariance principle to discontinuous systems. How-
ever, these results are for autonomous systems, whereas the
development in this paper is focused on nonautonomous
systems. An extension of the LaSalle-Yoshizawa Theorem
to nonsmooth nonautonomous systems is provided in [28,
Theorem 2.5]; however, the result requires the cLf to be
continuously differentiable, whereas the approach developed in
this paper uses a more general framework that utilizes locally
Lipschitz-continuous cLfs.

This paper generalizes the LaSalle-Yoshizawa Theorem
(see, e.g., [29] and [17, Theorem 8.4]) and its nonsmooth
extensions (see, e.g., [28, Theorem 2.5] and [30]) to switched
nonsmooth systems and nonregular Lyapunov functions. A
non-strict common Lyapunov function is used to establish
boundedness of the system state and convergence of a positive
semidefinite function of the system state to zero under a mild



restriction on the switching signal.

The paper is organized as follows. The notation is defined in
Section II. Section III defines the class of systems considered
along with the objectives. Sections IV-VII are dedicated to
the development of the main results of the paper. Section VIII
provides a discussion on the merits of the generalized time
derivatives defined in Section V. Section IX presents illustra-
tive examples, and Section X provides concluding remarks.
The appendix includes supplementary proofs.

II. NOTATION

The n—dimensional Euclidean space is denoted by R™ and
1 denotes the Lebesgue measure on R™. Elements of R™ are
interpreted as column vectors and ()T denotes the vector
transpose operator. The set of positive integers excluding 0
is denoted by N, and D denotes an open and connected subset
of R™. For a € R, the notation R>, denotes the interval
[a, 00) and the notation R, denotes the interval (a, o). For

a.e.

a relation (-), the notation (-) implies that the relation holds
for almost all ¢ € Z, for some interval Z. Unless otherwise
specified, an interval Z is assumed to be right open, of nonzero
length, and ¢y, := minZ, where ty € R>( denotes the initial
time. The notation F': A = B is used to denote a set-valued
map from A to the subsets of B. The notations co A and c6A
are used to denote the convex hull and the closed convex hull
of the set A, respectively and AAB = (A\ B) U (B\ A).
If @ € R™ and b € R” then the notation [a;b] denotes the

concatenated vector € R™*t" For A C R™, B C R"»

a
b
the notations B
denote the set {[a;b] | @ € A,b € B}. The notations B (x,r)
and B (z,r), for z € R™ and r > 0, are used to denote the
sets {y € R" | [lz — yl| < r} and {y € R" | o — | < r}, re-
spectively. The notation |(-)| denotes the absolute value if
() € R and the cardinality if (-) is a set. The notation
L (A, B) denotes the set of essentially bounded functions
from A to B.

and A x B are interchangeably used to

III. PROBLEM FORMULATION

Consider a switched system of the form'

T = fp(z,t) ([L‘,t), (1)

where p : R” x R>;, — N denotes a state-dependent switch-
ing signal, N° C N is the set of all possible switching indices,
and € R™ denotes the system state. Let f : R" xR>; — R"
denote the function (x,t) = f,( ) (z,t) . The main objective
of this paper is to establish asymptotic properties of the
generalized solutions of the system

&= f(x,t), 2

using asymptotic properties of the generalized solutions of the
subsystems

= f,(x,t), o€N°. 3)

IFor the case where the subsystems are modeled as differential inclusions,
see Section VIIL.

The advantage of the aforementioned strategy, as opposed
to directly analyzing (2), is that the analysis can be made
invariant with respect to the switching function over a wide
range of admissible (see Assumption 1) switching functions.
On the other hand, a direct analysis of (2) is valid only for
the specific p used to construct (2).

For some classes of switching signals, switched systems
can be modeled and analyzed as hybrid systems (see, e.g.,
[31, Section 1.4.4]). However, when arbitrary state-dependent
switching is allowed, switched systems can have solutions that
flow vt € R>;, with an uncountable set of switching instances
(e.g., sliding motion). Since hybrid time domains are not rich
enough to describe such solutions while keeping track of the
discrete variable, hybrid models are not suitable for the class
of systems considered in this paper.

In the following, generalized solutions of the systems in (2)
and (3), defined using Filippov and Krasovskii regularization
are analyzed. For a Lebesgue measurable function g : R™ x
R>;, — R, the Filippov regularization is defined as [32, p.
85]

Flg(@t)=[) () ®©{gwt) |yecB(x38\N},

6>0 pu(N)=0
“4)
and the Krasovskii regularization is defined as [33, p. 17]

Klgl (z.t) = (@{gw.t) [y €B(z.8)}.

6>0

The following definition introduces the class of switched
systems considered in this paper.

Definition 1. A collection {f, : R" x Ry, — R"} __ -, is
said to satisfy the weak basic conditions if it is locally
bounded, uniformly in o and t,2 and the functions ¢ —
fo (z,t) and t — p (z,t) are Lebesgue measurable Vo € R”
and Yo € N°. When a Filippov regularization is considered,
the local boundedness requirement on the map x — f, (z,1)
is relaxed to essential local boundedness and a stronger
measurability requirement is imposed so that (z,t) — f, (z,t)
and (z,t) — p(z,t) are Lebesgue measurable Vo € N°. A

To achieve the aforementioned main objective, the differen-
tial inclusion that results from regularization of the switched
system in (2) is proven to be contained within the convex
combination of the differential inclusions that result from
regularization of the subsystems in (3), under mild assump-
tions on the switching signal (Proposition 1, Section IV).
To facilitate the discussion that follows, the existence of a
non-strict Lyapunov function is shown to be sufficient to
infer certain asymptotic properties of solutions of differential
inclusions (Theorem 1, Section V). It is then established that
a common non-strict Lyapunov function for the differential
inclusions that result from regularization of (3) is also a non-
strict Lyapunov function for the differential inclusion that
results from regularization of (2) (Proposition 2, Section VI).
The main result of the paper then follows, i.e., conclusions

2A collection of functions {f(, R xR>yy = R" |0 € N"} is locally
bounded, uniformly in ¢ and o, if for every compact K C R", there exists
M > 0 such that || f5 (z,t)|], < M, V(z,t) € K x R>¢, and Vo € N°.



about asymptotic properties of generalized solutions of (2)
can be drawn from the asymptotic properties of generalized
solutions of (3) (Theorem 2, Section VI).

The following section develops a relationship between the
differential inclusions resulting from regularization of (2) and

3.

IV. SWITCHING AND REGULARIZATION

Let ¢ € F[f](z,t) and & € F[f,](z,t) be Filippov
regularizations and & € K[f](x,t) and £ € K[fs](x,t)
be Krasovskii regularizations of (2) and (3), respectively.
The following assumption imposes a mild restriction on the
switching function p to establish a relationship between F [f],

{F1fol}, 1S, and {L[f5]}.

Assumption 1. For each (z,
d* > 0 such that |p (B (x,0%),

t) € R™ x Ryy,, there exists
)] < 0. A

Assumption 1 is equivalent to the assumption that p is lo-
cally bounded in x for each £. Roughly speaking, Assumption
1 restricts infinitely many subsystems from being active in a
small neighborhood of the state space. It does not restrict Zeno
behavior and arbitrary time-dependent switching, and as such,
is not restrictive. For further insight into why Assumption 1
is invoked, see Example 1. The following proposition states
that under general conditions, the set-valued maps F [f] and
IC [f] are contained, pointwise, within the convex combination
of the collections {F [f,]} and {K [f,]}, respectively.

Proposition 1. If p : R™ x R>¢, — N satisfies Assumption

1, then the set-valued maps K [f), K[f,], F[f], and F[f,]
satisfy
Kifl(zt)Ce |J Klfo](x.1), 6)
ceEN®
Flfl,t) e | Flfol(x,t), (7)
cEN?
V(z,t) € R" X Rsy,.
Proof for Krasovskii regularization: Fix (z,t) € R™ x

R>4,, select 6* > 0 such that |p (B (z,6%),t)| < 0o,® and let
N = p(B(x,6%),t). Observe that the containment in (6) is
straightforward if the union over o is placed inside the convex
closure operation. That is,

ﬂ co{ foyt) W, t) |y € B(x,8)} C
5>0
(e U {fo (w,0) |y €B(z,8)}. @®)

>0 oeN

The rest of the proof shows that the right hand side (RHS) of
(8) is contained within the RHS of (6) in two steps. The first
step is to show that

Neo U ) yeB@a)}c

§>0 oeN
(eo U @of{fs (v,0) [y €B(x,6)}. ()

>0 o€eN

3Existence of such a 6* is guaranteed by Assumption 1.

The second step is to show that

ﬂCO U E{frf (yvt) | yEB($75)} g

>0 oeN

co |J & {fs (1:1) |y € B(x,)}.

ceN §>0
The result in (6) then follows from (8), (9), and (10).
To prove (9), fix 6 € (0,0%], let z € WU, cpn{fo (v, 1) |
y € B(z,6)}, and let {z},.y € R™ be a sequence such
that z; € colU,epn{fo (w;1) | ¥y € B(z,0)}, Vi € N,
and lim; ... 2z; = z. For each ¢ € N, there exists a col-

(10)

lection of points {zzl, , lN‘ C R™ and positive real
1 a1

numbers {ai yo Ay } for which lej\zfll af = 1, such that

= Z‘Nlaz and 2/ € {f,, (y,t) | y € B (z, 3)},

V] € {1,---,|N|}. Hence, z = lim;_, ZlM alzl, ie.,

z = lim;_,oo Z;A;, where A; = [all s LM] and
T

Zi=|als s V]

Since the coefficients a{ > 0 are bounded, the sequence
{Ai},cy is a bounded sequence. Hence, there exists a sub-
sequence {A;, }, oy such that limy . A;, = A, for some
A = [a* ;---; aV]. Furthermore, continuity of the
function A; — Z|—1 al implies lezl a’ = 1. Bounded-
ness of the set UUEN {fs (y,t) | y € B(x,d)} implies that
the sequence {Z;, }, .y is bounded, and as a result, there

:Z’

exists a subsequence ?Zikl such that lim;_, 7,
N

ik,

element-wise, for some Z = [zl 2V |]T. Hence,
z = lim;_ o0 Zik, Aikl = ZA, where the columns 2z’ of the
matrix Z are the limits lim;_, o, zgkl ,and 27 € @{f o (y,1) |
y € B(z,0)}, Vj € {1,---,|N|}. Therefore, the point z
is a convex combination of points from co{ f,, (y,t) | y €
B(z,6)}. That is, z € colU,cpn @ {fs (y:1) |y € B(z,6)}
V4§ € (0,0%], which proves (9).

To establish (10), let z € (-, coU,en 04 f (¥,
B (z,6)}. Note that if 0 < &; < &2, then

t) |y €

co | J @{fo (y:t) |y €B(z,61)} C
ceEN

co |J @{fs (v.t) |y € B(x,05)}.
ceEN

That is, if z € colJ,en0f{fs(y,t) | ¥ € B(z,01)}
for some 0 < 41, then z € co coq fo (y,t
y € B(z,0)}. ﬁence, Yk € (1116,>§lllch Lt{{;fj\lz: Z{f;*(,ythiri
exist {zk1, -+, zpn ) C R7, nonnegative real numbers
{ar1, -+ ,ag} for which Zj 1a;€j =1, such that 2kj €
ﬂ5>1 co{ fs, (y;t) | y € B(z,0)} and z = El
That is, = = Z, A, where A, = [am R ak|M]
and 7, = [zkl; o zkwdT. Boundedness of the se-
quences {Zp}, .y and {Ap},cy implies the existence of
subsequences {Zy, },cy and {Ay, },cy and vectors Z =
[21 R zW|]T and A = [al HE
A =limy_yoo Ay 0¥ aj =1, and Z = limy_,0 Z,. Since
z = Zy, Ag,, Vk; € N, it can be concluded that z = ZA.

a;wzk]

; awd such that



It is now claimed that Vj € {1,---,|N|}, z; €
Ns=o{fo; (y,t) | y € B(x,8)}. To prove the claim
by contradiction, assume that 36* > 0 such that z; ¢

co{ fs, (y,t) | y € B(x,6%)}. Since
e {fs, (v, t)|y€B (z,61)} Ce0{fs, (y,t) |y €B (z,82)},
an
VO']' € N and V51 < 52, Zj ¢ ﬁ{foj (y,t) | Yy €
(z,8)}, V6 > 5* That is, 3k € N such that z; ¢
ﬂ5> L co{fgj (y,t) | y € B(x,d } Vk; > k. From (11)
and the fact that the sets (s> 1 €09 fo, (y,1) | y € B(z,6)}

are closed, it can be concluded that there exists ¢ > 0 such
that Vk; > kJ,

B(z,¢) ¢ () @{fo; (4.0) |y €B(&,8)}. (12)
62,%[
Since z,; € ﬂ5>1 o{fs, (y;t) | v € B(z,0)},

Vk; € N, (12) contradlcts z; = limjo zk,], and hence
the proof of the claim that Vj € {1,---,|NV]|},
Ns=o0{fo; (y,t) | ¥y € B(x,0)} is complete The cla1m
implies that z € colJ,cn ﬂ5>o co{fs(y,t) |y € B(z,0)},
which proves (10), and hence, (6).

The proof for Filippov regularization involves technical
details related to exclusion of measure-zero sets that are
provided in the appendix. ]

The following example demonstrates that Assumption 1 is
not vacuous.*

Example 1. Let N°
as

= N and for 0 € N, let f, be defined

fo (@) = {0 ol <1/

1 |z =12

so that K [f,] (0) = F [f] (0) = {0}, Vo € N°. Let
o ze (5= 5] Uz 5or)
pla) = {1 otherwisZe i o ’

Clearly, p violates Assumption 1 at x = 0. In this case,
1 z#0

fa)=4 "7 KUI0) = 0,1 and F[f] 0) = {1},

that is, the conclusion of Proposition 1 does not hold without

the switching restriction in Assumption 1. A

To facilitate the analysis of F [f] and K [f] based on the
analysis of F [f,] and KC[f,], respectively, a stability result
for differential inclusions that relies on non-strict Lyapunov
functions is developed in the following section. While the
results developed in this Section are specific to differential
inclusions that arise from Filippov and Krasovskii regular-
ization of differential equations with discontinuous right-hand
sides, the results developed in the following sections are more
general in the sense that they apply to generic set-valued
maps, not necessarily resulting from Filippov or Krasovskii
regularization.

4The authors thank the anonymous reviewer who suggested this example.

V. NON-STRICT LYAPUNOV FUNCTIONS FOR
DIFFERENTIAL INCLUSIONS

Let F': R™ x R>;, = R™ be a set-valued map. Consider a
differential inclusion of the form

i€ F(x,t). (13)

A locally absolutely continuous function = : Z — R™ is called
a solution of (13) over the closed interval Z provided

(t) e F(x(t),t),

for almost all ¢ € Z [32, p. 50]. The following analysis focuses
on Lyapunov-based analysis of maximal solutions (see [24,
Definition 2.1]) of set-valued maps that admit local solutions.’

(14)

Definition 2. The set-valued map F' : R" xR>;, = R" is said
to admit local solutions over D x J, where J is an interval,
if V(y,t) € Dx J, 3T >t such that a solution z : Z — R"
of (13), starting from z (t) = y exists over Z == [¢,T). A

To facilitate the analysis, generalized time derivatives and
non-strict Lyapunov functions are defined as follows.

Definition 3. Let I : R™ x R>;, = R™ have nonempty and
compact values. The generalized time derivative of a locally
Lipschitz-continuous function V' : R" x R>y, — R with
respect to F' is the function Ve @ R x R>;, — R defined
as (cf. [34])

‘L/F (z,t) =

max max

T
i1,
pEIV (z,t) g€ F (z,t) [q ]

where OV denotes the Clarke gradient of V' [35, p. 39]. A

15)

For a detailed comparison of Definition 3 with more popular
set-valued notions of generalized time derivatives (i.e., [36, eq.
13] and [37, p. 364]), see Section VIII.

Definition 4. Let ) := D x Z for some interval Z. Let F' :
R™ x R>4, = R"™ have nonempty and compact values over
Q. Let V : 2 — R be a locally Lipschitz-continuous positive
definite function. Let W , W : D — R be continuous positive
definite functions and let W : D — R be a continuous positive
semidefinite function. If

W(z) <V (x,t) SW(2), V(x,t)€Q, (16

and

Ve (z,t) < =W (2), (17)

Vx € D and for almost all £ € R>, then V is called a non-
strict Lyapunov function for F' over € with the bounds W,
W, and W. A

The following theorem establishes the fact that the existence
of a non-strict Lyapunov function implies that ¢ — W (z (¢))
asymptotically decays to zero.

Iheorem 1. Let 0 € D, r > 0 be selected such that
B(0,7) C D, and Q@ =D x R>y,. Let F : R" x R>;; = R”
be a map that admits local solutions over Q) and is locally

5Sufficient conditions for existence of local solutions can be found in, e.g.,
[32, p. 83, Theorem 5].



bounded, uniformly in t, over Q.0 If V : Q — R is a non-strict
Lyapunov function for F over ) with the bounds W : D — R,
W :D =R, and W : D — R, then all maximal solutions
of (13) with z(ty) € {x € B(0,r) | W (z) < c}, for some
c€E (0, miny| g, = W (x)) are complete, bounded, and satisfy
lim; 0o W (2 (t)) = 0. In addition, if D = R™ and the sets
{x e R" | W (z) < ¢} are compact for all ¢ € R, then all
maximal solutions of (13), regardless of the initial condition,
are complete, bounded, and satisfy lim; .o W (z (t)) = 0.
Furthermore, if the non-strict Lyapunov function is regular
[35, Definition 2.3.4], then (17) can be relaxed to ZF (z,t) <
—W (z), where

1% x,t) = min ma; T ;1. 18
—F ( ) pEAV (z,t) qu(;(,t)p [q ] (18)
Proof: See the appendix. ]

The following section utilizes the results of Sections IV and
V to develop the main results of this paper.

VI. INVARIANCE-LIKE RESULTS FOR SWITCHED SYSTEMS

The following proposition states that a common non-strict
Lyapunov function for a family of differential inclusions is
also a non-strict Lyapunov function for the closure of their
convex combination.’

Proposition 2. Let Q) := D x T for some interval I. Let
{F; : R" xRy, = R" | 0 € N°} be a family of set-valued
maps with compact and nonempty values that is locally
bounded, uniformly in o, over Q x N°3 IfV : Q = R is
a common non-strict Lyapunov function for the family {F,}
over Q) with the bounds W : D - R, W : D = R, and
W : D — R (ie, V is a non-strict Lyapunov function for
F, for each o € N° and the bounds W, W, and W in (16)
are independent of o), then V is also a non-strict Lyapunov
function for €0, nro Fo (x,t) over Q with the bounds W,
W, and W.

Proof: Since the maps {F,} are locally bounded, uni-
formly in o, over Q x N°, @6, cpro Fo (,t) is nonempty
and compact V (z,t) € 2. Since V is a common non-strict
Lyapunov function, max,cqy (z,+) MaXger, (2.0 P [¢;1] <
—W (z), Yo eN°. Let ¢* € F (x,t) =0, cpo Fo (2,1).
There exists a sequence {q;} ;. such that lim;_,. ¢; = ¢
and q; € colJ,cpro Fo (,1). By Carathéodory’s theorem [38,
p. 103], ¢; = 2111 aizf where m < n+1, > ", a{ =1,
al >0,and 2z} € F ; (z,t), Vie {1,--- ,m}.

A set valued map F' : R™ x Rso = R™ is locally bounded, uniformly
in t, over €, if for every compact K C D, there exists M > 0 such that
V (x,t,y) such that (z,t) € K X R>y,, and y € F (z,1), [|yll, < M.

"The observation that a common (strong) continuously differentiable Lya-
punov function for a family of finitely many differential inclusions is also a
Lyapunov function for the closure of their convex combination is stated in
[19, Proposition 1]. In this paper, it is proved and extended to families of
countably infinite differential inclusions and semidefinite locally Lipschitz-
continuous Lyapunov functions.

8 A collection of set valued maps {Fg R X R>yy 3 R |o e No} is
locally bounded, uniformly in o, over  x A/, if for every compact K C €2,
there exists M > 0 such that V (z,¢,0,y) such that (z,t,0) € K x N°
and y € Fy (,t), [lyll, < M.

W

For any fixed p € 9V (x,t), pT {zz, 1} <
MaXgep | (z,t) plg;1], Vi € {1,---,m} and Vj € N.
Hence, ’

max PTG <-W (z).

pt [zj 1} < max max
pedV (z,t)

U T peavi(a t) 4eF (ait)

Vi € {l,---,m} and Vj € N. Since Y7, d} =
1, maxpeovnp’ [¢31] < —-Wi(x), Vj € N
Now, since (p,q) +~ pl[q;1] is continuous, and
OV (z,t) and €6|J,cpro Fo (2,t) are compact, the func-
tion ¢ +— max {p% [¢:1] | p€ OV (x,t)} is continuous
on ¢ J,cpno Fo (z,t). Hence, max,coy () pTg;1] <
W (z), Yqg €U, cpo Fo (2,1). |

The following corollary demonstrates that if V' is regular
and the set-valued maps {F, } are continuous, then the bound
(17) in Proposition 2 can be relaxed to utilize ZF instead of
Ve.

Corollary 1. Let the family of set-valued maps
{F; : R" x R>y, = R™ | 0 € N°} satisfy the conditions of
Proposition 2. If a regular [35, Definition 2.3.4] function
V : Q — R is a common non-strict Lyapunov function for
the family {F,}, over Q, with the bounds W : D — R,
W :D =R, and W : D — R, and with (17) in Definition 4
relaxed to Vo (z,t) < =W (2), ¥(z,0) € R" x N and
for almost all t € R>y,, then Z@UG@/U F, (2,t) < =W (2),
V(z,0) € R" x N° and for almost all t € R>,,, provided
the set-valued maps {F,} are continuous (in the sense of
[39, Definition 1.4.3]) and convex valued.’

Proof: See the appendix. [ |
The main result of the paper can now be summarized in the
following theorem.

Theorem 2. Let 0 € D, Q@ = D x Ry, and
let 7 > 0 be selected such that B(0,r) C D. Let
{fo :R*" xRyt = R"} _\ro be a collection that satisfies
the weak basic conditions in Definition 1. If Assumption I
holds and the (Filippov) Krasovskii regularizations of the sub-
systems in (3) admit a common non-strict Lyapunov function
V : Q — R, over Q, with the bounds W : D — R,
W:D =R, and W : D — R, then every maximal solution
of the (Filippov) Krasovskii regularization of the switched
system in (2) such that x (to) € {x € B(0,7) | W (z) < ¢},
for some ¢ € (O,min|\x||2:7-W($)); is complete, bounded,
and satisfies limy oo W (z (t)) = 0. In addition, if D =
R™ and the sets {x € R" | W (z) < ¢} are compact for all
¢ € Ry, then every maximal solution of the (Filippov)
Krasovskii regularization of the switched system in (2), re-
gardless of the initial condition, is complete, bounded, and

satisfies limy_, oo W (z (t)) = 0.

Proof: The first step is to show that under the weak
basic conditions in Definition 1, the maps K[f], K[fs],
F[f], and F|[f,] admit local solutions Yo € N°. Since
the collection {f;}, .\ is locally bounded, uniformly in

9Example 2 demonstrates that there are collections of upper semicontinuous
set-valued maps for which Corollary 1 fails to hold, i.e., the continuity
condition in Corollary 1 is not vacuous.



o and t, the function f is locally bounded, uniformly in
t. To establish Lebesgue measurability of f, consider the

representation f (z,t) = > o Io (p(7,1)) fo (7,1), where

i =0,
i# 0.

Since I, : N — R is continuous Vo € N°, t — I, (p(z,t))
is Lebesgue measurable V (o,z) € N° x R (and (z,t) —
I, (p(z,t)) is Lebesgue measurable Vo € N° in the Filippov
case). Lebesgue measurability of ¢t — f (x,t), Vo € R™ (and
of (x,t) — f (z,t) in the Filippov case) then follows from that
oft = f, (z,t),V (0,2) € N°xR™ (and of (z,t) — f5 (x,1),
Vo € N in the Filippov case). Since f is locally bounded,
uniformly in ¢, F[f] and K[f] are also locally bounded,
uniformly in ¢. In the Krasovskii case, since the functions
(z,t) — fo(x,t) and (x,t) — f(x,t) are locally bounded
and the functions ¢t — f, (x,t) and ¢ — f (z,t) are Lebesgue
measurable, the maps K [f] and K [f,] admit local solutions
[40, p. 101]. In the Filippov case, since the functions (z,t)
fo (x,t) and (z,t) — f (z,t) are essentially locally bounded
and the functions (x,t) — f, (x,t) and (z,t) — f(x,t) are
Lebesgue measurable, the maps F [f]| and F [f,]| admit local
solutions [32, p. 85].

Since the collection {f, | o € N°} is locally bounded,
uniformly in ¢ and o, over Q x N°, the collections
{F[fs]| o € N°} and {K[f,]| o € N°} are also locally
bounded, uniformly in ¢ and o, over Q x A°. Hence, by
Proposition 2, V' is also a non-strict Lyapunov function for the
set-valued maps (,t) — €0 J,cpo F [fo] (,1) and (1) —
0 U, eno K [fo] (@), over Q, with the bounds W, W, and
W. From Proposition 1, F [f] (z,t) C U, cpro F [fo] (2,1)
and K [f] (z,t) €@ J,epe K [fo] (,t). Hence, V is also a
non-strict Lyapunov function for F [f] and K [f], over 2, with
the bounds W, W, and W. The conclusion then follows by
Theorem 1. [ ]

Remark 1. The geometric condition in (17) can be relaxed
to the following trajectory-based condition. For all gener-
alized solutions z, : T — R" to (3), if the subsys-
tems in (3) satisfy Vg, (7, (t),t) < —W (2, (t)), Vo €
N° and for almost all ¢ € Z, and for a specific max-
imal generalized solution x* : Z — R" of (2), if the
set{t €Z | p(x*(:),-) is discontinuous at ¢} is countable for
every Z C R4, then weak versions of Theorem 1 and
Proposition 2 that establish the convergence of W (z* (¢)) to
the origin as ¢ — oo can be proven using techniques similar
to [30, Corollary 1].

Remark 2. If the subsystems are autonomous, and if they admit
a common non-strict Lyapunov function that is regular, then
by applying the invariance principle (e.g., [37, Theorem 3])
to the differential inclusions & € ¢o|J,cpr0 F [fo] (x) and
& € o, cpno K[fo] (), it can be shown that all maximal
generalized solutions of (2) that start in the set C; converge
to the largest weakly forward invariant set contained within
C)NE, where E := {x € D | W (z) = 0} and C is a bounded
connected component of the level set {x € D |V (z) < }.
Hence, Propositions 1 and 2 also generalize results such as

[26] to switched nonsmooth systems. A similar result can also
be obtained for the case where the subsystems are periodic.

VII. SWITCHING BETWEEN DIFFERENTIAL INCLUSIONS

The results in Section IV, and hence, those in Section VI
can be generalized to switched systems of the form

& € Foppy (2,1). (19)

Let ' : R™ x Ry, = R" denote the set valued map
(z,t) = Fpgy (z,t). Asymptotic properties of the gener-
alized solutions of the system

i€ F(x,t), (20)

can then be inferred using asymptotic properties of the gener-
alized solutions of the subsystems

i€ F,(z,t), @21)

where generalized solutions of a system of the form = €
F (z,t) are defined as the solutions of the differential inclusion
& € K[F](z,t) in the Krasovskii case and & € F [F](z,1)
in the Filippov case. The operators F and /C are defined as in
(4) and (5), respectively, where for a set A € R™, the notation
co{F (y,t) | y € A} denotes the set T6 Uyca F (y,1).

Definition 5. The collection {F7 : R" x R>;, = R"} _ v,
is said to satisfy the weak basic conditions if: (a) it is locally
bounded in the Krasovskii case and essentially locally bounded
in the Filippov case, uniformly in ¢ and ¢ and (b) the maps
t — F, (z,t) and the functions ¢ — p(x,t) are Lebesgue
measurable V (z,0) € R™ x N in the Krasovskii case and
the maps (z,t) — Fy, (z,t) and (x,t) — p (z,1) are Lebesgue
measurable Vo € N in the Filippov case. A

The following theorem generalizes Theorem 2 to switched
differential inclusions.

Theorem 3. Let 0 € D, r > 0 be selected such that B (0,7) C
D, and let Q := D xRxy,. Let {F5 : R" x R>yy 3 R"} 0
be a collection that satisfies the weak basic conditions
in Definition 5. If Assumption 1 holds and the (Filippov)
Krasovskii regularizations of the subsystems in (21) admit
a common non-strict Lyapunov function V Q — R
over Q, with the bounds W : D — R, W : D - R
and W : D — R, then every maximal solution of the
(Filippov) Krasovskii regularization of the switched system
in (20) with z (to) € {x € B(0,r) | W (z) < ¢}, for some
ce (07 minwbzrw (x)) is complete, bounded, and satisfies
lim; yo0o W (2 (t)) = 0. In addition, if D = R"™ and the
sets {x € R™ | W (z) < ¢} are compact for all ¢ € Ry,
then every maximal solution of the (Filippov) Krasovskii
regularization of the switched system in (20), regardless
of the initial condition, is complete, bounded, and satisfies
limy 0o W (z (t)) = 0.

Proof: The first step is to show that under the weak basic
conditions, the maps K [Fy|, K [F], F [Fy], and F [F] admit
local solutions Yo € N°. Since the collection {F,} .\ is
(essentially) locally bounded, uniformly in ¢ and ¢, the map
F is (essentially) locally bounded, uniformly in ¢. To establish



measurability of F, consider the representation F' (z,t) =
Ugenels (p(z,t)) N Fy (z,t), where

R™, i=o,
I"(i):{@ E;AZ

Since I, : N — R is a step mapping [41, p. 643] Vo € N°,
t — I, (p(z,t)) is Lebesgue measurable V (o, z) € N x R™.
Using [41, Proposition 14.11], it can be concluded that ¢ —
F (z,t) is Lebesgue measurable Vo € R™ if t — F, (z,t)
is Lebesgue measurable V(o,2) € N° x R™ and (z,t) —
F (z,t) is Lebesgue measurable if (z,t) — F, (x,t) is
Lebesgue measurable Vo € NV°.

In the Krasovskii case, it is clear that the maps K [F] and
KC [Fy,] are locally bounded, upper semicontinuous in x for
each ¢, and have compact, nonempty, and convex values. Since
F(z,t) CKI[F](x,t) and F, (z,t) C K[F,] (x,t), ¥ (z,t) €
R™ x R>¢,, and since I' and F,, are Lebesgue measurable in
t for all x, the maps K [F] and K [F,] admit selections that
are Lebesgue measurable in ¢ for all x [41, Corollary 14.6],
and as a result, admit local solutions [32, Theorem 5, p. 83].

In the Filippov case, using Rockafeller and Wets’ general-
ization of Lusin’s theorem [41, Theorem 14.10], the proof of
[40, Proposition 1, p. 102] can be extended to show that the
maps F [F] and F [F,] are locally bounded, upper semicon-
tinuous in z for all ¢, have compact, nonempty, and convex
values, and for each fixed t € R>,,, F (z,t) C F[F](z,t)
and F, (z,t) C F[F,|(z,t) for almost all x € R".
Since F' and F, admit Lebesgue measurable selections [41,
Corollary 14.6], there exist Lebesgue measurable functions
g : R" xRy,y — R"™ and g, : R” x Ry, — R™ such
that g (z,t) € F [F] (z,t) and g, (z,t) € F [F,] (z,t) almost
everywhere. Therefore, F [F] and F [F,] admit Lebesgue
measurable selections, and as a result, admit local solutions.

Since the maps the maps K [F], K [Fy|, F [F], and F [Fy]
satisfy all the conditions of Theorem 1, Proposition 2, and
Corollary 1, similar arguments as the proof of Theorem 2 can
be used to prove Theorem 3 if Proposition 1 can be generalized
to Filippov and Krasovskii regularization of set-valued maps.
The proof of Proposition 1 in the Krasovskii case does not rely
on any properties of f and { f,} other then local boundedness,
uniformly in o. Therefore, it can be trivially generalized to
include Krasovskii regularization of set-valued maps.

In the Filippov case, the proof of Proposition 1 relies on
Lemma 1 from [42]. Using Rockafeller and Wets’ general-
ization of Lusin’s theorem [41, Theorem 14.10], Lemma 1
from [42] can be extended to include Lebesgue measurable
set-valued maps (see Theorem 4 in the appendix), and hence,
Proposition 1 can be generalized to include Filippov regular-
ization of set-valued maps. ]

VIII. COMMENTS ON THE GENERALIZED TIME
DERIVATIVE

If V is regular then the generalized time derivative obtained
using Definition 3 is generally more conservative than (i.e.,
greater than or equal to) the maximal element of the more
popular set-valued generalized derivatives defined in [36] and

[37]. The motivation behind the use of the seemingly restric-
tive definition is that the invariance-like results in Section
VI do not hold if the time derivative of the cLf is inter-
preted in the set-valued sense (see Example 2). Furthermore,
through a reduction of the admissible directions in F' using
locally Lipschitz-continuous regular functions, a generalized
time derivative that is less conservative than the set-valued
derivatives in [36] and [37] can be obtained (see Lemma 1
and Corollary 2).

Lemma 1. Let Q :=D x R>4,, V : Q = R be a locally Lip-
schitz continuous function, and V = {V; : Q@ — R}, be
a countable collection of locally Lipschitz-continuous regular
[35, Definition 2.3.4] functions. Let ' : R" x R>;; = R" be
a map that admits local solutions over Q and let G,G;, F -
R™ x R>4, = R" be defined as

G; (z,t) ={q € F (2,t)|3ay |p"[¢;1] = ay,Vp € 9V; (z, 1)},

F(z,t) = F (z,t) N (N2,G; (,1), VY (z,t) € Q.
If

Vi(z,t) <-W(z), VY(z,1)eQ, (22)

where K(_) is introduced in (18) and Kﬁ (z,t) is under-
stood to be —oc when F (x,t) is empty, then each solu-
tion of (13), such that x (to) € D, satisfies V (x (t),t) <
—W (z(t)), for almost all t € [to,T), where T =
min (supZ,inf {t € T | = (t) ¢ D}).
Proof: See the appendix. [ ]
Instead of maximizing over F, the upper bound of the
generalized time derivative V) introduced in [37, p. 364],
is computed using maximization over the set G (z,t) =
{g € F(z,t)|3as|p"[g;1] = ay,Vp € OV (z,1)}, i,

min  max p’ [g;1].

max V() (x,t) =
peEIV (z,t) g€G(z,t)

Note that if V € V then K}? = Vﬁ, F C @, and hence,
Zﬁ (z,t) = Vi (z,t) < max V) (z,t), ¥ (x,t) € Q. Thus,
depending on the functions V selected to reduce the inclusions,
the notions of the generalized time derivative introduced here
can be less conservative than the set-valued derivative in [37]
(and hence, the set-valued derivative in [36]). Naturally, if V =
{V'} then the notions introduced here are equivalent to [37].

A function V that satisfies the conditions of Lemma 1 is
hereafter called a V—non-strict Lyapunov function for F :
R™ x R>¢, =% R™ over {2 with the bounds W, W, and W.
The following corollary is a straightforward consequence of
Theorem 1 and Lemma 1.

Corollary 2. Let 0 € D and Q = D x Ry, Assume
that the differential inclusion in (13) admits a V—non-strict
Lyapunov function over ) with the bounds W : D — R,
W :D —=>RadW :D = R IfF : R" xRy =
R™ admits local solutions over () and is locally bounded,
uniformly in t, over ), then every maximal solution of

(13) with z(to) € {xe€B(0,r)| W (z)<c}, for some

10The minimization here serves to maintain consistency of notation, but is
in fact, redundant.



cE (O, minHmerw (x)), is complete, bounded, and satisfies
limy 00 W (x (t)) = 0. A

At this juncture, it would be natural to ask whether the
result in Theorem 2 can be established using the set-valued
derivatives in [36] and [37] or a common V—non-strict Lya-
punov function. The following example demonstrates that a
common V—non-strict Lyapunov function is not sufficient to
establish the results in Section VI and neither are the set-
valued derivatives in [36] or [37]. Furthermore, the example
also demonstrates that the continuity assumption in Corollary
1 is not vacuous.

Example 2. Let g1, g2, g3 : R? — R? be defined as g; (z) =
[21;0], g2 (¥) = [0;22], and g3 (x) = [—x1; —x2]. Let the
subsystems be defined by f1, fo : R? — R? as

= 491 (@) ] < sl oy 192 (@) || <]
Ji@) {gm or] 2ol 2 {gm 1] 2 foal,

The subsystems have identical Krasovskii and Filippov regu-
larizations, given by

_Jeo{gi (x), g3 ()} o] = |ao
Fle) = {f1 () otherwise,
_Jeo{ga(x), 93 ()}  |a1| = |a2]
Fale)= {f2 (x) otherwise.

The function V : R? — R, defined as V (z) =
max (|x1],|z2]), is a locally Lipschitz-continuous regular

function!! that satisfies (16) and

vy () 21| < |22

oV (z) = S va () |z1] > |22]

co{vy (2),v2 (2)} o] = [a2],
where vy () = [sgn(z1);0] and vy () = [0;sgn (x2)].
Hence, with V = {V}, F; (z) = g}(x) zllule:wi‘s?" for

i=1,2.

In this case, (01 (1) 2 (e) = (@) fi(x) = 0,
(01 (2))" fs (x) —|z1], and (v2 (2))" fs (x) = —[z2]. Tt

follows that V, () < 0and V5 (2) = VF( r) <0,V € R?
and i = 1,2. It is also easy to see that max V() (z) < 0
and max V) (z) < 0, Vz € R? and i = 1,2, where V(%)
is defined in [36, eq. 13]. Thus, V is a common non-strict
Lyapunov function for the subsystems according to all the

notions of generalized time derivatives discussed above.
Let F = x + ¢Co(F;(x)UFs(x)). For any = €
R? such that |z;] = q = 3lza] €
0

c0{g1 (%), 92 (z),93(x)} = F (). Thus, whenever |z1|
lzo] = V(z) > 0, mingepyyp'q = 0.5V (z) >
i.e., Proposition 2 does not hold. Furthermore, a solution of
i € F(x), starting at z = [1;1], is = (t) = €% [1;1], i
Theorem 2 does not hold.

Thus, Proposition 2 and Theorem 2 may not hold if the
generalized time derivative is understood in the sense of

pointwise maxima of locally Lipschitz-continuous regular functions is
locally Lipschitz-continuous and regular.

Lemma 1, V() in [37], or V) in [36]. Furthermore, if KF
is used as the generalized time derivative instead of Vz then
Corollary 1 may not hold if the set-valued maps {F, } are not
continuous. A

IX. DESIGN EXAMPLES

Many of the applications discussed in the opening para-
graphs of Section I can be represented by the following
example problems. The first example demonstrates the utility
of the developed technique on an adaptive control problem
where only the regression matrices are discontinuous. In the
second example, an adaptive controller for a switched system
that exhibits arbitrary switching between subsystems with
different parameters and disturbances is analyzed.

Example 3. Consider the nonlinear dynamical system

=Y ()0 +u+d(t), (23)

where x € R™ denotes the state, u € R™ denotes the control
input, d : R>;, — R" denotes an unknown disturbance,
p: R" x R>;, — N denotes a switching signal that satisfies
Assumption 1, Y, : R® — R™*L for each o € N, is a known
continuous function, and @ € RL is the vector of constant
unknown parameters. The control objective is to regulate the
system state to the origin. The disturbance is assumed to be
bounded, with a known bound d such that ||d (¢)|| < d, for
almost all ¢ € R>y,. Furthermore, ¢ — d (t) is assumed to be
Lebesgue measurable.

One example of an adaptive controller designed to satisfy
the control objective is u = —kx — Y, ¢) (z )0 — Bsgn (z),
where 6 : R>; — RL denotes an estlmate of the vector
of unknown parameters, 0, k, 5 € R are positive constant
control gains, and sgn (-) is the signum function. The estimate,

0, is obtained from the update law 6 = (Vo) (x))Tx For
each o € N, the closed-loop error system can be expressed as

i=—kr+Y, (x)0+d(t) — Bsgn(z), (24)
0=— (Y, (@), (25)
where § = 6 — 6 denotes the parameter estimation error.

The closed-loop system in (24) and (25) is discontinuous, and
hence, does not admit classical solutions. Thus, the analysis
will focus on generalized solutions of (24) and (25). Since
Filippov and Krasovskii regularizations of the closed-loop
system in (24) and (25) are identical, they are denoted by K []
and the solutions of the corresponding differential inclusions
are hereafter referred to as generalized solutions.
To analyze the developed controller, consider the cLf V :
R" L — Ry, defined as
L r Lars
V(z)=zax"x+ =0"0, (26)
2 2
where z = [;v; i] Since the cLf is continuously differentiable,
the Clarke gradient reduces to the standard gradient, i.e,

OV (z,t) = {z}. Using the calculus of K[| from [43], a



bound on the regularization of the system in (24) and (25)

can be computed as F, (z,t) C F. (z,t), where

{—kx 1Y, (x)§+d(t)} — BK [sgn] (z)
{-YT (z)z}

Using Definition 3 and the fact that 27 K [sgn] (z) = {||z|,},

a bound on the generalized time derivative of the cLf can be
computed as

F (z,t) =

V, (2,t) =

max ZTq,
qE€F,(2,t)

IN

max z1gq,
qEF) (2,t)

—k||z|f5 + 27d (t) - Blz|), -

Provided 8 > d,

V, (2,t) < =W (2), 27)

V(z,0) € R"™ x N and for almost all ¢ € R, where
Wi(z) =k ||:13H§ is a positive semidefinite function. Using
(26), (27), and Theorem 2, all maximal generalized solutions
of the switched nonsmooth system in (24) and (25) are
complete, bounded, and satisfy ||z (¢)|l, = 0ast —oco. A

Example 4. Arbitrary switching between systems with dif-
ferent parameters and disturbances can be achieved in the
case where the number of subsystems is finite. For example,
consider the nonlinear dynamical system

T = Zp(m,t) (l’, t) ep(w,t) + dp(z,t) (Iv t) + u, (28)

where p : R™ x R>¢, — N° such that A'° is a finite set,
Zy ¢ R" x Rsy, — R™ L are known functions, 0, € R
are vectors of constant unknown parameters corresponding to
each 0 € N° and d, : R" x R>;, — R" are unknown
disturbances such that for each o € N, ||dy (z,t)|| < do,
V(z,t) € R™ x R>;, and some d, > 0. Furthermore, for
each o € R", (z,t) — d, (z,t) and (z,t) — Z, (x,t) are
continuous in x, uniformly in ¢ and Lebesgue measurable in
t, Vo € R™. Let § = [01;92;-~- ;G‘Nod € RLNV?I and let
Y, =1, ® Z,, where 1, € R™L is a matrix defined by

1

0, otherwise.

. j=o

(10)1,j =

The adaptive controller designed to satisfy the control objec-
tive is

U = 7kp(;c,t)x - Yp(w,t) (Iv t) 0 — 5p(x,t) sgn (‘T) )
where 5, € Ryq aqd ks € R+ are control gains correspond-
ingtoo € N°and 0 : R>y, — REV?! s updated according to
0= (Yo (2, t))T x. A stability analysis similar to Example

3 can then be utilized to conclude asymptotic convergence of
the state z to the origin provided 8, > d,, Yo € N°. A

X. CONCLUSION

Motivated by applications in switched adaptive control, the
generalized LaSalle-Yoshizawa corollary in [30] is extended
to switched nonsmooth systems. The extension facilitates the
analysis of the asymptotic characteristics of a switched system

based on the asymptotic characteristics of its subsystems
where a non-strict common Lyapunov function can be con-
structed for the subsystems. Application of the developed
extension to a switched adaptive system is demonstrated
through simple examples. Motivated by results such as [44],
further research could potentially extend the developed method
to utilize indefinite Lyapunov functions.

In Lemma 1, it is shown that arbitrary locally Lipschitz-
continuous regular functions can be used to reduce the dif-
ferential inclusion to a smaller set of admissible directions.
This observation indicates that there may be a smallest set
of admissible directions corresponding to each differential
inclusion. Further research is needed to establish the existence
of such a set and to find a representation of it that facilitates
computation.

The developed method requires a strong convergence result
for the subsystems, i.e., the existence of a common cLf that
satisfies (17) implies that all maximal generalized solutions
of the subsystems are bounded and asymptotically converge
to the origin. Future research will focus on the development
of results for switched nonsmooth systems where only weak
convergence results (that is, only a subset of the maximal
generalized solutions of the subsystems are bounded and
asymptotically converge to the origin) are available for the
subsystems.
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APPENDIX

Proof of Theorem I: Similar to the proof of [30, Corol-
lary 1], it is established that the bound on V in (15) implies
that the cLf is nonincreasing along all maximal solutions of
(13). The nonincreasing property of the cLf is used to establish
boundedness of x, which is used to prove the existence and
uniform continuity of complete solutions. Barbilat’s lemma
[17, Lemma 8.2] is then used to conclude the proof.

To show that the cLf is nonincreasing, let x :
Z — R”™ be a maximal solution of (13) such that
z(ty) € 2. = {£e€B(0,r)|W(z) <c}. Define T >
to be the first exit time of x from D, ie., T =
min (supZ,inf {t € Z | z (t) ¢ D}), where inf( is assumed
to be oco. If V is locally Lipschitz-continuous but not regular,
then [45, Proposition 4] (see also, [46, Theorem 2]) can be
used to conclude that, for almost every ¢ € [tg,T), the time
derivative V (z (t),t) exists, and 3py € AV (z(t),t) such
that V (x (t),t) = pl [&(t);1]. Thus, (15) and (17) imply
that V (z (t),t) < —W (z(t)) for almost every t € [to,T).
If V' is regular, then the relaxation in Footnote 8 and [36,
Equation 22] can be used to conclude that for almost ev-
ery t € [to,T), the time derivative V (z (t),t) exists and
V (z(t),t) < =W (2 (t)). The conclusion that

1% (,T (to) ,to) >V (.’L‘ (t) ,t) , Vte [tO7T) 29)

then follows from [30, Lemma 2].

Using (29), it can be shown that (see, e.g., [17, Theorem
4.8]) every solution of (13) that starts in §2. stays in B (0, 7) on
every interval of its existence. Therefore, all maximal solutions
of (13) such that x (tg) € {2, are precompact [24, Definition
2.3] and T" = supZ. In the following, arguments similar to
[47, Proposition 2] are used to show that precompact maximal
solutions are complete.

For the sake of contradiction, assume that 1" < oo. Since F'
is locally bounded, uniformly in ¢, over 2, and z (t) € B (0, 7)
on [to,T), the map ¢t — F (z(t),t) is uniformly bounded
on [tog,T). Hence, (14) implies that # € Lo ([to,T),R").
Local absolute continuity of ¢ — x (¢) implies that V¢;,ts €

to, 7). o (t2) =2 (t)ll, = || @ ()dr| . Since & e



Lo ([to, T) ,R™), t dTH ttlz Mdr, for some
M > 0. Thus, ||z (t2) — x(tl)HQ < M|t2 — t1|, and hence,
t — x(t) is uniformly continuous on [to,T). Therefore, x
can be extended into a continuous function z’ : [to, T] — R™.
Invoking [32, p. 83, Theorem 5], =’ can be extended into a
solution of (13) on the interval [tg,7”) for some T > T,
which contradicts the maximality of z. Hence, T' = oo, i.e.,
all precompact maximal solutions of (13) are complete.

Continuity of x ~ W (x) and compactness of B (0,r)
imply that x — W () is uniformly continuous on B (0, ).
Since ¢ ~— z(t) is uniformly continuous on Ry, ¢ —
W (x (t)) is umformly continuous on Rs;,. Furthermore,
t— ft (z (7)) d7 is monotonically increasing and from
(17 and the fact that V is positive definite,

/W

Hence, lim; ftto W (x(7))dr exists and is finite. By
Barbilat’s Lemma [17, Lemma 8.2], lim; o W (2 (¢)) = 0.

dT<V( ( )7t0) —V(JU(t),t)SV(.T(to),to)

|
Proof of Proposition 1 for Filippov regularization: Fix
(x,t) € R" xRy, select 6* > 0 such that |p (B (z,6%) ,t)| <

oo, and let N == p (B (x,6*),t). Similar to the proof for
Krasovskii regularization, the proof proceeds in three steps.
First, it is observed that

m m @{fp(y,t) (yvt)

6>0 u(N)=0

|y € B(x,6)\ N}

< ) A0,

6>0 u(N)=0

where A% :==c0 |, {fs (,t) | y € B(z,8)\ N}. Second,
it is established that

ﬂ ﬂ A‘;xtCﬂ ﬂ BY, (1),

6>0 u(N)= 6>0 u(N)=0

(30)

€29

where B} (z,t) == colU,cn Bnso (z,t) and Byso (2,t) =
@ {fs (y,t) |y € B(x,0)\ N}. Finally, it is shown that
Vz € R™ and almost all ¢ € Ry,

ﬂ ﬂ B?V(x,t)gcou ﬂ ﬂ Bpnso (z,1) .

>0 pu(N)=0 c€N 6>0 pu(N)=0
(32)

The conclusion of the proposition then follows. Apart from the
technical detail required to handle the exclusion of measure-
zero sets in the Filippov inclusion, the methods utilized to
prove (31) and (32) are similar to those used in the proof
for Krasovskii inclusions. Thus, in the following, only the
techniques used to handle the exclusion of measure-zero sets
are illustrated.

The containment in (30) is self-evident. To prove (31), de-
fine A (0) :== {N C B(2,6) | u(N) =0}, and let N* (6) C
2B(:9) be a collection of sets of zero measure such that
sup {||6] | 6 € A%} < 00, VN € N* (9). Since the functions
fo (x,t) are locally essentially bounded, uniformly in ¢ and
o, the collection N* (4) is nontrivial. Fix N € N*(d) and

z € A%. Using arguments similar to Part 1 of the proof it can
be shown that the point z is a convex combination of points

from Byso, (z,t). That is, 2z € co Bf\, (z,t), and hence,
N A @nHc () By(@t). (3
NeN*(8) NEN*(5)

To establish (31) the intersection in (33) needs to include all of
A (8), not just the subset N* (§). Since N* (§) C A" (6), the
inclusion (¢ v+ (g) A% (2,t) C Nye7 ) A% (z,t) follows.
Let M € 4 (§). There exist N' € 4 (§) \ N*(§) and
N°® € N*(4) such that M = N!' U NO Since N C M,
A5 (w,t) C A (x,t). Therefore, Nners) A% (2,t)
Nyenes) AN (z,1), which implies (\y ¢y AN (,1) =

Ne7(s) AN (x,1). A similar reasoning for BY, (x, ) yields
Nven-@) BY (@1) = Ny By (@,1), ¥ € (0,57,
which proves (31).

As an intermediate step towards proving (32), the contain-
ment

ﬂ BY (z,t) C coU ﬂ Byso (2,1),
w(N)=0 gEN p(N)=0

is established in the following. Let z € (1,0 BY, (w,1).
The objective now is to show that

[ 1N

Vs >0, (34)

Z € Cco

ﬂ Bys1 (z,t) U ﬂ Bnso (z,t)U-- -

w(N)=0 w(N)=0

Since the functions (z,t) — f, (z,t) are Lebesgue measur-
able, the functions x — f, (z,¢) are Lebesgue measurable
V(o,t) € N xR>y,. Using [42, Lemma 1], it can be concluded
that V (z,t,6,0) € R"™ x Rx;, x Ryg x N, there exists
a measure-zero set N, such that, ﬂ#(N):O Bnso (x,t) =
BN, 50 (x,t). Define N* := |J, ¢\ No. Since N* is a count-
able union of measure-zero sets, ;1 (N*) = 0. The fact that z €
Mu(v)=o BY, (x,t) implies that z € BY.. (r,t) and hence, by
Carathéodory’s Theorem [38, p. 103], there exist {21, , 2, }
such that each z; € Bn+s,, (7,t) for some o; € N, and
positive real numbers {a,- - ,a,} with 377" a; = 1, such
that z = Y7 | a;z;. By definition of N*, N, C N*,Vo € N,
As a result, BN*(;U (z,t) C By, so (z,t), Yo € N, and hence,
Bn+so (z,t) € N w(Ny=0 Bnso (2,1), Vo € N. Hence, for
each j € {1,- m} zj € N,y (n)=0 Bnso, (2,t) for some
oj € N, which 1mplles (34). Usmg a nesting argument similar
to the proof for Krasovskii inclusions, the containment in (32)
follows V (z,t) € Ry, X Rx>y,. [ |

Proof of Lemma 1: The proof closely follows the proof
of Lemma 1 in [37]. Let x : Z — R"™ be a solution of (13)
such that x (t9) € D. Consider the set of times 7 C [to,T)
where i (t) is defined, @ (t) € F (z (t),t), and V; (z (t) 1) is
defined Vi > 0. Since z is a solution of (13) and the functions
V; are locally Lipschitz-continuous, p ([to, T) \ 7) = 0, where
1 denotes the Lebesgue measure on R. The idea is to show
that i (t) € F' (x (t),t), not just F (z (t),t). Indeed since V;
is locally Lipschitz-continuous, for ¢t € 7T its time derivative
can be expressed as

Vi (z (1) ,1) :}}H}, Vi (x<t)+hi(t)7th+h)—

Vi (t).0)




Since each V; is regular for i > 1, Vi(z(t),t) =
Vi (= () ] [ ();1}) = Vo)t [2(6);1]) =
max (p” 1],p € 0V, (z t),t) and V;(z(t),t) =
Vi'_([x(t);t]y[ﬂb(t);l]) = VJ’([ @):t], [2();1]) =
min (p” [& (¢);1],p € OV; (z (t) ,t)), where V| and V/ de-

note the right and left dlrectlonal derlvatlves and V° de-
notes the Clarke-generalized derivative [35, p. 39]. Hence,
pl i (t);1] = Vi(z(t),t), ¥p € AV;(x(t),t), which
implies 4 (t) € G;(x(t),t) for each 4. Therefore,
i(t) € F(x(t),t). Hence, (22), along with the fact that

V(z(t),t) =pl[#(t);1], ¥p € OV (z (t),t), implies that
Vte T,V (x(t),t) < W (z(t)). Since p([to,T)\T) =0,
V(z(t),t) < —W (x(t)) for almost all ¢ € [to,T). [ |

In the following, three technical Lemmas are stated to
facilitate the proof of Corollary 1.

Lemma 2. [f {F, : R” x R>;, = R" | 0 € N} is a collection
of locally bounded, continuous, compact-valued, and convex-
valued maps, then the set-valued map F = (z,t) —
o U, en Fo (2,t) is continuous.

Proof: Let H : R” xR>;, = R" be defined as H (z,t) =
co (Fy (z,t) U Fy (z,t)). If N C R™ is an open set containing
H (z,t), then Je > 0 such that H (z,t) + B ((z,t) ,€) C N.
Since F; and Fy are upper semicontinuous (USC), there
exist open sets My, My C R™ x Ry, such that (x,t) €
MiNMs, Fy (Ml) CcCH (Z‘,t) +B ((Z‘,t) s 6), and Iy (Mg) C
H (z,t) + B((z,t),€). Therefore, Fy (x,t) U Fy(x,t) C
H(z,t)+B ((z, ) ,€). Since H (z,t)+B ((z, 1), €) is convex,
co (Fy (z,t) U F2 (z,t)) C H (z,t)+B((x,1t),€). Thus, H is
USC.

It is easy to see that (x,t) — F) (x,t) U Fy (z,t) is lower
semicontinuous (LSC). Using [41, Theorem 5.9 (¢)], H is
also LSC. Inductively, the map (z,t) — coUE | Fy (z,t)
is continuous VK < oo. Thus, the collection {Fj}, g
defined as Fy (z,t) = coUF_,F, (x,t) is a collection of
nondecreasing continuous set-valued maps. By [41, Exercise
4.3], the sequence {F}}, .y converges pointwise to the map
(x,t) — UgenFy (x,t). Since the sets {Fj} are nested,
UgenFk (z,t) = coUyenFy, (x,t). Hence, by [41, Theorem
5.48 (a)], the map (z,t) — €0 Uyen F, (2,t), is continuous.'?

|

Lemma 3. Let g : R™ — R be continuous and let F' : R™ x
R>;, = R™ be a locally bounded, continuous, and compact-
valued map. If ¢ = (z,t) = maxX,ep(z¢) 9(q), then ¢ is
continuous at (x,t), V(x,t) € R™ X R>y,.

Proof: 1If not, then J¢ > 0 such that Vo > 0,
I(y,7) € B((x,t),0) such that |¢ (y,7) — ¢ (x,t)] > e. If
(b(yaT) - d)('rat) > € then arg manEF(y,T)UF(m,t)g(Q) -
F(y,7) \ F(x,t). If ¢(z,t) — ¢(y,7) > € then
Arg Max e p(y yur(ze 9(2) S F(2,t) \ F(y,7). That is,
arg max,c p(y ur (e 9 (@) € F (2,1) AF (y,7). Let > 0.
If {(yr, k) }pen € B((#,1),53) is a sequence converging

12By [41, Theorem 5.7 (c)], the notion of LSC in this paper is equivalent
to the notion of inner semicontinuity in [41]. Since the all the maps under
consideration are locally bounded and compact valued, by [41, Theorem
5.19], the notion of USC in this paper is equivalent to the notion of outer
semicontinuity in [41].

to (z,t) such that |¢ (yx, k) — ¢ (z,t)] > € then, Vk €
N, maXgeF(yg,m )UF (z,t) 9 (@) = maXge F(z,t) AF (yi,tx) 9 (q)-
Since g and F' are continuous and F' is locally bounded,
the sequence {maneF(yk,m)uF(w,t)Q(Q)}keN is a bounded
sequence. On the other hand, since F' is continuous, the
sequence {F (z,t) AF (yr,Tk)} ey converges to the null
set, and hence, the sequence {maxqep(yk’fk)uF(z’t) g(
converges to —oo, which is a contradiction.

Lemma 4. Ler g R™ x R™ — R be a continuous
function and let F R™ x R>;,, = R™ be a locally
bounded, USC, and compact-valued map. Let h = (p, z,t) —
maxgep(zt) 9 (P, q). If Co C R™ x Rxy, and C, C R™ are
compact, then h is continuous in p, uniformly in (x,t) over

Cp x Cy.

D} ey
[ |

Proof: Since g is continuous, and F' (C,) and C,, are com-
pact,'3 it is uniformly continuous on Cp < F (Cy). Thus given
e > 0, 36 > 0, independent of (p, x, t) such that Vp, py € Cp
and Yg,q0 € F(Cy), llp—poll < 6 A lg—aqoll < 6
= ¢ (po,po) < g (p,q)+e. In particular, |[p — po|| < § =
g (po,po) < g (p,qo) + €. For any fixed pg € Cp, and (z,t) €
Cy, g0 € F (z,t) such that h(po,z,t) = g(po,po), and
hence, h (po,z,t) < g (p,qo0) + €. Since g (p, q0) < h(p,z,t)
by definition, h (po, x,t) < h (p, z,t)+e. That is, Vp,po € C,
and V(z,t) € Cu |lp—pol] < 6 = h(po,z,t) <
h(p,z,t) + €. By symmetry, |h(po,x,t) —h(p,z,t)| < e

|

Proof of Corollary 1: Rademacher’s theorem [48, The-
orem 3.2] and [35, Proposition 2.3.6 (d)] imply that OV is
single-valued for almost all (x,%) € R™ x R>y,. As a result,
for almost all (z,t) € R” x Rxy,, Vi (2,t) = Vo (2,t). By
Proposition 2, for any (z,t) € R® x R>4, and 5 > 0, there
exists a sequence {(yx,7k)}reny C B((2,t),3), converging
to (x,t) such that OV (y, ) = {VV (yk, )} = {px} and
maXge F(ys,mr) pg [q;1] < =W (yp) -

Let gy € arg max ¢ p(,, ) Pk [¢; 1] - Since the set-valued
map F is locally bounded and USC, the sequence {q},y
is bounded, and hence, admits a convergent subsequence
{4k, },cny converging to some ¢* € R™ xR>¢,. Since 9V is lo-
cally bounded and USC (cf. [49, p. 4]), the sequence {py, },cx

is bounded. Hence, there exists a subsequence D1y, § men
converging to some p* € R™. Hence,
()" (a1 < lim W (gy,, ) = -W(z). (35

Using the characterization of the generalized gradient from
[35, p. 11, eq. 4], p* € OV (z,t). From Lemma 2, F is
continuous, and hence, ¢* € F (z,1).

Let h = (p,x,t) — maxqep(m)pT [¢;1]. To prove
the corollary, it needs to be established that h (p*,z,t) =
(p*)" [g*;1]. The inequality h(p*,x,t) > (p*)" [q*;1] is
immediate from the definitions. Also,

h(p*,a,t) — ()" [¢551] = h(p*, 2, 1) —
+h (p*7ykzm77—klm)
+h (szm s Yk, s Tkzm)

h (p*a yk’zm ) Tkzm )
- h (pk?]m 9 yk‘lm ) Tklm)
— ") g5 1].

BF (Cy) is bounded by [32, Lemma 15, p. 66], and since F' is USC and
Cy is compact, F' (Cy) is also closed by [41, Theorem 5.25 (a)].

(36)



Let € > 0. By definition of p* and ¢*, 3M; € N such that
Ym > My, ’h (pkzm’ykzmaTkzm) - (p*)T [C]*; 1}‘ < % Since
9V and F are USC, 9V (B ((z,t),)) and F (B((z,1),8))
are closed by [41, Theorem 5.25], and hence, compact. Since
(p,q) +— pT[g;1] is continuous, Lemma 4 implies that
the function h is continuous in p, uniformly in (z,t), over
OV (B((x,t),B)) xB((x,t), 8). Hence, 3M; € N such that
vm > Ma, |h(p*, Yk, o, ) — B (Droy, s Yo, T, )| < 5
Lemma 3 implies that the function (x,t) — h(p*, z,t)
is continuous. Hence, M3 > 0 such that Vm > Mjs,
’h(p*,:c,t) —h(p* Yk, Th, )| S £

Thus, for m > max{Mi, My, M3}, h(p*,z,t) <
()" [¢*:1] + e. Since & was arbitrary, h(p*,x,t) =
(p*)" [¢*;1]. Hence, from (35) and the definition of h, Ip* €
OV (x,t) such that maxgep(wn (p°)" [g;1] < W (z), and
hence, minyeoy (z,+) MaXge F(x,¢) pl g 1] < —W (2). ]

In the following, [42, Lemma 1] is generalized to set-valued
maps using the generalized Lucin’s Theorem [41, Theorem
14.10]. To that end, the notion of approximate continuity and
its relation to Lebesgue measurability are generalized to set-
valued maps.

Definition 6. A Lebesgue measurable set-valued map F' :
R™ = R"™ is called approximately continuous at x € R" if
there exists a measurable set G C R"™ such that x is a point
of density 1 for G [48, Definition 1.25] and the map F‘ is
continuous at x.

Lemma 5. A Lebesgue measurable closed-valued map F' :
R™ = R™ is approximately continuous at x for almost all
xz e R™

Proof: Let ¢ > 0. The generalized Lusin’s Theorem
[41, Theorem 14.10] implies that there exists a set E with
w(E°) < e such that FE is continuous. By the Lebesgue
density theorem [48, Theorem 1.35], almost every point of F
is a point of density 1 for F. As a result, F' is approximately
continuous at almost every point of E. Since ¢ was arbitrary,
F' is approximately continuous almost everywhere. ]

Using Lemma 5, the results of [42, Lemma 1] can be
generalized to closed-valued maps as follows.

Theorem 4. If F' : R™ = R" is Lebesgue measurable and
closed-valued, and if E C R" is Lebesgue measurable, then
there exists No C R™ such that u (Ng) = 0 and

[ @F(E\N)=cF (E\No).
u(N)=0

Proof: If i (E) = 0 then the conclusion of the theorem
trivially follows with Ny := E. In the case where u (E) > 0,
let Ny C R"™ denote the set of points where F' is not
approximately continuous and let Ny denote the set of points
in E that are not points of density 1 for E. By Lemma
5, #(N1) = 0 and by the Lebesgue Density Theorem [48,
Theorem 1.35], p(N2) = 0. Let Ny := N1 U Na.

For all N C R™ with u(N) = 0, @oF (E \ (N UNy)) C
CoF (E'\ No). As a result, (), ny—COF (E\ (N UNy)) C

coF (E '\ Ny), and since p (Ng) =0,

[ @F(E\N)CwF(E\No).
w(N)=0

To prove the reverse inclusion, let z € coF' (E \ Np). Then,
by Carathéodory’s Theorem [38, p. 103], there exist points

22 } such that z/ € F(E\ Ny), Vi = 1,---,m,
and positive real numbers {al, o ap} with 35 ay =1,
such that lim; 0 " 1aJ J = 2 Fix N C R" such that
p(N) =0.
Claim. For each j € N, we can select {E{}ml -

F(E\ (NgU N)) such that HZZ” Lalzl =" <z

i=1 ’L z
Proof of Claim: Fix j € N.If 3i € {1, ---,m} such that
zl e F(E\ Ny) \F(E\ (No U N)), then 3z € (N\NO)
(E\ No) such that z] € F (2] ). By the definition of Ny,

is a point of density 1 for E. As a result, Ve > 0, IK € N
such that Vk > K,

Patticularly, Vk > K, M(B( ol k) mE) >
(1—e)p (B (:ﬁ%)) > 0, which that
Vk € N, ,J<(B (x{,%) mE) \(N1UN2UN)> > 0.
For each £k € N, if ka:g is that
kxf S ( ( x;, k) ) (No U N), then limyg_, oo kxz = a:f

Since F' is approximately continuous on E \ N,
limg_ oo F (,@Z) = F (a:l),
Kuratovski convergence [39, Definition 1.1.1]. Since F' (xz )

implies

selected such

in the sense of Painlevé-

is the set of limits of sequences { sz} such that kzg €
F(\]). vk € N [39, Proposition 1.1.2], there exists a
sequence {sz } such that limy_, o kzg = 2/ and sz €

F(kxz) Vk € N. Hence, Vy > 0, 3K € N such that

E{ = Kzf satisfies ‘zf —E{ < 7. Since the collection
ym

{zf} is finite, the claim is established. |
i=1

By the triangle inequality,

m
Zaz -z J J—Za
=1
m o m
Zaj ]—Zang Zaz -z
i=1

0, if J € N is selected large enough
< fand Vj > J, HZZL

J
€ m
3> then HZi:l
is, lim; 0y ;= alzl = =z Therefore, z is the
of a sequence comprised of elements that are

vex combinations of points from F (E\ (NoU N)).

—|—Zaz -z

<

Given ¢ >
such that 1 alzl —z|| <
That
limit
con-
That

€

2
ai?ﬁ—zH < & Y5 > J
J Z



is, z € ©F(E\(NgUN)). Since N was an arbi-
trary set of Lebesgue measure zero, ¢oF (E\ Ny) C
CoF (E\ (NgUN)), YN such that u(N) = 0. Hence,
coF (E\ No) S (,(n)=oCOF (E\ (NoUN)), and since
1(No) = 0, @F (E\ No) € N, y)0 @F (E\N).  m
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