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Experimental Results of a 3-D Millimeter-Wave
Compressive Reflector Antenna Imaging System
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Abstract—This letter presents the first experimental results of
our three-dimensional (3-D) millimeter-wave compressive reflec-
tor antenna (CRA) imaging system. In this prototype, the CRA is
3-D printed and coated with a metallic spray to easily introduce
pseudorandom scatterers on the surface of a traditional reflector
antenna. The CRA performs a pseudorandom coding of the inci-
dent wavefront, thus adding spatial diversity in the imaging region
and enabling the effective use of compressive sensing and imaging
techniques. The CRA is fed with a multiple-input multiple-output
radar, which consists of four transmitting and four receiving ports.
Consequently, the mechanical scanning parts and phase shifters,
which are necessary in conventional physical or synthetic aper-
ture arrays, are not needed in this system. Experimental results
show the effectiveness of the prototype to perform a successful 3-D
detection of a T-shaped metallic target.

Index Terms—Compressive reflector antenna (CRA), compres-
sive sensing (CS), millimeter-wave (mm-wave), spatial diversity,
3-D imaging.

I. INTRODUCTION

CTIVE microwave and millimeter-wave (mm-wave) sys-
A tems have been widely used in many applications, such
as communications, nondestructive testing, security screening,
medical diagnosis, and through-the-wall imaging [1]-[6]. These
applications build upon the unique features provided by electro-
magnetic waves at these frequencies, including, but not limited
to, their ability to penetrate through optically opaque materials
and their safe use around persons afforded by the nonionizing ra-
diation. Unfortunately, conventional high-resolution mm-wave
imaging systems require the use of either expensive physical
arrays [7]-[9] or slow synthetic [10], [11] aperture arrays, thus
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Fig. 1. (a) Conventional imaging system. (b) CS imaging system. OUT: object
under detection, which is T-shaped.

preventing its pervasive usage in societally important applica-
tions. Moreover, conventional phased array imaging systems
[see Fig. 1(a)] are suboptimal due to the often large mutual in-
formation existing between successive measurements [12]. One
way to address the aforementioned limitations is to engineer new
mm-wave imaging systems capable of making that successive
measurements as incoherent as possible; this will enable real-
time operation while reducing the number of measurements,
hardware complexity, and required energy budget.

Compressive sensing (CS) theory [13], [14] has been widely
used to reconstruct signals from undersampled data. CS requires
both the unknown signal to be sparse in a given dictionary or
basis functions and the sensing matrix—relating the unknown
signal and undersampled data—to satisfy the so-called restricted
isometric property. In many radar applications, induced sources
on the surface of realistic targets can often be approximated by
sparse signals [15], thus making a CS framework well suited to
be used for imaging in such applications. Under these consider-
ations, the target would be efficiently reconstructed with a small
number of measurements.

Introducing artificial structures between the multiple-input
multiple-output (MIMO) array and the imaging region can pro-
vide an enhanced spatial diversity, as shown in Fig. 1(b), and,
as a result of this coding, the number of measurements needed
to obtain an acceptable image reconstruction can be reduced
even more [16]. Many of these pioneering compressive imag-
ing systems used spatially modulating devices—like dielectric
lenses [17], [18] or metasurfaces [19], [20]—to perform such a
wavefield-based analog data compression.
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This letter presents the first experimental results of our com-
pressive imaging system, which performs the coding using a
compressive reflector antenna (CRA) [21], [22]. The CRA is
manufactured by coating the surface of a traditional reflector
antenna (TRA) with pseudorandom metallic applique scatterers
[21]. As a result, the incident wave from the transmitting (Tx)
array is spatially coded and, later, reflected toward the region
of interest (Rol). The pseudorandom spatial code created by
the CRA in the Rol is dynamically changed by selecting differ-
ent input frequencies and active ports in the MIMO array [23].
The CRA enhances the singular value distribution and sensing
capacity of the imaging system when compared to that of the
TRA, as we previously showed in [21] and [22], which results in
a metric used to quantitatively determine the information trans-
fer efficiency between sensors and Rol [24], thus potentially
enabling real-time imaging while reducing the hardware cost
and complexity. The rest of this letter is organized as follows.
In Section II, the design details of the CRA are described. In
Section III, a 3-D mm-wave experimental setup is used to image
a T-shaped metallic target, and the 3-D reconstructed images
show the reliability of the established cost-effective imaging
system, and a conclusion is finally drawn in Section I'V.

II. DESIGN AND FABRICATION OF THE CRA-BASED
IMAGING SYSTEM

The surface of a TRA, which has its axis of symmetry parallel
to the y-axis, can be mathematically written as follows:
(x — Log ) + 22

y:T—fo
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where Dy is the aperture size, fy is the focal length, and
F = (0,0,0) is the focal point that is colocated with the phase
center of the MIMO array. In order to minimize the blockage
of the reflected field from the TRA and to enhance the radia-
tion efficiency, its surface is designed with an offset length of
Ly, as shown in the left part of Fig. 2(a). The coating of the
TRA surface with metallic applique scatterers results in a CRA
that performs the spatial coding of the fields reflected from its
surface. The metallic applique scatterers can be described by a
pseudorandom perturbation function in Ah(x, z) in the g-axis.
A geometrical model of the CRA is plotted in the right part
of Fig. 2(a), where the support of the Ah(z,z) function has
been discretized into a tessellated mesh of Nq triangular faces.
The averaged side length of the triangular facets is dj, and
the distortion for each vertex is drawn from a uniform random
distribution U (—Ah,, , +Ah,, ), being Ah,, the maximum al-
lowed distortion. All the parameters of the CRA designed in
this work are shown in Table I, where Aq is the wavelength
corresponding to the center frequency f, of the radar that is op-
erating with a bandwidth B. The exact distortion heights of all
the applique scatterers covering the CRA surface are plotted in
Fig. 2(b)—see [21] and [22] for a more in-depth description of
CRA’s parameters.

The fabrication of the CRA is done using additive manu-
facturing techniques. Specifically, an Object Eden 260VS 3-D

(@

Random phase front

Planar phase front

Fig. 2. (a) Off-axis placed parabolic (left) and compressive (right) reflec-
tor. (b) Distortion height Ah between the CRA surface and the TRA surface.
(c) Fabricated CRA using the 3-D printing technique with its surface covered
with metallic triangle units.

TABLE I
PARAMETERS OF THE CRA
Name Value Name Value
Do 500 mm Ahm, 0.8 mm
Log 350 mm Ao 4.1 mm
fo 500 mm B 5 GHz
do 16.4 mm fe 73.5 GHz

printer is utilized with VeroWhitePlus as the filament mate-
rial. Due to limitations on printing size, the CRA is divided
into nine parts that are independently printed and assembled to-
gether afterwards. The surface of each part is metalized using an
acrylic-based silver conductive coating spray. Fig. 2(c) shows
the manufactured CRA that is used to perform the wavefield
compression and imaging discussed in the next section.

The MIMO array of the CRA uses a frequency-modulated
continuous-wave (FMCW) radar front-end (RFE), developed
by HXI [25]. The operating frequency range of the RFE is from
70 to 77 GHz; however, only the frequencies from 71 to 76 GHz
are used. The radar configuration employs one static Tx and one
static receiving (Rx) module. Each module has a single-pole
four-throw (SP4T) switch, as shown in the subplot of Fig. 3.
The SPAT switches are driven by a field-programmable gate
array switching system based on an Altera Cyclone V DE1-SoC
board.

III. CALIBRATION OF THE CRA-BASED SENSING MATRIX

Ensuring phase coherence among all Tx and Rx elements of
the MIMO array poses an important challenge for this type of
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Fig. 3. Experimental setup of the CRA imaging. The forward and backward
paths are illustrated in the red and green dashed lines, respectively. A T-shaped
metallic target is located 1.5 m away from the center of the CRA. The arrange-
ment and dimensions of the Tx/Rx arrays are shown in the subplot.

high-frequency imaging systems. This is due to the fact that
small uncertainties on the relative position of each module—
just a fraction of a millimeter—or on the transfer function will
hinder the system’s ability to perform a successful imaging. In
this work, the phase coherence is ensured through a calibration
step, in which the field distribution of each array element is
measured on an aperture in front of the radar, and these data are
later used to build the sensing matrix for one or more Rols. The
field distribution of each array element is collected in a two-
step procedure. First, several FMCW chirps are sequentially
transmitted from each one of the static MIMO transmitters, and
they are measured on the 2-D aperture with a moving receiver.
Second, several FMCW chirps are transmitted from a moving
transmitter on the same 2-D aperture, and they are measured by
each static receiver of the MIMO array.

The recorded fields corresponding to the static Tx and Rx
modules are denoted as EP"" and E2P°'*, respectively, and
they are used to construct a calibrated sensing matrix. First, the
equivalent magnetic currents M2 " and M2P¢", corresponding
to the transmitters and receivers, respectively, are computed
using the equivalence theorem as follows [26]:

Mapert _ —211() % Eapert (2)

tx/rx tx/rx

where ny = [0, 1, 0] is the normal vector on the 2-D aperture.
Then, the incident fields in the Rol produced by these currents
are computed using the exact near-field radiation equations [26]
as follows:

o 1
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where G = Hij R. R =r —r/, with r being the point in the

Rol and r’ being the point on the 2-D aperture; R = [R|; k = 2&
is the wave number; S, per¢ is the surface of the 2-D aperture;
and EF°! and ER°! are the electric fields, generated by MP°""
and M2Pert respectively, in each voxel of the Rol. Finally, the
first-order Born approximation [27] can be used to compute the

calibrated sensing matrix for each Tx and Rx port Hr p:

Hy p = ERT.ERL 4)

Finally, the concatenation of all sensing matrices for each pair
of Tx and Rx ports and for all sampled frequencies gives rise

to the full-system sensing matrix H that will be used for the
imaging.

IV. IMAGING ALGORITHM

The imaging algorithm is used to solve the Born-linearized
inverse problem: Hu + n = g, where u is the unknown reflec-
tivity vector of the target in the Rol, g is the measured field
scattered by the target, and n is the noise vector. This problem
can be iteratively solved with typical norm-1 regularized algo-
rithms, and in this work, the distributed alternating direction
method of multipliers (ADMM) [28] is applied as follows:

1
minimize B Z IHw — g5 + A v,

i=1
st. wy=v,Vi=1,...,N )

where the original sensing matrix H and the measurement vector
g are divided (by rows) into N submatrices H; and IV subvectors
g, respectively, i € [1, N]; u; is the unknown reflectivity vector
for each pair of H; and g;; A, is the norm-1 weight factor; and
v is a consensus variable that enforces the agreement among
all u;.

In order to mitigate the spatial noise, a 2-D cross-range aver-
aging was applied to the reflectivity function u. The averaging
process can be written as follows:

- ~ u(xo + ng, Yo, 20 + 1)

(Na +1)?

ua($072/0720) =

N
Ng=—="n,=—

(6)

where u(zq, Yo, 29) is the reflectivity of the (z¢, 2 )th pixel in
the yoth 2-D plane, and the length of the 2-D averaging process
is N, + 1 in each dimension, with NV, being an even number.

V. EXPERIMENTAL RESULTS

The spatial codes created by the fabricated CRA are measured
in the near field for the calibration algorithm all throughout the
operating bandwidth. Two WR-12 tapered waveguides are used
with the moving transmitter and receiver, which are mounted on
the scanning platform at 900 mm away from the CRA’s center.
The fields are collected in an aperture of 880 and 640 mm in
the x-axis (cross-range) and the z-axis (elevation), respectively,
and sampled every half a wavelength at 77 GHz. The magnitude
and phase of the measured fields for one of the MIMO transmit-
ters are plotted for different frequencies in Fig. 4, showing the
expected spatially coded patterns.

The experimental setting shown in Fig. 3 is used to image a
rotated T-shaped metallic target. In the forward path (illustrated
with red dashed line), the four Tx ports of the switch are se-
quentially used to illuminate the CRA. The incident wavefront
is pseudorandomly coded and scattered toward the Rol, where
the T-shaped target is placed at its center. In the backward path
(illustrated with the green dashed line), the scattered field pro-
duced by the target is coded again by the CRA, and the field is
scatted toward and measured at all four Rx ports. A total of 30
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Fig. 4. Measured near-field radiation patterns including the magnitude (top)
and phase (bottom) distributions.

evenly spaced frequencies are used in the 5 GHz bandwidth, re-
sulting in a total of 480 measurements (30 frequencies x 4 Txs
X 4 Rxs). The dimensions of the Rol are 600, 420, and 600 mm
in cross-range, range, and elevation, respectively. The voxel dis-
cretization size is selected to be 6, 30, and 6 mm in -, y-, and z-
axis, respectively, which is limited by the upper bound range and
cross-range resolution of wideband radar aperture systems [8]:

__ MR
C
% =3B @

where R = 1.5 m is the range of the target, Dy = 500 mm is
the aperture size of the reflector, 1, is the free-space wave-
length corresponding to the center frequency of 73.5 GHz, c
is the speed of light, and B = 5 GHz is the operating band-
width of the radar system. According to the size of the sensing
matrix H € RM#>Nu My and Ny being 480 and 153015,
respectively, in the experiment, the compression ratio CR =
NAL % 100% = 13335480 — 99 69% is calculated [29].

The norm-1 regularized ADMM algorithm described above
is executed—using a weight factor of A, = 20 and dividing
the sensing matrix into N = 40 blocks. A 5-pixel 2-D averag-
ing processing (N, = 4) is applied afterwards. The selection of
the regularization parameters depends on the geometry of the
system, as well as computational resources. Specifically, IV is
limited by the number of available threads of the CPU or GPU,
A, is the norm-1 weight factor, which should be adjusted accord-
ing to the received signal-to-noise ratio of the imaging system,
and N, should satisfy (N, + 1), [ IW, with D,
and D, being the minimum size of the target in x- and z- axis,
respectively, in order to reduce the spatial noise level while
still retaining the original shape of the target. The 3-D recon-
struction of the target profile is plotted in Fig. 5. The imaged
frame of the reconstructed reflectivity magnitude |u| at the range
y = 1500 mm is shown in Fig. 5(a), the maximum magnitude
of |u| along the range (y-axis) is plotted in Fig. 5(b), where the
range of the projection domain is 420 mm, and the reconstructed
target profile is shown in Fig. 5(c), where a display threshold
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Fig. 5. (a) Normalized magnitude of the reconstructed reflectivity, |u|, on
the 2-D plane at the range y = 1500 mm. (b) Maximum |u| along the range
(y-axis), where the range of the projection domain is 420 mm. (c¢) Reconstructed
target profile with a display threshold of |u| > 0.35 and a 2-D averaging length
of N = 5 pixels. (d) Real T-shaped metallic target under detection. The target
bounding box shows the real target profile.

of |u| > 0.35 has been applied. The dimensions of the real T-
shaped metallic target are shown in Fig. 5(d). Fig. 5 shows that
the CRA-based system is capable of detecting a target in the
Rol.

To better evaluate the retrieval accuracy of the recon-
structed target reflectivity, an error index is defined as Err =

(1- NN—“;g) + N]i—,—";g, where N, is the number of pixels cor-
rectly reconstructed on the surface of the target, ]\_fimg is the
number of pixels incorrectly reconstructed outside the surface
of the target, N is the total number of the pixels on the surface
of the target, and N is the total number of the pixels cover-
ing the whole Rol but excluding the pixels on the target. Thus,
the error index Err = 31.5% is obtained based on Fig. 5. This
error is mainly attributed to the noisy measurements of the sens-
ing matrix H and the vector g, and the noncoaxial alignment
between the target and the CRA.

VI. CONCLUSION

This letter presents the first experimental results of our
3-D mm-wave CRA-based imaging system. The proposed cost-
effective imaging system is built using a 3-D-printed CRA fed
by a MIMO array that uses four Tx and four Rx ports. The CRA
is used to introduce spatial and spectral coding of the wave-
fields incident to and scattered from the target, thus enhancing
the diversity of successive measurements. Although the pro-
posed system is capable of detecting the target, certain errors
still exist in the reconstruction of the targets support and reflec-
tivity function. It is expected that this reconstruction error can
be reduced by using additional transmitters and receivers feed-
ing one or multiple CRAs; the latter analysis will be addressed
in our future work. This letter paves the way toward developing
a new cost-efficient mm-wave imaging system that uses multi-
ple CRAs to image on-the-move human-size targets in security
applications.
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