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High-Dimensional Robust Mean Estimation in Nearly-Linear Time

Yu Cheng*

Abstract

We study the fundamental problem of high-dimensional
mean estimation in a robust model where a constant fraction
of the samples are adversarially corrupted. Recent work gave
the first polynomial time algorithms for this problem with
dimension-independent error guarantees for several families
of structured distributions.

In this work, we give the first nearly-linear time algorithms
for high-dimensional robust mean estimation. Specifically,
we focus on distributions with (i) known covariance and sub-
gaussian tails, and (ii) unknown bounded covariance. Given
N samples on R?, an e-fraction of which may be arbitrar-
ily corrupted, our algorithms run in time 5(Nd)/poly(e)
and approximate the true mean within the information-
theoretically optimal error, up to constant factors. Previous
robust algorithms with comparable error guarantees have
running times Q(Nd?), for e = Q(1).

Our algorithms rely on a natural family of SDPs parameter-
ized by our current guess v for the unknown mean p*. We
give a win-win analysis establishing the following: either a
near-optimal solution to the primal SDP yields a good can-
didate for u* — independent of our current guess v — or a
near-optimal solution to the dual SDP yields a new guess v/
whose distance from p* is smaller by a constant factor. We
exploit the special structure of the corresponding SDPs to
show that they are approximately solvable in nearly-linear
time. Our approach is quite general, and we believe it can
also be applied to obtain nearly-linear time algorithms for
other high-dimensional robust learning problems.

1 Introduction

1.1 Background Consider the following statistical
task: Given N independent samples from an unknown
mean and identity covariance Gaussian distribution
N(p*,I) on R? estimate its mean vector y* within
small fo-norm. It is straightforward to see that the
empirical mean — the average of the samples — has £5-
error at most O(y/d/N) from p* with high probability.
Moreover, this error upper bound is best possible,
within constant factors, among all N-sample estimators.
That is, in the aforementioned basic setting, there is a
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sample-optimal mean estimator that runs in linear time.

In this paper, we study the robust (or agnostic) set-
ting when a constant € < 1/2 fraction of our samples can
be adversarially corrupted. We consider the following
model of robust estimation (see, e.g., [9]) that general-
izes other existing models, including Huber’s contami-
nation model [20]:

DEFINITION 1.1. Given 0 < € < 1/2 and a family
of distributions D on R?, the adversary operates as
follows: The algorithm specifies some number of samples
N, and N samples X1, Xs,..., XN are drawn from
some (unknown) D € D. The adversary is allowed to
inspect the samples, removes eN of them, and replaces
them with arbitrary points. This set of N points is then
given to the algorithm. We say that a set of samples is
e-corrupted if it is generated by the above process.

In the context of robust mean estimation studied
in this paper, the goal is to output a hypothesis vector
it such that ||t — p*||2 is as small as possible. How do
we estimate p* in this regime? A moment’s thought
reveals that the empirical mean inherently fails in the
robust setting: even a single corrupted sample can ar-
bitrarily compromise its performance. However, one
can construct more sophisticated estimators that are
provably robust. The information-theoretically optimal
error for robustly estimating the mean of N (u*,I) is
O(e++/d/N) [33,17, 6]. That is, when there are enough
samples (N = Q(d/e?)) one can estimate the mean to
accuracy O(e). 1 However, the standard robust esti-
mators (e.g., Tukey’s median [33]) require exponential
time in the dimension d to compute. On the other hand,
a number of natural approaches (e.g., naive outlier re-
moval, coordinate-wise median, geometric median, etc.)
can only guarantee error Q(ev/d) (see, e.g., [9, 26]), even
in the infinite sample regime. That is, the performance
of these estimators degrades polynomially with the di-
mension d, which is clearly unacceptable in high dimen-
sions.

Recent work [9, 26] gave the first polynomial time
robust estimators for a range of high-dimensional statis-
tical tasks, including mean and covariance estimation.

TUnder different assumptions on the distribution of the good

data, the optimal error guarantee may be different as well (see
Section 1.2).
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Specifically, [9] obtained the first robust estimators for
the mean with dimension-independent error guarantees,
i.e., whose error only depends on the fraction of cor-
rupted samples € but not on the dimensionality of the
data. Since the dissemination of [9, 26], there has
been a substantial number of subsequent works obtain-
ing robust learning algorithms for a variety of unsu-
pervised and supervised high-dimensional models. (See
Section 1.3 for a summary of related work.)

Although the aforementioned works gave polyno-
mial time robust learning algorithms for several fun-
damental learning tasks, these algorithms are at least
a factor d slower than their non-robust counterparts
(e.g., the sample average for the case of mean estima-
tion), hence are significantly slower in high dimensions.
It is an important goal to design robust learning algo-
rithms with near-optimal sample complexity that are
also nearly as efficient as their non-robust counterparts.
In particular, we propose the following broad question:

Can we design (nearly-)sample optimal ro-
bust learning algorithms — with dimension
independent error guarantees — that run in
nearly-linear time?

Here by nearly-linear time, we mean that the run-
time is proportional to the size of the input, within
poly-logarithmic in the input size and poly(1/e) fac-
tors. In addition to its potential practical implications,
we believe that understanding the above question is of
fundamental theoretical interest as it can elucidate the
effect of the robustness requirement on the computa-
tional complexity of high-dimensional statistical learn-
ing/estimation.

For example, for the prototypical problem of ro-
bustly estimating the mean of a high-dimensional distri-
bution, previous robust algorithms [9, 26, 32] have run-
time at least Q(Nd?) for constant e. Since the input size
is ©(Nd), we would like to obtain algorithms that run
in time O(Nd)/ poly(e), where the O(-) notation hides
logarithmic factors in its argument. As the main contri-
bution of this paper, we obtain such algorithms under
different assumptions about the distribution of the good
data. Our algorithms have optimal sample complexity,
provide the information-theoretically optimal accuracy,
and — importantly — run in time O(Nd)/ poly(e).

1.2 Our Results Our first algorithmic result han-
dles the setting where the good data distribution is
sub-gaussian with known covariance. Recall that a
distribution D on R? with mean p* is sub-gaussian
if for any unit vector v € R? we have that
Pry~p[|{v,X — u*)| > t] < exp(—t2/2). For this case,

we show?:

Theorem 1.1 (Robust Mean Estimation for Sub-
Gaussian Distributions) Let D be a sub-gaussian
distribution on R® with unknown mean p* and identity
covariance. Let 0 < € < 1/3 and 6 = O(elog1/e).
Given an e-corrupted set of N = Q(d/6%) samples
drawn from D, there is an algorithm that runs in time
O(Nd)/poly(e) and outputs a hypothesis vector [i such
that with probability at least 9/10 it holds || — p*|l2 <
0O(9) = O(elog1/e).

It is well-known (see, e.g., [10]) that the opti-
mal error guarantee under the assumptions of Theo-
rem 1.1 is Q(ey/log1/€), even in the infinite sample
regime. Moreover, the sample complexity of the learn-
ing problem is known to be Q(d/§?) even without cor-
ruptions. Thus, our algorithm has best possible error
guarantee and sample complexity, up to constant fac-
tors. Prior work [9, 10] gave algorithms with the same
error and sample complexity guarantees, but with run-
time Q(Nd?), even for constant e. We note that for the
very special case that D = N (u*, ), an error of O(e) is
information-theoretically possible. However, as shown
in [13], any Statistical Query algorithm that runs in
time poly (V) needs to have error Q(e4/log(1/¢)). Our
algorithm achieves this accuracy guarantee in nearly-
linear time. See Section 1.3 for a detailed summary of
previous work.

Theorem 1.1 handles the case that the covariance
matrix of the good data distribution is known a priori.
This is a somewhat limiting assumption. In our second
main algorithmic result, we obtain a similarly robust
algorithm under the much weaker assumption that the
covariance matrix is unknown and bounded from above.
Specifically, we show:

Theorem 1.2 (Robust Mean Estimation for
Bounded Covariance Distributions) Let D be a
distribution on R? with unknown mean p* and un-
known covariance matriz Y such that ¥ < o2I. Let
0<e<1/3 and § = O(y/€). Given an e-corrupted set
of N = Q((dlogd)/e) samples drawn from D, there is
an algorithm that runs in time O(Nd)/ poly(e) and out-
puts a hypothesis vector @i such that with probability at
least 9/10 it holds || — p*||2 < O(0d) = O(o+/€).

Similarly, the sample complexity of our algorithm is
best possible within a logarithmic factor, even without
corruptions; the O(ov/€) error guarantee is known to

2To avoid clutter in the relevant expressions, all algorithms in

this paper have high constant success probability. By standard
techniques, the success probability can be boosted to 1—7, for any
7 > 0, at the cost of a log(1/7) increase in the sample complexity.
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be information-theoretically optimal, up to constants,
even in the infinite sample regime. Previous algo-
rithms [10, 32] gave the same sample complexity and er-
ror guarantees, but again with significantly higher time
complexities in high dimensions. Specifically, the itera-
tive spectral algorithm of [10] has runtime Q(N? - d) =
Q(d?/€e?). See Section 1.3 for more detailed compar-
isons.

We note that an efficient algorithm for robust mean
estimation under bounded covariance assumptions has
been recently used as a subroutine [31, 12] to obtain
robust learners for a wide range of supervised learning
problems that can be phrased as stochastic convex pro-
grams. This includes linear and logistic regression, gen-
eralized linear models, SVMs (learning linear separators
under hinge loss), and many others. The algorithm of
Theorem 1.2 provides a faster implementation of such a
subroutine, hence yields faster robust algorithms for all
these problems.

1.3 Related and Prior Work Learning in the pres-
ence of outliers is an important goal in statistics and has
been studied in the robust statistics community since
the 1960s [20]. After several decades of work, a number
of sample-efficient and robust estimators have been dis-
covered (see [21, 18] for book-length introductions). For
example, the Tukey median [33] is a sample-efficient ro-
bust mean estimator for various symmetric distributions
[17, 6]. However, it is NP-hard to compute in general
[23, 2] and the many heuristics for computing it degrade
in the quality of their approximation as the dimension
scales [8, 4, 29].

Until recently, all known computationally efficient
high-dimensional estimators could only tolerate a negli-
gible fraction of outliers, even for the simplest statistical
task of mean estimation. Recent work in the theoretical
computer science community [9, 26] gave the first effi-
cient robust estimators for basic high-dimensional unsu-
pervised tasks, including mean and covariance estima-
tion. Since the dissemination of [9, 26], there has been a
flurry of research activity on robust learning algorithms
in both supervised and unsupervised settings [3, 5, 10,
13, 11, 32, 15, 14, 19, 25, 31, 12, 24, 16, 28, 7].

For the specific task of robust mean estimation, [9]
designs two related algorithmic techniques with simi-
lar sample complexities and error guarantees: a convex
programming method and an iterative spectral outlier
removal method (filtering). The former method inher-
ently relies on the ellipsoid algorithm (leading to poly-
nomial, yet impractical, runtimes), while the latter only
requires repeated applications of power iteration to com-
pute the highest eigenvalue-eigenvector of a covariance-
like matrix. The total number of power iteration calls

can be as large as €2(d), for constant €, leading to run-
times of the form Q(Nd?2). We note that the filter-based
robust mean estimation algorithm, as presented in [9],
applies to the sub-gaussian case (as in Theorem 1.1). A
slight variant of the method [10] applies under second
moment assumptions (as in Theorem 1.2).

The work [26] gives a recursive dimension-halving
technique with near-optimal accuracy, up to a loga-
rithmic factor in the dimension. The aforementioned
method requires computing the SVD of a second mo-
ment matrix Q(logd) times. Consequently, each itera-
tion incurs runtime Q(d®). Similarly, the robust mean
estimation algorithm under bounded second moments
in [32] requires computing the SVD of a matrix multi-
ple times, leading to Q(d?) runtime.

1.4 Owur Approach and Techniques In this sec-
tion, we provide a detailed outline of our algorithmic
approach in tandem with a brief comparison to the most
technically relevant prior work. To robustly estimate
the unknown mean p*, we proceed as follows: Starting
with an initial guess v, in a sequence of iterations we
either certify that the current guess is close to the true
mean p* or refine our current guess with a new one that
is provably closer to p*.

Let > be the covariance of the good sam-
ples. Then we know that the second order moment
Ex~p[(X —v)(X —v)T] is equal to ¥ when v = p*,
and is equal to ¥ + (v — p*)(v — p*)"T in general.
Therefore, the second order moment is minimized when
v = u*. We use this property to distinguish whether
our guess v is close to p*. Of course, the input con-
tains both good samples and bad (corrupted) samples,
and the bad samples can change the first two moments
significantly. To get around this problem, we try to
reweight the samples: let Ay . denote the following set

=1

N
{we]RN:Zwizlandogwig(1_1€)Nforalli}.

Our approach will try to minimize the second order
moment Efil wi(X; — v)(X; —v)" for all w € Ay,
with the intended solution being assigning 1/|G| weight
to all the good samples. This can be formalized as an
SDP:

(1.1)
minimize  Apax (Zf\]:l wi(X; —v)(X; — I/)T>
subject to w € Ay
This SDP is similar to the convex program used in

[9] but has some important conceptual differences that
allow us to get a faster algorithm. The convex program
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in [9] is essentially this SDP with v = p*. However, of
course one cannot solve it directly as we do not know
u*. To overcome this difficulty, [9] designs a separation
oracle, which roughly corresponds to finding a direction
of large variance. The whole convex programming
algorithm in [9] then relies on ellipsoid algorithm and
is therefore slow in high dimensions.

In contrast, we fix a guess v for the true mean in
the SDP. Even though this ¥ may not be correct, we
will show a win-win situation: either v is a good guess
in which case we get a good set of weights, or v is far
from p* and we can get a v’ that is constant factor closer
to u*.

More precisely, we will show that for any guess v
that is sufficiently close to the actual mean p*, the
optimal value of the SDP is small. In this case, the
weights {w; }’s found by the SDP can be used to produce
an accurate estimate of the mean: fi,, = >, w; X; (see
Lemma 3.2). Note that in this case the estimate fi,, can
be more accurate than the current guess v. When the
guess v is far from p*, the optimal value of the SDP
is large, and the dual solution will give a certificate on
why the second order moment SN | w; (X; —v)(X;—v)T
cannot be small no matter how we reweight the samples
using w € Ay .. Intuitively, the reason that the second
moment matrix cannot have small spectral norm is
because of the extra component (v —p*)(v—p*) " in the
expected second moment matrix, so the dual solution
gives us information about v — p* (Lemma 3.3).

To get a fast algorithm, we need to solve the SDP
and its dual in nearly-linear time. This is done by
reducing them to a covering/packing SDPs and use the
solver in [1, 30]. The main technical challenge here is
that the approximate solutions to the reduced SDPs
may violate some of the original constraints (specifically,
the resulting w may not be in Ay ). We show that our
main arguments are robust enough to handle these mild
violations.

A perhaps surprising byproduct of our results is
that a natural family of SDPs leads to asymptotically
faster algorithms for robust mean estimation than the
previous fastest spectral algorithm [9] for the most
interesting parameter regime (corresponding to large
dimension d so that d > poly(1l/e)). We view this
as an interesting conceptual implication of our results:
in our setting, principled SDP formulations can lead
to faster runtimes compared to spectral algorithms, by
exploiting the additional structure of these SDPs. This
phenomenon illustrates the value of obtaining a deeper
understanding of such convex formulations.

1.5 Structure of This Paper In Section 3, we
describe our algorithmic approach for robust mean

estimation and use it to obtain our algorithm for sub-
gaussian distributions (thus establishing Theorem 1.1).
In Section 4, we show that the corresponding SDPs can
be solved in nearly-linear time. In Section 5, we adapt
our approach from Section 3 to obtain our algorithm
for robust mean estimation under bounded covariance
assumptions (thus establishing Theorem 1.2). For the
clarity of the presentation, some proofs have been
deferred to an appendix.

2 Preliminaries

We use [n] to denote the set {1,...,n}. We use e; for
the i-th standard basis vector, and I for the identity
matrix. For a vector z, we use ||z||; and ||z|, to denote
the ¢; and ¢ norm of x respectively. We use (x,y)
to denote the inner product of two vectors z and y:
() = 2Ty = ¥, wi

For a matrix A, we use [|Al|, to denote the spectral
norm of A, and Ay ax to denote the maximum eigenvalue
of A. We use tr(A) to denote the trace of a square
matrix A, and (A, B) or A e B for the entry-wise inner
product of A and B: (A,B) = Ae B = tr(A"B).
A symmetric n X n matrix A is said to be positive
semidefinite (PSD) if for all vectors z € R", xT Az > 0.
For two symmetric matrices A and B, we write A < B
when B — A is positive semidefinite.

Throughout this paper, we use d for the dimension
of the distribution in question, N for the number of
samples, and € for the fraction of corrupted samples.
We use p* to denote the (unknown) true mean of the
distribution in question, and v to be our current guess
for u*. We write X; for the i-th sample. Both u*, v,
and the X;’s are d x 1 column vectors.

For a vector w € RY, we use i, = Zie[N] w; X;
to denote the empirical mean weighted by w. We use
G to denote the set of good samples, and B to denote
the set of bad samples corrupted by the adversary. For
any vector w € RN, we define wg = ZieG w; and
WE =) e p Wi

We call a vector w € RV a uniform distribution
over a set S C [N] if w; = ﬁ for all i € S and
w; = 0 otherwise. Let Ay . denote the convex hull
of all uniform distributions over subsets S C [N] of size
|S| = (1 — €)N. Formally, Ay, ={w e RN : 3", w; =
1land 0 <w; < ﬁ for all i}.

3 Robust Mean Estimation for Known

Covariance Sub-Gaussian Distributions

In this section, we will describe our algorithmic tech-
nique and give an algorithm establishing Theorem 1.1.

As we described in Section 1.4, our algorithm is
going to make a guess v on the actual mean p*, and
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try to certify its correctness by an SDP. In Section 3.1,
we give the SDP formulation and describe the entire
algorithm. In Section 3.2, we show that the optimal
value of the primal/dual SDPs are closely related to the
distance ||v — p*||,. When the current guess v is close,
we show (Section 3.3) that the solution to the primal
SDP is going to give a good estimate of y*. When the
current guess v is far, in Section 3.4 we analyze the
dual solution and show how to find a v/ that is closer to
p*. Finally, we combine these techniques and prove the
main theorem in Section 3.5.

3.1 SDP Formulation and Algorithm Descrip-
tion As we mentioned in Section 1.4, we will use an
SDP to try to certify that our current guess v is close to
the true mean p*. To achieve that, we assign weights w;
to the samples while making sure that w € Ay .. More
precisely, the primal SDP with parameter v € R? and
€ > 0 is defined below:

(3.2)
minimize  Amax (Zfil wi (X; —v)(X; — V)T)
subject to w € Ay

Intuitively, this SDP tries to re-weight the samples
to minimize the second moment matrix Ef\;1 wi(X; —
v)(X; —v)T. The intended solution to this SDP is to
assign weight 1/|G| on each of the good samples. This
solution will have a small objective value whenever v is
close to p*.

When v is far from p*, we need to consider the
dual of (3.2). We will first derive the dual of (3.2). The
primal SDP is equivalent to

(M, Zw"(Xi ) (X;—v)")

min max
WEAN,e M=0,tr(M)=1

Strong duality holds because the primal SDP admits a
strictly feasible solution. The dual SDP is

in (M (X —v) (X —v)T
-1 28R, (0 2 =

Observe that once we fix a dual solution M, it is easy to
minimize the objective function over w: we will assign
maximum possible weight w; = m to the smallest
(1 — ¢)N inner products. Therefore, the dual SDP can
be stated as:

(3.3)
maximize Mean of the smallest (1 — €)-fraction of
(X =) TM(X; —v))o

subject to M > 0,tr(M) <1

The dual SDP (3.3) certifies that there are no good
weights that can make the spectral norm small. The
intended solution for the dual is M = yy', where
y = ﬁ is the direction between v and u*. Note

that when M = yy", the value (X; — v)"M(X; — v)
is exactly the squared norm of the projection in the
direction y. Intuitively, if we project the samples onto
the direction of y, the mean of the good samples is going
to be at distance ||v — p*||,, so even after removing the
farthest e-fraction of the projected samples one cannot
make the remaining values of (X; —v)" M (X;—v) small.
Of course, in general, the dual solution can be of rank
higher than 1, but we will show that any near-optimal
dual solution must be close to rank 1 later in Section 3.4.
The SDPs are parameterized by € > 0 and v € R,
which is our current guess of the true mean p*. We will
solve both SDPs multiple times for different values of
v € R?%, and we will update v iteratively based on the
solutions to previous SDPs. Eventually, we will obtain
some v that is close enough to p*, so that the primal
SDP is going to provide a good set of weights w, and we
can output the weighted empirical mean fi,, = >, w; X;.

To avoid dealing with the randomness of the good
samples, we require the following deterministic condi-
tions on the good samples (which hold with probability
1—7) drawn from the sub-gaussian distribution. For all
w € Ap 3¢, we require the following conditions to hold
for § = c1(ey/logl/e) and 02 = ci(elogl/e) for some

universal constant cq:

Zwi(Xi*M*) <4,

(3.4) ie¢ 2
> wi(Xs — ) (X — )T =1 <6y,

i€G 2

(3.5) Vie G, | Xi—p |y < O(ydlog(N/T)) ,

Intuitively, Equations (3.4) show that removing samples
will not distort the mean and the covariance by too
much. Equation (3.5) says that the good samples are
not too far from the true mean.

We note that the above deterministic conditions are
identical to the ones used in the convex programming
technique of [9] to robustly learn the mean of N (u*, I).
As noted in [27], the proof of these concentration
inequalities does not require the Gaussian assumption,
and it directly applies to sub-Gaussian distributions
with identity covariance. As shown in Section 2.1.3
of [27], after N = Q(672(d + log(1/7))) samples, these
conditions hold with probability at least 1 — 7 on the
set of good samples.

Throughout the rest of this section, we will assume
that the above conditions are satisfied where we set the
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parameter 7 to be a sufficiently small universal constant;
selecting 7 = 1/30 suffices for all our arguments.

We are now ready to present our algorithm (Algo-
rithm 1) for robust mean estimation. In this section, we

Algorithm 1: Robust Mean Estimation for
Known Covariance Sub-Gaussian

Input : An e-corrupted set of N samples
{X: 3N, on RY with N = €(d/€?) and
e<1/3.

Output: A vector i € R? such that, with
probability 9/10,

118 = p*lly < O(ey/log(1/e)).

Let v € R? be the coordinate-wise median of

{XiHly;

for i =1 to O(logd) do

Use Proposition 4.1 to compute either

(i) A good solution w € RY for the primal

SDP (3.2) with parameters v and 2¢; or

(i) A good solution M € R?*? for the dual

SDP (3.3) with parameters v and ;

if the objective value of w in SDP (3.2) is at

most 1+ c4(eln(1/¢€)) then

return the weighted empirical mean

Ty = Efil w; X; (Lemma 3.2);

else

Move v closer to p* using the top
eigenvector of M (Lemma 3.3).

will use ¢y, ..., c7 to denote universal constants that are
independent of N, d, and e. We will give a detailed de-
scription on how to set these constants in Appendix A.

3.2 Optimal Value of the SDPs In this subsec-
tion, we will give upper and lower bounds on the op-
timal value of the SDPs (3.2) and (3.3). Recall that
our high-level idea is to use the dual SDP to improve
our guess v, until it is close enough to the true mean
©*, and then solve the primal SDP to get a good set
of weights. However, we cannot write an if statement
based on r = ||v — p*||, because we do not know p*.
Lemma 3.1 allows us to estimate r from the optimal
value of the SDPs. We will bound the optimal value
of the SDPs from both sides using feasible primal and
dual solutions. Let OPT, . denote the optimal value
of the SDPs (3.2), (3.3) with parameters v and e. The
following lemma shows that when ¢ is small and v is far
away from p*, then both the optimal values OPT, . and

OPT, o, are close to 1 + ||u* — 1/||§

Lemma 3.1 (Optimal Value of the SDPs) Fiz
0 <e<1/3andv € REL Let § = crey/In(1/e),

6y = cieln(1/e) and B = \/eln(1/e). Let {X;}Y,

be an e-corrupted set of N = Q(d/e?) samples drawn
from a sub-gaussian distribution with identity covari-
ance. Let OPT, . denote the optimal value of the
SDPs (3.2), (3.3) with parameters v and €. Let r =
|lv — p*|ly. Then, we have:

(1 —82) + 7% —26r < OPT, o
< OPT, . < (14 62) + 7%+ 20r .

In particular, when r > cof3, we can simplify the above
as

140.97> < OPT, 5 < OPT, <1+ L1772

Proof. We first prove the argument for OPT = OPT, ..
One feasible primal solution is to set w; = ﬁ for

all i € G (and w; = 0 for all ¢ € B). Therefore,

N
OPT < Amax <Z wi(X; — v)(X; — y)T>
=1
= max sz<X1 —v,y)?

Rd =1
yera,lyl,=1 =

-~ (z wilX

e

2P wix

i€G
m;iX((l + 02) +

)2+ (it = vy)?

S (Wt = v, y>>

(W —v,y)? +26(u* — v, )

IN

2
(1+02) +[[p" = vlly + 20 |p" — vl -

The second to last step uses Condition (3.4). 3
. One feasible dual solution is M = yy ' where y =
£~V The dual objective value is the mean of the

e —vlly
smallest (1 — e)-fraction of ((X; —v)TM(X; — y))iil,

which is at least

1 .
(1 —¢€)N sca, |S| 1 26)N £

> (Xi—v) TM(X; —v).

e€s

This is because |G| = (1 — €)N, the smallest (1 — €)N
entries must include S, where S is the smallest (1—2¢) N
entries in G. Let w] = I—él for all ¢ € S and w, = 0
otherwise. Note that S is a subset of G so wg; = 1. Also
since |S| = (1 —2¢)N we know w’ € A 2, therefore we

3Formally, in order to apply Condition (3.4), w € RY should be
supported on the set of all N good samples (before the adversary
changed eN of them). If a good sample is corrupted, its weight
will always be 0 in this proof. We focus on the weights w on the
set G, the remaining good samples.
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have

OPT > Z S YITM(X; —v)
2€S| ‘
= Zw'IL<X’L -V, y>2
i€G
= Zwé(XZ
i€G
+2) wi(X
i€G
> (1= ) + [ln* — vl — 26 [lu* — v, -

)2 gl — vl

=5l = v,

Now we consider OPT, o.. Intuitively, OPT, oc ~
OPT, . because both SDPs can throw away the bad
samples first, and whether we allow them to throw
away another e-fraction of good samples should not
affect the moments too much. It is easy to see that
OPT, 2 < OPT, ., because the feasible region with
parameter 2e is strictly larger (An2. O An,e) for the
primal SDP.

It remains to show that the same lower bound holds
for OPT, 2. For the dual SDP with parameter 2¢, the
objective is the mean of the smallest (1 — 2¢)-fraction of
the entries, so we pick S to be the smallest (1 — 3¢) N
entries in G and w) = T=30N 3 TN for all ¢ € S instead.
Note that Condition (3.4) holds for all w € Ay 3., and
the rest of the proof is identical.

To obtain the simpler upper and lower bounds when
r > cof, we note that the error term do + 20r =
O(elog(1/€)) = O(r?), so by increasing co we can get
1+0.972 <OPT < 1+ 1.1r2%.

3.3 When Primal SDP Has Good Solutions In
this section, we show that a good primal solution for
any guess v will give the correct weighted empirical
mean. Lemma 3.2 proves the contrapositive statement:
if the empirical mean fi,, under a set of weights w is
far away from the true mean p*, then no matter what
our current guess v is, w can never be a good solution.
More specifically, we show that the objective value of w
is at least 1+ (62 /€). Roughly speaking, we get 1 from
the good samples and (6% /¢) from the bad samples.
We briefly explain why the bad samples contribute
(6% /¢). The empirical mean of the good samples is off
by at most § by Condition (3.4). Now if fi,, is far away
from p*, the bad samples must shift the mean by more
than Q(d). Intuitively, if an e-fraction of the samples
distort the mean by d, on average each of these sample
contributes an error of §/¢, which introduces a total
error of €(§/€)? = 62 /e in the second moment matrix.
We use f = Jeln(l/e) = O(1/d2/¢) to denote
(asymptotically) the distance between v and p* at the

end of our algorithm. This threshold appears naturally
because if ||v — p*||, > [, then Lemma 3.1 tells us
that OPT — 1 > 32 = §2?/e. This error subsumes the
potential error we could get due to the bad samples
shifting the mean by more than Q(¢), so we must guess
some v that is O(8) from p* to detect the bad samples.
Note that given some v that has distance O(8) to u*,
the solution to the primal SDP can give a much better
estimate [ that is O(J) < O(8) away from p*.

Lemma 3.2 (Good Primal Solutions = Correct
Mean) Fiz 0 < € < 1/3. Let § = cie4/In(1/e),

8o = cieln(1/e) and B = +/eln(1/e). Let {X;}Y,
be a set of e-corrupted samples drawn from a sub-

gaussian distribution with identity covariance, where
N =Q(d/é?). For allw € An e, if || — ¥y > 30
where i, = vazl w; X;, then for all v € R?,

N
)\max (sz(Xz - V)(X’L - V)T> > 1 +C4B2 .

i=1

Proof. Fix any w € Angc. If || —v|y > ¢50, then
because w is feasible and by Lemma 3.1,

N
)\max <Z Ww; (Xz
i=1

>1409|p* — ]2 > 14093282 > 1+ caff?.

X — V)T> > OPT, 2.

Therefore, for the rest of this proof, we can assume
i = vll, < esB.

We project the samples along the direction of
(fiw — p*).  Consider the unit vector y = (fi, —
1)/ [[itw — || To bound from below the maximum
eigenvalue, it is sufficient to show that

N
T (Z wZ(X

L T — Y ) L 2
X; I/) i sz<X1 V7y>

=1

> 14+ Q(6%/e) .

We first bound from below the contribution of the bad
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samples by Q(5%/¢). By triangle inequality,
Z wi (X — v, 9)
i€B

Zwi<Xi — 15, y)

i€B

N
Z wz<Xz - /1'*7 y>
1=1

> —wp (" — v, )|

v

- Zwi<Xi - M*ay>

e

— 2| = v,
> [ = w7y — 6 — 2ecs3

> (63 —1- 205£)(5 > 665 .
c1

The last line follows from our choice of y, and the good
samples satisfy Condition (3.4). By Cauchy-Schwarz,

(Z wi(X; — v, y>2> (Z wz)
> (Z wi(X; — v, y)) > 262

i€B

Since wp < 2¢, we have Y, p wi(X; —v,y)? > %(52/6).

We continue to lower bound the contribution of the
good samples to the quadratic form by 1 — O(d3) =
1—0(8?%/¢). This is because the true covariance matrix
is I. By Condition (3.4),

Zwi<Xi - V7y>2
1€G
= wi ((Xi — p*,9)? + (= v,y)?
e
+2(X; — p*, ) (p* —v,y))

> wi(X; — pt,y)?

i€G
+2(ut = v y) (Y wi(Xs — i), y)
i€G
> (11— 8) — 26 u* — vl
2¢53
>1—(1+ ——=)02 > 1 —c705 .
( ln(l/e)) 2 e

Putting the good and bad samples together, we have
2 2 2
SN Wil X =1, y)? > 1 — by + B (82 )e) = 14 (958 —
cicr)B? > 1+ ¢y3% as needed.
The constants in the proof are given in Appendix A.

Lemma 3.2 guarantees that any good solution to
the primal SDP gives a good set of weights. In other

words, whenever we have a solution to the primal SDP
whose objective value is at most 1+ O(3?), we are done
because the weighted empirical mean must be close to
the true mean.

3.4 When Primal SDP Has No Good Solutions
We now deal with the other possibility: the primal SDP
has no good solution. We will show that, in this case, we
can move v closer to p* by solving the dual SDP (3.3),
decreasing ||v — p*||, by a constant factor.

Lemma 3.1 states that OPT =~ 1+ |v— u*Hg.
Intuitively, if the dual SDP throws away all the bad
samples, then we know that OPT ~ fé\ZieG(Xi -

v) T M (X;—v). If this quantity also concentrates around
its expectation, then

L+ [v = p*|3 ~ OPT
~Exon(uen[(X - V) TM(X - V)]
= (M, I+ (v —p)v—p)").

Because tr(M) = 1, we can remove 1 from both sides
and get (M, (v — p*)(v — p*)T) = |lv — p*|l5. This
condition implies that the top eigenvector of M aligns
approximately with (v — p*), which provides a good
direction for us to move v.

The following lemma formalizes this intuition.
Specifically, Lemma 3.3 shows that despite the error
from solving the SDP approximately and the errors in
the concentration inequalities, we can still use the top
eigenvector of M to move v closer to u*.

Lemma 3.3 (Good Dual Solutions = Better v) Fix
0<e<1/3 andv € Re. Let B =+/eln(1/e). Assume
we have a solution M € R¥? to the dual SDP (3.3)
with parameters v and €, and the objective value of M
is at least max(1 + 0.9c4%, (1 — 5)OPT,5.). Then,
we can find a vector v € R?, such that ||v/ — p*||, <

7l = w*l,-

Proof. Because M is a feasible solution to the dual
SDP (3.3) with parameters v and ¢, we know that
OPT,. > 1+ 0.9c43%. When OPT, . > 1 + 0.9¢4/?,
Lemma 3.1 implies that ||u* —v|, > c2f and (1 —
15)OPT, 2c > 14 0.85 ||u* — V||§ Since the objective
value is the average of the smallest (1 — €)N entries of
(X; —v)TM(X; — v), and one way to choose (1 — €)N
entries is to focus on the good samples,

14085 |u* —v|? < (1 - %) OPT, 5

<(1-5)opt, < |1G| EZ;(XZ» — ) TM(Xi —v) .
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We know M = 0 and tr(M) = 1. Without loss
of generality, we can assume M is symmetric. Using
Condition (3.4), we can prove that (M, (u* —v)(p* —

: 2
W) = 3 - vl

1+ 0.85 ||t — v

1 . -

< g S -0 A )

- ﬁ SO, (X — ) (X — )T
ieG

+2X; — ) =)+ (W =)t —v)T)
<1+ 02 +20 |t — vy + (M, (1" —v)(p* —v)T)
<1401 = vl5 + (M, (u* = v)(p* —v)T) .

We will continue to show that the top eigenvector
of M aligns with (v — p*). Let Ay > Ao > ... 2> X3 >0
denote the eigenvalues of M, and let vy, ...,vy denote
the corresponding eigenvectors. The conditions on M
implies that Z‘;:l A = 1. We decompose (p* — v)
and write it as p* — v = Z?Zl «;v; where Zgzl a? =

i
| — 1/“3 Using these decompositions, we can rewrite
d
(M, (p* —v)(p* = v)T) = 35, Niad
First observe that A\; > 2, because A\, Y., af >

Na? > 3w — v = 23, a?. Moreover, because

7]

ol <Y et £ Maf' (1 - ) o) <
Za%+%zi a2, we know that (viv], (u*—v)(p*—v) ") =
o > 2%, a?. Thus, we have a unit vector v; € R?

with (vi, p* —v) = a1 > 1/2/3||n* — v||y, so the angle
between v, and pu* — v is at most § < cos™1(1/2/3).

Figure 1: An illustration of the final part of the proof of
Lemma 3.3. Assume we can find a unit vector v; that
approximately aligns with (u* —v), and we can estimate
r & ||u* — v|,. Then, the point v/ = v +1'v; lies in the
highlighted region on the right, which is closer to p*.
Moreover, if only know +wv;, we can distinguish v/ and
V"' by comparing the optimal value of their SDPs.

Finally, if we know the exact value of r = ||p* — v/||,,
we can update v to v/ = v + rvy. This corresponds
to moving v to a point that is on a circle of radius r

centered at v (see Figure 1). The distance between v/
and p* is maximized when 0 is the largest, and this
distance is at most 2rsin(6/2) < 2r. However, in
reality, we do not know r = ||u* — v||,, and we can only
estimate it from the value of OPT, 5.. Because we are
solving the SDPs to precision (1 £ 5), by Lemma 3.1,
we can estimate r’ such that 0.85r% < (r')? < 1.15r2.
By triangle inequality, the point v/ = v+7r'v; is at most
2r+|r' —r| < 3r away from p*.

One technical issue is that the top eigenvector of
M can be +v;, so we have two possible directions
that are opposite of each other. Let v/ = v + r'v;
be the point closer to pu*, and v/ = v — r’v; be the
point farther from p*. We can distinguish ¢/ and v”
by solving the SDP (3.2) with parameters v’ and v
respectively, and the point with smaller optimal value
is 2. This is because v/ moves at least ' > 1/0.9r in the
reverse direction, so the distance between v” and p* is
at least \/(r + 1/ cosf)2 + (r'sin0)2 > 1.8r > co8. By
Lemma 3.1, OPT,» 5 > 1+0.9- (1.87)2 > 14 2r?, and
OPT, 5. <1+ 1.1r2%. Again because 7 > c2/3, this gap
is large enough for separating them if we approximate
both OPT,/ 3. and OPT, 3. to a factor of (14 {5).

The constants in the proof are given in Appendix A.

3.5 Proof of Theorem 1.1 We are now ready to
prove Theorem 1.1. This is mostly done by applying
Lemmas 3.2 and 3.3 in appropriate scenarios. Because
of the geometric improvement in Lemma 3.3, we will
only apply it logarithmic number of times, and then the
algorithm can finish in the case of Lemma 3.2.

Proof. [Proof of Theorem 1.1 (Correctness and Runtime
of Algorithm 1)] Let 7 = 1/30. When N = Q(d/e?),
Condition (3.4) holds for the good samples with proba-
bility at least 1 — 7, which is required in the proofs of
Lemmas 3.1, 3.2, and 3.3.

We will use the empirical coordinate-wise median
as our initial guess v. It is folklore that with high prob-
ability, the coordinate-wise median is within O(ev/d)
of the true mean p*. In Algorithm 1, whenever we
update v by Lemma 3.3, we must move it closer to
w*. Therefore, throughout the algorithm, the condition
v — p*|l, < O(ev/d) always holds, which is required by
Proposition 4.1.

The correctness of Algorithm (1) follows immedi-
ately from Lemmas 3.2, 3.3, and Proposition 4.1. In
each iteration, the algorithm either finds a good so-
lution w € RY to the primal SDP (3.2) and termi-
nates, in which case Lemma 3.2 guarantees that the
weighted empirical mean fi,, is close to p*; or the al-
gorithm finds a good solution M € R**? to the dual
SDP (3.3), and it will use the top eigenvector of M to
move the current guess v closer to pu* by a constant fac-
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tor, as in Lemma 3.3. The failing probability is at most
37 = 1/10 by a union bound over three bad events:
(i) the good samples do not satisfy Condition (3.4), (i)
the coordinate-wise median is too far away from p*, and
(#ii) the SDP solver is not able to produce an approxi-
mate solution at some point.

We now analyze the running time of Algorithm 1.
The naive pruning takes time O(Nd). Whenever
the primal SDP (3.2) has a good solution, the algo-
rithm terminates. The initial choice of v satisfies that
v — u*]l, < O(ev/d), and Lemma 3.1 implies that we
have a good primal solution if ||p* —v||, < O(5). Be-
cause every time we move v as in Lemma 3.3, the dis-
tance between v and p* decreases by a constant factor,
we can move v at most O(log(ev/d/3)) = O(log d) times.
For each guess v € R, we invoke Proposition 4.1 to ei-
ther obtain a good primal or a good dual solution. We
repeat every use of Proposition 4.1 O(loglogd) times,
so that the failing probability is at most 7 = 1/30 by
a union bound over the iterations. We will use power
method to compute the top eigenvector of M, which
takes time O(logd - Ndlog? N/e?). * Thus, every loop
of Algorithm 1 takes time O(loglogd) - (O(Nd/eb) +
O(Nd/e®)) = O

time is

(Nd/e5). Therefore, the overall running

O(Nd) 4+ O(logd) - O(Nd/e%) = O(Nd/eS) .
4 Solving Primal/Dual SDPs in Nearly-Linear
Time

By combining Lemmas 3.2 and 3.3 from Section 3, we
know that we can make progress by either finding any
solution to the primal SDP (3.2) with objective value at
most 1 + ¢432, or by finding an approximately optimal
solution to the dual SDP (3.3) whose objective value is
at least 1+ %0462. This section is dedicated to proving
Proposition 4.1, which shows that this can be done in
time O(Nd)/ poly(e).

PROPOSITION 4.1. Fiz 0 < € < 1/3, and v € ]Rd

with ||v — p*|l, < O(ev/d). Let B = /eln(1/e).
T

he number of iterations of power method is O(logd/¢€’) if
we want to compute a (1 — €’)-approximate largest eigenvector.
Due to the slack in the geometry analysis of Lemma 3.3, we
can set ¢ to a constant (say ¢ = 0.01). In addition, matrix
M is given implicitly by the positive SDP solver (eg, [30])
as the sum of matrix exponentials M = = Zt 1 tr(Wt) where

T = O(log? N/€?) is the number of iterations of the positive SDP
solver and W; = exp(zl 12t A;A) for some zt € RN, To
evaluate Mv in the power method, we multiply v with each Wy
separately, where we use a degree O(log(1/€’)) matrix polynomial
of &; = Zl 1 ZA AT to approximate W; = exp(®:). It
takes time O(Nd) to compute ®;v, and therefore it takes time
O(TNd) = O(Ndlog? N/e?) to evaluate Mw.

can compute in time 5(Nd/66), with probability at least
9/10, either

1. A solution w € R™ for primal SDP (3.2) with
parameters (v, 2¢€), such that the objective value of
w is at most 1 + c43%; or

2. A solution M € R for dual SDP (3.3) with
parameter (v, €), such that the objective value of M
is at least max(1 + 19—00452, (1—-45)0PT, 2).

Previously, nearly linear time SDP solvers were
developed for packing/covering SDPs [1, 30]. At a
high level, we first relate SDPs (3.2), (3.3) with a
pair of packing/covering SDPs (4.6), (4.7), where we
switch the objective function with some constraint and
introduce an additional parameter p > 0. Next, we
show that to prove Proposition 4.1, it is sufficient to
solve SDPs (4.6), (4.7) approximately for the correct
value of p, and moreover, we can run binary search
to find a suitable p. Finally, in Section 4.1, we show
that our packing/covering SDPs (4.6), (4.7) can be
solved in time O(Nd/e%). Note that these running times
(specifically, the dependence on €) can be improved if
better packing/covering SDP solvers are discovered. For
example, [1] mentioned the possibility of achieving a
bound of O(Nd/e®) by combining their approach and
the techniques from [34].

Consider the following packing SDP (4.6) and its
dual covering SDP (4.7) with parameters (v, €, p):

maximize 1Tw

4.6
(4.6) subject to  w; > 0, Zivzl w;A; =1

minimize  tr(M’) + ||v']|,
(4.7)  subject to pX,M'X;+ (1 —¢€)Ny; > 1
M =0,y >0,

where each A; € REATN)*(d+N) i5 5 PSD matrix given
by®

p(Xi —v)(Xi—v)" 0

Ai = 0 (1—€)N - eze]

We will first show that the solutions of (4.6) and
(4.7) are closely related to solutions of our original SDPs
(3.2) and (3.3). Formally, the following lemma shows
that if we (approximately) solve the packing/covering
SDPs (4.6), (4.7) for some value of p > 0 and the
resulting objective values are close to 1, then we can
translate these solutions back to obtain solutions for
SDPs (3.2) (3.3) with objective value roughly 1/p.

SRecall that X; € R?*1 is the i-th sample, and e; € RVX1 is
the i-th standard basis vector.
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LEMMA 4.1. Fiz v € RL,0 < € < 1/3, and p > 0.
If we have a solution w' of SDP (4.6) with parameters
(v, €) such that ||[w'||; > 1 — {5, then we can construct a
solution w of SDP (3.2) with parameters (v,2¢) whose
objective wvalue is at most m. If we have a
solution (M',y") of SDP (4.7) with parameters (v,¢)
such that tr(M') + ||y'||, < 1, then we can construct
a solution M of SDP (3.3) with parameters (v, €) whose
objective value is at least 1/p.

Proof. We first construct a solution w to SDP (3.2) with
Let w = ”5—,”1
[w']l, > 1~ {5, we know that w € Ay . is feasible
for SDP (3.2). SDP (4.6) guarantees that p) . w;(X; —
v)(X; —v)T =1, so the objective value of SDP (3.2) at
w satisfies Amax (3, wi(X; —v)(X; —v) ") < m.

Next, we will construct a solution M for the original
dual SDP (3.3) with parameters (v,€) given (M',y’).
We will work with the following SDP that is equivalent
to the dual SDP (3.3).

parameters (v,2¢) given w'. Since

3 1 Ziv=1 Yi
maximize 2 — FENy

subject to M > 0,tr(M) <1,y >0,
(Xi — U)TM(XZ' - V) + i >z

Given a dual solution M € R¥*? it is easy to find
the optimal values of (y,z) variables: z should be at
the (1 — €)-th quantile for (X; — v)" M(X; — v) and
yi = max{z — (X; —v)T M(X; — v),0}. Under these
choices, we recover the objective value of SDP (3.3),
which is the mean of the smallest (1 — €)N entries of
((X; = )T M(X; V)i,

Let M = gt ¥ = iy’ ST
Note that y is well-defined, because we always have
M' # 0, otherwise the objective value is at least
1/(1 —€¢) > 1. Note that (M,y,z) is a feasible
solution to SDP (3.3): by the definition of (M,y, 2),
the constraint pX,” M’ X; + (1 —€)Ny, > 1 translates to
ptr(MYX,MX; + ptr(M')y; > 1 = ptr(M’)z, which
is exactly X, MX; +y; > 2. The objective value of

. 1—||v’
(My,2) s 2 — e = 2y

y', and z =

The plan is to use binary search to find a suitable
p > 0, solve the packing/covering SDPs approximately,
and then translate the solutions back using Lemma 4.1.
The translated solutions will satisfy the conditions of
Proposition 4.1. To make sure a suitable p exists, we
use the following lemma which shows the optimal value
of SDPs (4.6) (4.7) is continuous and monotone in p.

LEMMA 4.2. Fizv € R? and 0 < e < 1/3. Let OPT, =
OPT, . be the optimal value of SDPs (4.6), (4.7) with

parameters v, €, and p > 0. Then, OPT, is continuous
and non-increasing in p. Moreover, for p* =1/OPT, ,
we have OPT . = 1.

Proof. To prove OPT,, is continuous and non-increasing
in p > 0, it is sufficient to show that OPT,, > OPT,, >
(1—~)OPT,, for any 0 < v < 1 and p; = (1—7)p2. Let
w1, wo be the optimal solution that achieves OPT,, and
OPT,, respectively. Because p; < pa, wa is feasible for
SDP (4.6) with parameter p;, and therefore OPT,, >
|lwe|l;, = OPT,,. Similarly, (1 — y)w; is feasible for
SDP (4.6) with parameter ps, because (1 — y)wips =
w1 p1, and thus OPT,, > ||(1 —y)w:||; = (1—7)OPT,,.

To prove OPT,« = 1, we focus on the original
primal SDP (3.2) and the packing SDP (4.6). We
first prove OPT,« > 1. Consider the optimal solution
w € RY of SDP (3.2) with parameters (v,e). We can
verify that w is feasible for SDP (4.6) with parameters
(p*,v,€): The constraint on the bottom-right block of
SDP (4.6) states that w; < (kﬁ for all ¢ € [N],
and the constraint on the top-left block is equivalent
to >, w X; X" < p%] = OPT,. - I. Now assume if
OPT,- > 1. Let w’ be the optimal solution to SDP (4.6)
with ||w’||; > 1. This leads to a contradiction, because
w=w'/ Hw/|| is feasible for SDP (3.2), but its objective
value is *H an < OPT, .

Now we are ready to prove Proposition 4.1 by
putting Lemmas 4.2 and 4.1 together.

Proof. [Proof of Proposition 4.1] Fix v € R? and 0 <
€ < 1/3. We first prove that it is sufficient to find some
p > 0, such that we can compute both

(i) a solution w € RY to SDP (3.2) with parameters

(v, 2¢), whose objective value is m;

(ii) a solution M € R¥*4 to SDP (3.3) with parameters

(v, €), whose objective value is %.

The reason is as follows: Let ALGp = m and

ALGp = L. It must be that either ALGp < 1+¢43% or

ALGp > 1 + 10 Deyp%. Assuming ALGp > 1+ ¢43% and
ALGp < 1+Z 15 C4 3?2 leads to the following contradiction:

_ 1/p _ ALG 01c,8
1_10_1/ 16/10 _ALGD<1 45231—

min(207 & 62) < 1—-5%. Moreover, because ALGP is the
value of a solution to SDP (3.2) with parameters (v, 2¢),
we know that ALGD = (1 — fO)ALGp Z OPTV725
as needed. We will define a target interval [p1,pa],
such that solving SDPs (4.6), (4.7) for any parameters
(p € [p1,p2),v,€) will allow us to compute a pair of
solutions w’ and (M’,y") such that:

(i) w’ is a solution to packing SDP (4.6) with [lw'||; >

1—{5; and
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(ii) (M',y) is a solution to covering SDP (4.7) with
tr(M') +[ly'll, < 1.

Then, by Lemma 4.1, we can convert these solutions to
solutions of SDP (3.2) and (3.3) with values ALGp and
ALGp.

We can first solve SDP (4.6) with p = 1, and
check if the solution satisfies [|w'[|; > 1 — 5. If so,
we use Lemma 4.1 to convert w’ back to a solution of
SDP (3.2) whose objective value is %/10 <14 cf?
and we are done. For the rest of the proof, we assume
OPT,—; <1—25. Fixany p; € {p: OPT, =1— 5}
and pa € {p: OPT, =1— 2¢}. Note that they are well-
defined because OPT, is continuous, OPT,« = 1, and
OPT,— < 1- %. For any p € [p1, p2], by monotonicity,
we must have OPT, € [1 — 26,1 — &5].  Therefore,
if we can solve the packing/covering SDPs (4.6), (4.7)
approximately up to a multiplicative factor of (1+0(e)),
we can find a primal solution w’ with [lw’||; > 1— 45, as
well as a dual solution (M’,y") with tr(M’)+||y/||; < 1.

It remains to show that we can find a suitable p and
solve the SDPs (4.6) (4.7) in time O(Nd/e%). We can
find p € [p1, po] using binary search: if ||w'|l; <1 — 15
we will decrease p, and if tr(M’) + [|y/|; > 1 we will
increase p.

We first show that the binary search takes
O(log(d/e)) steps. Observe that by monotonicity, 0 <
p* < pi < pp < L When v —p*ll, < O(eVd),
Lemma 3.1 implies that OPT,. < O(d) and hence
p* =1/OPT,c = Q(1/d). If p1 > (1 — 55)p2, then by
the same argument in the proof of Lemma 4.2, we must
have OPT,, > (1 — 5)OPT,, = (1 — £)? > OPT,,,
which is a contradiction. Therefore, the interval [p1, ps]
has length at least ps — p1 > 3502 > Q(ep*) = Q(e/d).
In summary, we start with an interval of length less than
1, and the target interval has length at least Q(e/d), so
binary search needs at most O(log(d/¢)) steps.

Finally, we bound from above the running time of
the algorithm in this proposition. In each step of the bi-
nary search, we solve packing/covering SDPs (4.6), (4.7)
for some p. We solve these SDPs to precision (1+0O(e))
as required in this proof, which takes time 5(Nd/66),
by Corollary 4.1 from Section 4.1. We repeat every use
of Corollary 4.1 O(loglog(d/e€)) times, so that the fail-
ure probability is at most 1/10 when we take a union
bound over all O(log(d/¢)) iterations. Eventually, when
we have a suitable p, we can convert the solution back to
solutions for SDPs (3.2) (3.3) using Lemma 4.1. There-

fore, the total running time is
O(log(d/e)) - O((Nd)/€") - O(loglog(d/e)) = O(Nd/e®) .

4.1 Positive SDP Solvers In this subsection, we
show how to solve packing/covering SDPs (4.6), (4.7)

in time O(Nd/e%). It is known that positive (i.e.,
packing/covering) SDPs can be solved in nearly-linear
time and poly-logarithmic number of iterations [22, 1,
30]. Because SDPs (4.6), (4.7) are packing/covering
SDPs, we can apply the positive SDP solvers in [30]
directly (Corollary 4.1).

Lemma 4.3 (Positive SDP Solver, [30]) Let
Aq,..., A, be m x m PSD matrices given in factorized
form A; = C;C. Consider the following pair of pack-
ing and covering SDPs:

n
1" t. A =T .
r?gé( x s.t ;xz i =
1=
max tr(Y) st A;0Y >1,Vi.
Y0

We can compute, with probability at least 9/10, a
feasible solution x to the packing SDP with 1Tz >
(1 — €)OPT, and together a feasible solution Y to
the covering SDP with tr(Y) < (1 4+ ¢)OPT in time

O((n+m+q)/€%), where q is the total number of non-
zero entries in the C;’s.

An application of the above lemma yields the fol-
lowing corollary:

COROLLARY 4.1. Fiz v € R4, 0 < ¢ < 1/3, and
0 < p<1. We can compute in O(Nd/e%) time, with
probability at least 9/10,

1. a (1+0(e))-approzimate solution w' for the packing
SDP (4.6) with parameters (v, €, p); and

2. a (1 — O(e))-approzimate solution (M',y’) for the
covering SDP (4.7) with parameters (v, €, p).

Proof. The input matrices A; € REFN)X(d+N) ip the
SDPs can be factorized as A; = C’Z-C’iT , where

VP(Xi =) Ogx(a-1) ONxa

Ci - 0d><N \/ (1 — 6)N . 61'6;

The total number of non-zeros in all C;’s is ¢ =
N(d + 1) = O(Nd), so by Lemma 4.3, we can solve
SDPs (4.6), (4.7) in time O(Nd/e%) with probability
9/10. Note that the dual solution should be maintained
implicitly to avoid writing down an (N + d) x (N + d)
matrix: the top-left block of the dual solution Y is M’,
and the diagonals of the bottom-right block is /'

5 Robust Mean Estimation under Second
Moment Assumptions

In this section, we use the algorithmic ideas from
Section 3 to establish Theorem 1.2. The algorithm in
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this case is similar to the one for the sub-gaussian case
with some important differences, due to the different
concentration properties in the two settings.

Note that it suffices to prove Theorem 1.2 under
the assumption that o = 1, i.e., the covariance satisfies
> =< I. This is without loss of generality: Given a
distribution D with ¥ < ¢?1, we can first divide every
sample by o, run the algorithm to learn the mean, and
multiply the output by o.

Recall that N = |G|, and Ay is the set Ay =
{w € RY : Y,wi =1land 0 < w; < mforalli}.
We require the following condition to hold: there exists
G'" € G with |G'] > (1 — {5)|G|, such that for all
w € AN 3e,

sz(Xl_,u*) S(S,
ieG’ 2
(5.8) ) )
> wil Xy — ) (X —p) || <62,
€G! 2

Vie d, | X ull, < O(/dJe) .

where § = c1\/e and d = ¢; for some universal
constants ¢;. It follows from Lemma A.18 of [10] that
these conditions will be satisfied with high constant
probability after N = Q((dlogd)/¢) samples. ¢ In the
rest of this section, we will abuse notation and use G to
denote G’, the set of good samples that are not too far
from p*.

The high-level approach is the same as in learning
the mean of sub-gaussian distributions: we maintain
v € R? as our current guess for the unknown mean
w*, and try to move v closer to u* by solving the dual
SDP (3.3); eventually v will be close enough, and the
primal SDP (3.2) can provide good weights w so that
we can output the weighted empirical mean fi,,.

The algorithm will be almost identical to Algo-
rithm 1. The only difference is in the “if” statement,
where we need a different threshold to decide if the
current primal SDP solution is good (or equivalently,
whether our guess of v is close enough to p*).

5We wish to throw away samples that are too far from
*

w*. However, we do not know p*, so we run the following
preprocessing step. We start with an e-corrupted set of 2N
samples and partition them into two sets of N samples, S1 and
So. We first compute the coordinate-wise median i of S7, where
IZ — p*]l, < O(eV/d) with high probability. Let B be a ball
of radius O(y/d/e) around p*. Then we run our algorithm on
all samples in (S2 N B). Let D’ be the conditional distribution
obtained by restricting the domain of D (the true distribution) to
B. Notice that the mean of D’ is close to that of D, and D’ has
bounded covariance. Moreover, the good samples in (S2 N B) are
drawn i.i.d. from D’, and most of the good samples in Sy are in
B, so S2 N B is an O(e)-corrupted set of samples for D’.

In this section, we use cq, ..., cg to denote universal
constants. They can be chosen in a way that is similar
to how we set constants for Section 3 in Appendix A.
We omit the details.

5.1 Optimal Values of the SDPs The following
lemma is similar to Lemma 3.1. Specifically, Lemma 5.1
shows that when |u* —v|, > c28, OPT is approxi-
mately ||u* — VHg The difference is that (i) in Section 3,
OPT is roughly 1 + ||u* — v||3, because we know the
true covariance matrix is I, but in this section we only
know the second moment matrix is bounded; and (%)
we need ||p* —v|l, > cof in both settings, but in this
section = O(y/62/€) = 1 (rather than 8 = y/eln(1/e)
as in Section 3) because the values of § from the con-
centration bounds is different.

LEMMA 5.1. Fiz 0 < € < 1/3 and v € R%.  Let
§ = ci1v/e, 63 = c1, and B = 1. Let {X;}Y, be a set
of e-corrupted samples drawn from a distribution on R?
with ¥ < I, where N = Q((dlogd)/e). Let OPT, .
denote the optimal value of the SDPs (3.2) (3.3) with
parameters (v,€). Let r = ||v — pu*||y. Then, we have

r? —26r < OPT, 5. < OPT, . < 0y + 7% + 267 .
In particular, when ||p* —v|l, > c2f3, we have
0.97* < OPT, 2 < OPT, . < 1.17%.

Proof. We take the same feasible primal/dual solutions
as in the proof of Lemma 3.1. We get different
upper/lower bounds because we use Conditions (5.8)
in this section.

Consider a feasible primal solution w with w; = ﬁ
for all i € G and w; = 0 otherwise.

OPT, .

)

< max wi(X; — p*, ) + (1t — v, y)?
yeR lyll,=1 (; o s /

+20) " wi(X; — ), y)(ut — v, y))

i€G
< bz + [lu = vl +28 [t —vll, -

One feasible dual solution is M = yy' where y =

Huu**%vu\l‘ Let S denote the (1 —2¢)N good samples with
2

smallest (X; —v) " M(X; —v). Let w} = m for all
Copyright © 2019 by SIAM

2767 Unauthorized reproduction of this article is prohibited



Downloaded 03/25/19 to 108.185.149.84. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

i € S and w] = 0 otherwise.

OPT,. > Y wi(X; — pi*,)? + wi |l1* — 3

ieG

+2) wi(X

i€G

2
> " = vl = 20" = v, -

i =15y It =l

The same upper/lower bounds hold for OPT, 5. as
well.

5.2 When Primal SDP Has Good Solutions We
prove that if the weighted empirical mean is far away
from the true mean, then the value of SDP (3.2) must
be large.

The next lemma is similar to Lemma 3.2. The same
intuition still holds: if e-fraction of the samples distort
the mean by Q(§), then they must introduce Q(2/e)
error to the second moment matrix. Note that because
the true covariance matrix is no longer I, we cannot say
anything about the contribution of the good samples.

LEMMA 5.2. Fiz 0 < € < 1/3. Let 6 = c1v/e,
6o = ¢, and B = 1. For all w € Apnge,
if ||fw —p*lly > c38, then for all v € RY,

Amax (Zf\]:l wi(X; —v)(X; — V)T> > g3,

Proof. By Lemma 5.1, we know that if ||p* — v||, > ¢58,
we have OPT, 5. > 0.9 ||u* — v||2 > ¢482. Therefore, we
can assume that ||u* — v, < c50.

Let w € Apn 2e denote the optimal primal solution.

For y = (ﬁw - M*)/ Hﬁw - ,U'*Hgv we have
Zwl > [l — N*||2_5_2605ﬂ2065-
i€EB

By Cauchy-Schwarz and wp < 2¢, ) ;g wi(X; —

v,y)? > %((52 /€). We conclude the proof by observing
that

N
OPT > sz‘<Xi —v,y)?

i=1

2 062352 2

> wilX; —vy)® > ge = 4B
i€B

In summary, if we can find a solution w € RY to
the primal SDP (3.2) whose objective value is O(3?),
then we are done because Lemma 5.2 guarantees that
(no matter what v is) the weighted empirical mean i,
is close to the true mean.

5.3 When Primal SDP Has No Good Solutions
We show that when the primal SDP has no good
solutions, we can solve the dual (approximately) and the
dual will allow us to move v closer to p* by a constant
factor. The next lemma is similar to Lemma 3.3.
The first half changes slightly because we are using
Condition (5.8), and the second half (the geometry part)
is identical to that of Lemma 3.3.

LEMMA 5.3. Fiz 0 < ¢ < 1/3 and v € R%. Assume
M € R4 s q solution to dual SDP (3.3) with
parameters (V, €), and the objective value of M is at least
max (0 9046 (1—-45)0PT,, 26) Then we can find a
vector v’ such that HU =y < 2 v = p*,.

Proof. By Lemma 5.1, we know that OPT, ¢ > 0.9¢43?
implies that [|u* —v|l, > c2f and (1 — 5)OPT, 2c >
0.85 ||1/7u*\|§. The dual objective is the mean of
the smallest (1 — e)-fraction of the entries X," MXj.

Because one way to choose (1 — €)-fraction is to focus
on the good samples, ﬁ Yiea(Xi—v)TM(X; —v) >
0.85 [|* — w3

We know that M > 0, tr(M) = 1. Without loss
of generality, we can assume M is symmetric. By
Condition (5.8), we can prove (M, (u* —v)(p* —v) ") >
3| — V|3 as follows.

0.85 ||u* - u||§
. T
\G| ; (Xz 14 )
+2(X; — ) (@t —v) + (@ - v) (- v)T)

< b2+ 20 [|* — vy + (M, (1" = v)(u" —v)T)
<01 = vl + (M, (0" = v)(u* = v)T) .

Therefore, we have matrix whose inner product with
(u* — v)(u* — v)T is approximately maximized, this
implies that the top eigenvector of M aligns with
(v — p*). We omit the rest of the proof because the
geometry analysis is identical to that of Lemma 3.3.

5.4 Proof of Theorem 1.2 By combining Lem-
mas 5.2 and 5.3, we can make progress by either finding
a solution to the primal SDP (3.2) with objective value
at most c43%, or finding an approximately optimal so-
lution to the dual SDP (3.3) whose objective value is
at least 0.9¢c4/32. This next proposition shows that this
can be done in time O(Nd)/ poly(e).

PROPOSITION 5.1. Fiz 0 < € < 1/3, and v € R?
with ||v — p*|l, < O(y/d/€). We can compute in time

O(Nd) /%), with probability at least 9/10, either (i) a
solution w for primal SDP (3.2) with parameters (v, 2¢)
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whose objective value is at most c4B2; or (ii) a solution
M for dual SDP (3.3) with parameter (v,e) whose
objective is at least max (0.904,6’2, (1- T%)OPT,,,%).

We omit the proof of Proposition 5.1 because its
proof is almost identical to the proof of Proposition 4.1.
The only difference is that the ratio between the objec-
tive values of the desired primal/dual solutions is now

0'36;3‘52 = 0.9, instead of % as in Proposition 4.1.
4

The problem of computing a desired pair of solutions

becomes easier since the gap is larger.

Theorem 1.2 follows directly from Lem-
mas 5.2, 5.3, and Proposition 5.1. The running
time analysis is identical to that of Theorem 1.1, we
can move our guess v at most O(log(d/e)) times, and
for each guess we invoke Proposition 5.1 to obtain a

good primal or dual solution. The overall running time

is O(Ndlog(1/7)/€%).

6 Conclusions and Future Directions

In this paper, we studied the problem of robust high-
dimensional mean estimation for structured distribution
families in the presence of a constant fraction of corrup-
tions. As our main technical contribution, we gave the
first algorithms with dimension-independent error guar-
antees for this problem that run in nearly-linear time.
We hope that this work will serve as the starting point
for the design of fast algorithms for high-dimensional
robust estimation.

A number of natural directions suggest themselves:
Do our techniques generalize to robust covariance esti-
mation? We believe so, but we have not explored this
direction in the current work. Can we obtain nearly-
linear time robust algorithms for other inference tasks
under sparsity assumptions [3] (e.g., for sparse mean es-
timation or sparse PCA)? Can we speed-up the convex
programs obtained via the SoS hierarchy in this set-
ting [19, 25]7
_ The running time of our algorithms is
O(Nd)/poly(e), i.e., the algorithms run in nearly-
linear time only when € is a constant. Can we avoid the
extraneous poly(1/€) dependence in the runtime? This
would require exploiting the problem structure even
further, as even solving a single covering SDP incurs
a poly(1/e) slowdown. We leave this is an interesting
question for future work.
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Appendix
A Setting Constants in Section 3

In this section, we describe how to set universal con-
stants c1,...,c7 in Section 3. The constants are set in
the following order: ¢y, co, ¢4, ¢5, ¢7, cg, and c3. In this
order, every ¢; only depends on the constants set before
it, and there are only lower bounds on the value of ¢;, so
we can set ¢; to a sufficiently large constant. Note that
cs is the last constant we choose, and our guarantee at
the end of the day is to output some hypothesis vector
i that is close to the true mean p*: || — p*||, < c36.

Recall that in Section 3, 0 < e¢ < 1/3, § =

164/1n(1/€), 62 = c1eln(1/e), and g = /eln(1/e).

The constant c¢; appears in the concentration
bounds for the good samples (Condition (3.4)), and it is
related to the constants in Chernoff bounds and Hanson-
Wright inequality (see, e.g., Section 2.1.3 of [27]). We
can set ¢; to be any constant that Condition (3.4) holds
with the right sample complexity.

The constant ¢y is a threshold on r = ||v — p*||,.
When r > ¢3, we can show that OPT is roughly 1+72.
We set ¢y to satisfy 2 +26(ca8) < 0.1(c23)? as required
by Lemma 3.1.

The constant ¢4 shows up in the branching state-
ment of Algorithm 1. If OPT < 1 + ¢;3% we use the
primal SDP solution, otherwise we use the dual SDP
solution. We set ¢, to satisfy 0.9¢2 > 1.1¢2 in the proof
of Lemma 3.3, and £ 62 > 15 in the proof of Proposi-
tion 4.1.
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If we use the dual solution, we know that r > ¢ .
If we use the primal solution, we have r < c¢58. We
choose ¢5 where c5 > ¢ and 0.90% > ¢4 as needed in the
proof of Lemma 3.2.

In the proof of Lemma 3.2, the constants c¢g and c7
appear when we argue that the bad samples contribute
at least ©(6%/¢) to the second-moment, and the good
samples contribute at least 1 — O(6%/¢). We choose
¢y such that ¢z > 1 + — 28 and cg such that

v/In(1/¢)’
> c4 + cic7. Finally, because the good samples
shift the mean by at most 9, if the empirical mean is off
by more than c3d then most of the error are from the
bad samples. We choose c3 so that ¢3 > ¢+ 1+ Q%\E

2 2
C1%
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