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Fig. 1: Neuron implementation using Ferroelectric FETs and associated spiking neural network. (a) The circuit topology of a ferroelectric

spiking neuron with excitatory and inhibitory inputs. (b) A biological neuron. (c) A schematic representation of spiking neural network (SNN)

with an excitatory and an inhibitory neuron layer. (d) The concept of unsupervised clustering on unlabeled, raw data using an SNN .

Fig. 3: Operating principle and Load line analysis of the experimental ferroelectric neuron (a)

Operating principle of the ferroelectric neuron and circuit diagram of the leaky integrator. (b)

Load-line analysis. Measured d.c. ID-VN characteristics of FEFET at VGF=1 V and 1.6 V and

VD=VDD=3.3 V and output characteristic (IM-VS) of the discharge FET. At VGF=1.6 V, the hysteresis

in ID-VS characteristics shifts to the right compared to that at VGF=1 V. The neuron generates spikes

when the discharge FET load lines intersect the FEFET ID-VS curves in the unstable transition

regions (i.e., BC and DA @VGF=1 V). For VGF=1.6V, the hysteretic transition is not abrupt enough

to travel around the hysteresis (i.e., move back and forth between S and P).

Fig. 4: Experimental demonstration of a ferroelectric neuron. (a) Measured waveforms of the excitatory input Vx and the neuron output voltage

VN in response to excitatory input Vx spike train with period T=28 ms and no inhibitory input spikes at Vi. The output spikes have a reverse polarity

compared to the usual polarity of biological neurons. The output spike period is 27.9 ms. Also shown in a zoomed in version of two spikes. During

a spike, the state of the FEFET approximately traverses the path ABCD as shown in the load line analysis shown in fig. 3(b). (b) The neuron output

voltage VN in response to excitatory input spike trains with periods T=26, 32, 35, and 300 ms and no inhibitory input spikes. The output spike

period is 24.8, 63.8, 114.1 ms for T=26, 32, 35 ms, respectively. The neuron do not output any spikes for T>100 ms.

Fig. 2: Device characterization. Measured

d.c. ID-VGS characteristics of the FEFET.

Polarization-voltage and switching current-

voltage characteristics of epitaxial PZT

ferroelectric in the FEFET structure at 150

Hz (inset). The transitions for VDS=2.6V and

2.8V are abrupt. However, for VDS=2.4V,

only the downward transition is abrupt.
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Fig. 5: Demonstration of Inhibition in Ferroelectric Neuron. (a) Measured waveforms of the excitatory input Vx, inhibitory input Vi, and the

neuron output voltage VN in response to excitatory input spike train with period T=32 ms and inhibitory input spike train of 0.18 s duration starting

at t=1.025 s. When both inhibitory and excitatory input is present, the neuron do not fire and do not generate any spikes. The crests and troughs of

the inhibited neuron output correspond to point S and P in the load-line analysis shown in Fig. 2(b). (b,c) A large spike in the excitatory input Vx

generates a chirped output spike train (fig. c) which is be inhibited when an inhibitory pulse at Vi is arrives during this spiking mode (fig. c).

Fig. 6: SPICE Simulation of Ferroelectric Neuron. (a) SPICE model of the FE neuron. (b, c, d) Simulated the ID-VG (b) and ID-VS (c)

characteristics for the FEFET and the neuron waveforms (c) under similar experimental conditions presented in Fig. 5(a) showing reasonable

agreement between experiment and simulation. (e) Input Frequency versus firing frequency of the neuron. (f) Simulated power spectrum density of

a FE neuron projected at 45 nm node. (g,h) The neuromorphic topology of interconnected neurons (g) used in SNN simulation in Fig. 7 and its

SPICE simulated behavior (h) when either of the excitatory (red) and inhibitory (green) connections are active or both of them are neutral (black).

Fig. 7:Ferroelectric Spiking Neural Network. (a) Ferroelectric spiking neural network architecture. (b) Illustration of MINST over training

epochs of 1k, 10k, 50k, and 150k. (c,d) Average ( )2 (c) and %accuracy (d) versus number of examples. (e) Benchmark table.
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