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Abstract

Density functional theory (DFT) is widely used for investigating heterogeneous
catalysis; however, the predictive power of DFT is determined by the approximation
used in the exchange-correlation (XC) functionals. In this work, we systematically
investigate how the kinetics of methanol synthesis predicted by DFT depends on the
choice of XC functionals. Microkinetic modelings are performed based on the Gibbs
energies calculated with XC functionals that represent three levels of accuracy: Perdew-
Burke-Ernzerhof (PBE) functional, Heyd-Scuseria-Ernzerhof (HSE) hybrid functional,
and the random phase approximation (RPA) functional. We show that the predicted
kinetics strongly depends on the choice of XC functionals. Methanol’s turnover fre-
quencies predicted by PBE and HSE are about 30 times faster than the predictions
from RPA. PBE predicts that the overall barrier of CO hydrogenation is 0.56 eV lower
than that of COs hydrogenation, therefore suggesting CO as the carbon source for
methanol synthesis on copper. This contradicts previous isotope-labeling experiments
that supported COq as the carbon source in industrial methanol synthesis; therefore,
PBE suggests that metallic copper cannot be the active site for CO2 hydrogenation.
On the other hand, the overall barrier of CO hydrogenation, predicted by HSE and
RPA is lower than the overall barrier of CO2 hydrogenation by 0.22 €V and 0.14 eV,
respectively. This suggests that COsy hydrogenation is also competitive for methanol
production, and we cannot completely rule out the possibility that metallic copper is the
active site for catalyzing CO9 hydrogenation. In addition, the prediction of the domi-
nating adsorbates also strongly depends on the choice of XC functionals. Our results
show that different XC functionals can predict different kinetics for methanol synthesis,

which calls attention to the accuracy of DFT for modeling methanol synthesis.



1 Introduction

Methanol is an important building block for synthesizing many chemicals, and is used as
the fuel for combustion engines and the direct methanol fuel cells. Methanol is synthesized
through CO and CO; hydrogenations. Low pressure methanol synthesis is performed with
the Cu/ZnO catalyst system.! The catalytic process involves many competing processes such
as CO hydrogenation, COs hydrogenation, and the water-gas shift reaction. These processes
are coupled. In addition, the morphology of the catalysts can change in response to different
adsorbates.? Due to such complexity, the mechanism of methanol synthesis is under extensive
debate.

A long-term effort is to identify the active sites. Metallic copper has long been proposed as

1,3-17

the active site, and oxides are added to maintain large copper surface and to reduce CuO

to metallic copper.® 2! Others suggested that methanol is synthesized over Cu™ at Cu/ZnO

2295 26,27

interface, or over the Cu cations that dissolve in ZnO matrix, and suggested that

metallic copper only promotes the dissociation of Hs.26:28-30

Without pinning down the active sites, it is difficult to resolve another related puzzle:
what the carbon source is in industrial methanol synthesis. It was suggested that methanol
was mainly produced through CO hydrogenation,3! 33 and the role of CO, was to maintain

the oxidation state of copper and the dispersion of copper particles. %2435 This supports the

argument that oxidized copper is the active site. Others suggested that CO and CO, play

36—39 40-42

equal roles, and CO and CO, hydrogenations take place at different active sites.
CO, has also been proposed to be the major carbon source.*%4347 The role of CO was
suggested to maintain the reduced state of copper for CO, hydrogenation! or to inhibit
the reverse water-gas shift reaction that consumes CQO,. %% Evidences from isotope-labeling

444715051 strongly support that CO, is the major carbon source in methanol

experiments
synthesis performed over the industrial catalysts.
Density functional theory (DFT)?*% can help us resolve these puzzles by, for example,

screening candidate active sites. Unfortunately, the predictive power of DFT is hindered



by the approximated exchange-correlation (XC) functionals. For example, the generalized
gradient approximated (GGA) functional is known to overestimate the adsorption energies of
molecules on transition metals.?*% For methanol synthesis on copper, previous DFT-GGA

calculations?3?:°6

predicted that the overall barrier of CO hydrogenation is lower than the
overall barrier of CO5 hydrogenation, which contradicts the isotope-labeling experiments that
suggested CO5 as the major carbon source. This discrepancy between DF'T and experiments
can be due to three reasons: (1) metallic copper is not the active site for CO5 hydrogenation
in industrial methanol synthesis, (2) the isotope-labeling experiments were misinterpreted,
and (3) DFT-GGA gave inaccurate energetics for CO and CO5 hydrogenation on copper. In
this work, we examine the last possible reason.

The question that whether the relatively low overall barrier of CO hydrogenation pre-
dicted by GGA is due to GGA’s error was recently investigated by Studt and coworkers.5”
By using the BEEF-vdW functional,®® they found that the energies of most intermediates in
the CO, pathway were lowered. For the CO pathway, BEEF-vdW functional did not have
significant correction. As a result, the overall barrier of CO5 pathway became comparable to
the overall barrier of the CO pathway. The improved energetics were attributed to two rea-
sons: (a) the inclusion of the van der Waals (vdW) interaction in BEEF-vdW functional, and
(b) more accurate bonding energies between adsorbates and copper predicted by BEEF-vdW
functional.®” Microkinetic modeling based on their BEEF-vdW energies were later carried
out,® which predicted that CO, was the major carbon source. The error of GGA function-
als was also investigated by Peterson et al..%% They corrected the energies of the molecules
and radicals that contain OCO backbones. In the work of Grabow and Mavrikakis,3® they
lowered the GGA energies of several key intermediates by 0.3~0.6 eV to better reproduce
the experiment results.

In this work, we examine CO and CO, hydrogenations on copper using the exact exchange
(EXX) and the direct random phase approximation (RPA) correlation functional®%® (in

which the exchange-correlation kernel is zero). The accuracy of RPA for describing surface



reactions has been assessed recently. RPA provides a reasonable description of the vdW
interaction and significantly improved the adsorption energies of CO on transition metals.%
In the study of water splitting over an iron atom, the RPA predictions agreed well with the
coupled cluster method. ™ However, we address that RPA does not always reach the chemical
accuracy (1 kcal/mol) for transition metal chemistry, as demonstrated in Ref.”, in which a
detailed comparison between RPA and many other types of XC functionals was performed
in the context of investigating water splitting over an iron atom.™ RPA gave more accurate
predictions for the reaction barriers than most GGA functionals, but gave poorer predictions
for the reaction energies.” Therefore, at the end of this work, we assess the RPA’s accuracy
for predicting the energies of methanol synthesis over copper.

The paper is organized as follows. We first investigate the accuracy of different XC func-
tionals for predicting the thermodynamics of CO and COs hydrogenation. We construct
the Gibbs energy diagrams of CO and CO, hydrogenation on copper using Perdew-Burke-
Ernzerhof (PBE)™ functional, Heyd-Scuseria-Ernzerhof (HSE) 20067™ hybrid functional,
and EXX and RPA correlation functional. Microkinetic modeling™ is performed to inves-
tigate how the predicted kinetics of CO and COs hydrogenation depends on the choice of
XC functionals, which is further explained by solving the microkinetic models analytically.
We show that the prediction of the major carbon source strongly depends on the choice of
XC functionals. In the end, we examine the accuracy of RPA by computing enthalpies of

selected molecules and radicals on Pt(111).

2 Computational details

To investigate the accuracy of different XC functionals for predicting the thermodynam-

ics of CO and COy hydrogenations, we define the Gibbs energy changes of CO and CO,



hydrogenation as

AGco = Guycon — Geo — 2Gh, (1)

AGco, = Guycon + Gu,o — Geo, — 3GH,, (2)

where Gx is the Gibbs energy of molecule X at 500 K and the corresponding partial pres-
sures. In this work, the partial pressures of CO, CO,, Hy, H3COH, and H,O are 10 bar, 10
bar, 40 bar, 1 bar, and 1 bar, respectively. For molecule X, its Gibbs energy is obtained as
Gx = ERX¥T + AGx. AGYx is the thermal correction to Gibbs energy and is calculated using

6 using PBE functional at 500 K and the partial pressure of molecule

Gaussian 09 program”’
X. ER¥T is the DFT energy calculated using different levels of XC functionals, including five
GGA functional (PBE, PW91,” RPBE,5 BEEF-vdW, and HLE16™), five meta-GGA func-
tionals (Tao-Perdew-Staroverov-Scuseria (TPSS),™ revTPSS,8%8! the strongly constrained
and appropriately normed (SCAN) functional,®? HLE17,%% and M06-L5%), three hybrid func-
tionals (PBE0,* HSE, and B3LYP®), and EXX+RPA. These calculations are performed
using the Vienna Ab-initio Simulation Package (VASP),3"% except HLE16 and HLE17 func-
tionals which are calculated using Gaussian 09 program with cc-pVQZ basis sets.%? Hybrid
calculations are performed with a kinetic energy cutoff of 400 eV. RPA calculations are per-
formed with a kinetic energy cutoff of 300 eV. In VASP calculations, the molecules are put
in 10 x 10 x 10 A cells.

AGco and AGco, predicted by different XC functionals are compared to the references.
To obtain the references, the Gibbs energy of molecule X is calculated as GR*' = A;H?

gas,X

AHR'T 4 AGYFT. AH

ensx 18 the molecule X’s standard enthalpy of formation, taken

from NIST Chemistry WebBook” (with the specific references given later). ApHg,, x is -
1.14 eV,% -4.07 eV,%* 0.0 eV, -2.51 eV, and -2.12 eV?? for gas-phase CO, CO,, Hy, H5O,
and H3COH, respectively. AHYTT is the thermal correction to enthalpy at the standard

conditions. AGRFT is the correction to Gibbs energy, calculated at 500 K and the molecule



X’s partial pressure. Both AHRYT and AGRFT are computed using Gaussian 09 program
with PBE functional and cc-pVQZ basis set.

To model CO and COq hydrogenations on copper, a copper face-centered cubic (FCC)
(211) surface is employed to represent surface defects and is modeled by a 3 x 3 super-cell and
a four-layer slab separated from its periodic image by a 10 A vacuum. Structures are relaxed
using the Quantum Espresso program? with PBE functional and a kinetic energy cutoff of
550 eV. Top two Cu layers and adsorbates are free to move. Fermi-Dirac smearing with a
smearing temperature of 0.1 eV is used. A 4 x 4 x 1 Monkhorst-Pack® k-point mesh is used.
Transition states are identified using the string method.®”% To reduce the computational
cost, images are relaxed with all Cu atoms kept fixed and a smaller 2 x 2 x 1 k-point mesh.

To model Pt FCC(111) surface, a 3x3 unit cell with a five-layer slab is used. A 10
A vacuum is added to reduce the interaction between the periodic images. Structures are
relaxed with the bottom three Pt layers kept fixed, and are relaxed using VASP with a
kinetic energy cutoff of 500 eV and a k-point mesh of 6 x 6 x 1. Gaussian smearing with
a smearing temperature of 0.1 eV is used. Transition states are identified using the nudged
elastic band (NEB) theory. 9102

The ONIOM method!% is used to obtain the adsorption energies with HSE and RPA
accuracies. With ONOIM, the system’s energy is defined as

EONIOM — Evtl(c)’zval + (Ehigh . EIOW )7 (3)

cluster cluster

where PBE is considered as the low-level method in this work. E!°% and EXY are the

system and cluster’s PBE energies. For methanol synthesis over Cu(211), E°F is calculated
with a kinetic energy cutoff of 400 eV and k-point mesh of 4 x 4 x 1. In the study of the
adsorption energies of molecules and radical on Pt(111) surface, E9, is calculated with a
kinetic energy cutoff of 400 eV and a k-point mesh of 6 x6 x 1. In Eq. 3, EMet g the cluster’s

cluster

high-level energy calculated using either HSE or RPA. The top three metal (Cu or Pt) layers



and the adsorbates are selected to be the clusters. The clusters are chosen to be large enough
to include the interaction between adsorbates and metal surfaces. Clusters’” HSE and RPA
calculations are performed with VASP using a reduced kinetic energy cutoff of 300 eV and
a reduced k-point mesh of 2 x 2 x 1 to lower the computational cost. The costs of the RPA
and HSE calculations are further reduced by reducing the cell sizes in the z direction while
still keeping the periodic images separated by a 10 A vacuum. The same settings are used to

to achieve the error cancellation between E'9%. and EX®"  The integral

low
calculate F cluster cluster”

cluster
over the frequency in RPA correlation energy is evaluated using 16 frequency points.!%!
In Supporting Information, we tested the convergence of RPA calculations with respect to
different settings of kinetic energy cutoffs, k-point meshes, cell sizes in z direction, and the
numbers of copper layers included in clusters. We find that the Gibbs energy difference
between H-HCO/Cu(211) and H-HCOOH/Cu(211) can be reasonably predicted with the
above low settings.

Gibbs energies and enthalpies of adsorbates on Cu(211) and Pt(111) are calculated by
only considering the vibrational contributions from the adsorbates. The vibrational frequen-
cies are obtained by diagonalizing the Hessian matrices that are built using the central finite
difference method with the substrate metal atoms kept fixed.

For surface reactions, the rate constants are calculated according to the transition state

theory

k — kBTTeAGa/kBT7 (4)

where AG,, is forward or reverse Gibbs reaction barriers. kg and h are Boltzmann constant
and Planck constant, respectively. T"is 500 K in this work.

The kinetics of CO and CO4 hydrogenation is studied with microkinetic modeling, under
the assumption that the adsoprtion energies are independent of the coverage and the distri-

bution of adsorbates are homogeneous. The elementary steps of CO and CO, hydrogenations

on Cu(211) are listed in Table 1. The coverages of CO*, H* H3COH* COy*, and H,O*

are calculated by assuming that the adsorption processes are at quasi-equilibrium. %106 For



example, the coverage of CO* is calculated as Oco = K10, where 6, is the percentage of the

free surface and

K, = ¢~ (Gecox—Geo(g)/kBT

is the equilibrium constant of the CO adsorption (reaction 1 in Table 1), with Gco. and
Gco(g) being the Gibbs energies of adsorbed CO and gas-phase CO, respectively. The rate
equations used for microkinetic modeling are given in the Supporting Information and are
integrated using MATLAB!% until the steady states are reached.
The turnover frequency (TOF) of methanol, R, is given by the rate of reaction 6 in
Table 1
R = k¢ Ou,cobn — kg On,conbs, (5)

where k; and kg are the forward and reverse rate constants of reaction 6. The rate-limiting
steps are determined by calculating the degree of rate control!®® of all reaction steps. For

the step i, it is

ki {OR
Aroi =g (819) (6)
v/ Kk}

where {k;.;} are the rate constants of other reaction steps rather than the step i. K; is the
equilibrium constant of the step i. The derivative OR/0k; is taken with {k;.;} and K; kept

constant.

3 Results and discussions

3.1 Thermodynamics of CO and CO; hydrogenation predicted by

XC functionals of different levels

We investigate the accuracy of XC functionals for predicting the Gibbs energies of CO

and COq hydrogenations (AGco and AGco, defined in Egs. 1 and 2). It is important



Table 1: Elementary reaction steps for CO and COq hydrogenation on Cu(211). “*” indicates

free surface. Gas-phase molecules are denoted by “(g)

”

CO hydrogenation:
1

~N O O = W N

CO3 hydrogenation:
8
2
9
10
11
12
5
6
7
13
14

CO(g) + * — CO*

Ha(g) + 2% — 2H*

CO* + H* — HCO* + *
HCO* + H* — H,CO* + *
H,CO* + H* — H;CO* + *
H;CO* + H* — H;COH* + *
H;COH* — H;COH(g) + *

COg(g) +* COQ*

Ha(g) + 2% — 2H*

COy* + H* — HCOO* + *
HCOO* + H* — HCOOH* + *
HCOOH* + H* — H,COOH* + *
H,COOH* + * — H,CO* + OH*
H,CO* + H* — H3CO* + *
H,COH* — HyCOH(g) + *

10



to accurately predict AGeo and AGeo,, since they determine whether the hydrogenation

reactions proceed spontaneously. Four different levels of XC functionals are studied: GGA,

meta-GGA, hybrid, and RPA. The results are given in Fig. 1.
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Figure 1: The change of Gibbs energies of (a) CO and (b) CO4 hydrogenations calculated by
GGA, meta-GGA, hybrid, and RPA functionals at 500 K. The pressures for CO, CO,, Hs,
H3COH, and H,O are 10 bar, 10 bar, 40 bar, 1 bar, and 1 bar, respectively. The references
are denoted by “Ref.”. The energies are in eV.

For GGA functionals, PBE and PW91 give reasonable predictions to AG¢o,, but sig-

nificantly overestimate AGco. RPBE® and BEEF-vdW functionals predict that CO, hy-

drogenation is not thermodynamically favorable, which is due to their errors in treating the

OCO backbone.5”5 HLE16 gives reasonable prediction to AGco,, but much overestimates

AGco. All meta-GGA functionals, except SCAN, predict that CO, hydrogenation is not

thermodynamically favorable. In addition, revTPSS predicts that CO hydrogenation is not
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thermodynamically favorable. Therefore, in the following section we only report results from
SCAN functional. For hybrid functionals, the performance of PBEO and HSE are similar
and they both significantly overestimate the Gibbs energies of CO and COy hydrogenations.
B3LYP has a better performance: It slightly overestimates CO hydrogenation and slightly
underestimates CO4 hydrogenation. However B3LYP cannot be used in following studies of
methanol synthesis over Cu(211), since it contains a fraction of Hartree-Fock exchange and
cannot be applied to metals. In the following discussions, HSE functional is employed. For

RPA| it well reproduces AG¢o,, but severely underestimates AG¢o.

3.2 Gibbs energetics of CO and CO; hydrogenation on Cu(211)

Fig. 2 gives the Gibbs energies calculated using PBE, SCAN, HSE, and RPA. To obtain
a correct prediction of the fastest hydrogenation pathway, an XC functional needs to have
similar errors for gas-phase CO, CO,, Hy, HyO, H3COH, and all the intermediates in Fig. 2
to achieve good error cancellations among them. This means that the PBE, SCAN, HSE,
and RPA energy diagrams should overlap, which, however, is not observed in Fig. 2. This
indicates that not all (or none) of these XC functionals have the desired error cancellation.

The fastest hydrogenation pathway is mainly determined by the Gibbs energy difference
between H-HCO* and H-HCOOH* (denoted as AGgrrs). H-HCO* and H-HCOOH* are
the transition states of the rate-limiting steps of the CO and COs hydrogenation, respec-
tively, as determined later with microkinetic modeling. PBE promotes CO hydrogenation
by predicting that the Gibbs energy of H-HCO* is 0.56 eV lower than H-HCOOH*, that is,
AGRgrrs = 0.56 ¢V. HSE and RPA much reduce AGRrys, and predict AGRrrs to be 0.22 eV
and 0.14 eV, respectively. Therefore, RPA suggests that COy pathway is competitive.

In general, Gibbs energies predicted by SCAN are much lower than the predictions from
PBE, HSE, and RPA. It is known that PBE overestimates the binding energy between
CO and copper surface (the so-called “CO puzzle”).?519910 Fig 92(a) shows that SCAN

overestimates the binding energy more. Therefore, in the following discussions, we focus on

12



PBE, HSE, and RPA functionals.

25

[— PBE —

(a) CO pathway ONIOM(HSE:PBE) ——— (b) CO; pathway ONIOM(HSE:PBE) ——
2 ONIOM(HPAéPaE,\} —_—r fanl ONIOM(RPA:%&% —_—

0.5

z i i
3 i i I i 3
5 F i IH R b i %
5 0 . ot Yol X z 3 = o 3
2 5 5= Lo 8 F g Ai i R =
2 2 I = H B ISl Q Q I H H PN B
ks 3 s L S I Q 3 3 — ERS A
& —05F-& ! 5 = 2 I &%
B = 3 < 3 Ty Fr LI 3
B8 5 2 3% I 4 FoF 5. Q
- = [e) I T Q I
© 3 o 3 35 & 3
s) o 7 T3 C)
-15 T E Q I T
o 3 0
T % %

Figure 2: Gibbs energies for (a) CO and (b) COs hydrogenation on Cu(211), calculated with
PBE, SCAN, ONIOM(HSE:PBE), and ONIOM(RPA:PBE). For CO pathway, the energies
are referenced to CO(g) and Hy(g). For CO, pathway, the energies are referenced to COs(g)
and Hy(g).

3.3 Kinetics of CO and CO, hydrogenation on copper using XC

functionals of different levels of accuracy

To examine how the predicted kinetics of CO and CO, hydrogenation depends on the choice
XC functionals, we perform microkinetic modeling on each hydrogenation pathway. For CO
hydrogenation, PBE, HSE, and RPA all predict HCO* + H* — H,CO to be the rate-limiting
step with Xge = 0.99. For CO, hydrogenation, they predict that the rate-limiting step is
HCOOH* + H* — H,COOH* with Xpc = 0.99. We note that these rate-limiting steps
are the transition states with the highest Gibbs energies in Fig. 2, which is due to the fact
that all the other reaction steps are at quasi-equilibrium, as validated later by solving the
microkinetic models analytically.

Fig. 3 shows that the coverages of the intermediates depend on the choice of XC func-
tionals. For CO hydrogenation, PBE predicts that the surface is nearly fully occupied by
CO* with a coverage of 99.7%. This is consistent with the observation in Fig. 2(a) that
CO* is predicted by PBE to have the lowest free energy among all the intermediates before

the rate-limiting step. Even though PBE predicts that H3CO* has a lower Gibbs energy
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than CO*, the coverage of H3CO* predicted by PBE is nearly zero. The reason is that
H3CO* is after the rate-limiting step, and therefore is at quasi-equilibrium with H3COH(g).
Since H3CO* has a higher Gibbs energy than H3COH(g), H3CO* is quickly hydrogenated
to H3COH(g), once it is produced. With HSE and RPA, CO’s coverage is much reduced,
because the overbinding problem of CO on copper is much alleviated by HSE and RPA. The
coverages of CO* and H* predicted by RPA are 20.0% and 24.1%, respectively. The reason
for a large coverage for H* is that the Gibbs energy of H* predicted by RPA is 0.01 eV lower
than that of CO*. RPA also predicts a large free surface (52.5%). The HSE prediction is
roughly between PBE and RPA: CO* (84.2%) and H* (10.4%).
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Figure 3: Coverages of the intermediates in the (a) CO and (b) COy hydrogenation by
solving microkinetic models based on the energetics from PBE, ONIOM(HSE:PBE), and
ONIOM(RPA:PBE) calculations. The amount of free surface is denoted by “free”.

For CO, hydrogenation, PBE predicts H* to be the major intermediate on surface with
a coverage of 62.8%. PBE predicts a small coverage for HCOO* (7.2%), and 29.7% free
surface. Again, RPA gives different results. It predicts that the surface is largely occupied
by HCOO* with a coverage of 39.1%. This is consistent with the RPA Gibbs energies in
Fig. 2(b) which shows that HCOO* has the lowest Gibbs energy among all the intermediates

before the rate-limiting step. The HSE predictions for the coverages of H* and HCOO* is,
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again, between PBE and RPA.

3.4 Understand the kinetics of CO and CO, hydrogenation based

on the analytical solutions to the microkinetic models

In Table 2, we find that TOFs also much depend on the choice of XC functionals. For
example, RPA TOFs are much smaller than PBE and HSE TOFs. One puzzle is that PBE
and HSE give similar TOFs to the CO pathway, which seems contradictory to the observation
in Fig. 2(a) that HSE predicts a much higher overall barrier for the CO hydrogenation.

To explain these observations, we solved the microkinetic models analytically by assum-
ing that all the reaction steps in Table 1 are at quasi-equilibrium except the rate-limiting
steps (reactions 4 and 11). For a reaction step at quasi-equilibrium, the coverages of its
reactants and products are related by the equilibrium constant of that reaction. %! These
assumptions are validated by the good agreement between the analytical solutions to the
TOFs and the TOFs obtained by numerically integrating the rate equations, as shown in
Table 2. This good agreement is, in fact, expected, since the degrees of rate control of these

rate-limiting steps are close to 100%.

Table 2: Methanol TOFs (s7!) for CO and CO, pathways based on the energies from PBE,
ONIOM(HSE:PBE), and ONTIOM(RPA:PBE) calculations. The TOFs (s™!) obtained by
solving the microkinetic models analytically are given in the parentheses.

PBE HSE RPA
CO pathway 1.8 x 10° 137 x10° 135x10°9
(1.85 x 1075)  (1.38 x 107°)  (1.36 x 107°)
CO, pathway  1.60 x 10°  3.86 x 105 3.82 x 108
(1.61 x 1075)  (3.87 x 1076) (3.82 x 107%)

For the CO pathway, the analytical solution for methanol’s TOF is

R?Jlglytical = ki Kr,cob? — ki Kp cob?, (7)

where rl, = ki Krcof? and roo = ki Kpcobf? are the forward and reverse rates of the

15



rate-limiting step (reaction 4 in Table 1). Krco = K;K3Kj is the equilibrium constant
of the overall reaction CO(g) + Ha(g) + 2* — HCO* + H*, which combines reactions 1,
2, and 3 in Table 1. Kpco = 1/(Ks;K¢K7K>) is the equilibrium constant of the overall
reaction H;COH(g) + * — Ha(g) + HoCO* which combines reactions 2, 5, 6, and 7. Since
the intermediates before the rate-limiting step are at quasi-equilibrium, we have K cob? =
Oncobu. Similarly, we have Kpcobf? = Ou,conbs. A larger Krco (Kpco) increases the
coverages of HCO* and H* (Hy,CO*), therefore promoting the forward (reverse) reaction of

the rate-limiting step. The free surface 6, is

0. = Ki+ VEKs+ VKK K;

1 1 1
— 11 8
KK KoK, | KoK, Ko ¢ 8)

For the CO, pathway, the TOF of methanol is the difference between the forward and

reverse rates of the rate-limiting step (reaction 11 in Table 1)

analytical _ 7.+ 2 — 2
R002 - kllKR,COQH - kuKP,COze*v (9>

*

where Kg co, = Ky KsKoK1g and Kp co, = 1/(K2? K15 K13Ks KgK7K14) give the equilib-
rium constants of the overall reaction CO2(g) + 3/2Hy(g) + 2* — HCOOH* + H* and the
overall reaction H3COH(g) + H2O(g) + * — HoCOOH™* + 3/2Hy(g), respectively. The free

surface 0, is

070 = Kg+ Ky + Ke /KoKy + Ks Ko KoK
+ ! + ! + !
K; K VKyKgK;
1 1
+ +
\/K2K13K14 KQKE)KGK?
1

5 +1
Ky Ko K3 Ks Ke K7 K4

(10)
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Above analysis shows that TOFs of methanol are determined by several factors: (a) the
rate constants of the rate-limiting steps, (b) the coverages of the reactants and the products
of the rate-limiting steps, and (c) the amount of free surfaces. These factors for CO and
CO3 hydrogenation are summarized in Table 3.

Based on Table 3, we explain why PBE and HSE give similar TOFs for the CO pathway.
We only focus on rd, since rdq > rq for both PBE and HSE. This is because Kp co is
much smaller than Ky co as shown in Table 3. The small Kp o is due to the fact that the
Gibbs energy of the products (Ha(g) + HoCO*) is much higher than the Gibbs energy of
the reactants (H3COH(g) + *), as observed in Fig. 2. The TOF of CO hydrogenation then
becomes RESYH™ vk = ki Kr.cof?. We now focus on kj Kg oo, which is determined
by the Gibbs energy difference between CO(g)+Hz(g)+* and H-HCO*, that is, kf Kr.co =
EpTe=AGr/kET | with AGr = Gu-ncos — Geogg) — Gag) — G+ Gu_ncos and G, are the
Gibbs energies of H-HCO* and Cu(211) surface, respectively. Fig. 2 shows that HSE gives a
much larger AGr than PBE, and therefore predicts a much smaller kIKR,co- On the other
hand, the HSE prediction for the free surface 6, is about two orders of magnitude larger than
the prediction from PBE, because PBE predicts that CO* nearly occupies the entire surface
(due to PBE’s overestimation of the binding energy between CO and copper). These effects
cancel out, and finally PBE and HSE predicts similar TOFs for the CO hydrogenation.

Above discussions indicate that methanol’s TOF also largely depends on the amount of
free surface; therefore, we need to correctly predict the dominating adsorbates on copper.
However, this is a challenging task for DFT. As we observed in Fig. 3, the prediction of
dominating adsorbates much depends on the choice of XC functional. PBE and HSE predict
CO* to be dominating on surface, while RPA predicts that both CO* and H* are dominating
adsorbates.

We now explain why RPA TOF is much smaller than PBE TOF for CO hydrogenation
(Table 2). Even though RPA predicts much larger free surface than PBE as shown in Table 3;

however, RPA predicts much smaller k] and Krco. The reason is that RPA gives a higher
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Table 3: Equilibrium constants (Kr co, Kr.co,, Kp,co, and Kpco,), the amount of free
surfaces (0,), and the forward and reverse rate constants (k;, k;, k=, and k5 , in s7!) of the
rate-limiting steps from PBE, ONIOM(HSE:PBE), and ONIOM(RPA:PBE) calculations.

CO hydrogenation k; ky 0, KRr.co Kp co

PBE 1.86 x 10 1.61 x 10° 4.60 x 107* 4.71 x 10> 572 x 1010
HSE 3.98 x 10* 2.01 x 10> 498 x 1072 1.40x 1077 3.95x 10~
RPA 3.35 x 10* 5.44 x 10? 0.53 1.89 x 10710 2,62 x 10710
CO, hydrogenation ki ks 0. KRr.co, Kp.co,

PBE 4.90 x 102 1.91 x 10° 0.30 3.96 x 1077  5.88 x 10~
HSE 2.57 x 100 2.15 x 103 0.22 3.06 x 1076 3.31 x 10713
RPA 8.25 10.52 0.39 3.14 x 1078 6.33 x 10710

forward reaction barrier for the rate-limiting step and a higher free energy for H*+HCO*
(Fig. 2(a)). For CO4 pathway, RPA predicts a TOF that is about three orders of magnitude
slower than PBE. The reasons are two-fold: (a) PBE and RPA predict similar amount of

free surface, and (b) RPA gives much smaller k7 and Kxco, as seen in Table 3.

3.5 Kinetics of methanol synthesis based on coupled CO and CO,

hydrogenations

To investigate the competition between CO and CO; hydrogenation, we couple them through
their common intermediates: HoCO*, H* H3CO*, and H3COH*. The conversion between
CO; and CO is via the formation and decomposition of HCOOH*. To show that the choice
of XC functional has a large impact on predicting the carbon source, we compute the con-

sumption rates of CO and CO,

Teo = kiOcobu — ks Oucob. (11)

T002 = kﬁ;@COQQH — kQ_QHCOQQ*. (12)

The sum of To and Tco, is equal to methanol’s TOF (R). The fractional contribution from
CO and COy is defined as Tco/R and Tco,/ R, respectively.
PBE, HSE, and RPA all predict HCO* + H* — H,CO™ + * to be the rate-limiting steps,
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with Xgze being 0.996, 0.977, and 0.950, respectively. In Table 4, PBE predicts that nearly
100% methanol is produced from CO, while HSE and RPA increase the consumption rate
of CO5 to 1.37% and 4.88%, respectively. The increase of COy’s consumption rate is largely
due to the rapid decrease of the Gibbs energy difference (AGgrrs) between H-HCO* and
H-HCOOH*, which are the rate-limiting steps of the CO and CO, hydrogenation pathways.
We address that it is still an open question that what AGgrrgs is by using more accurate XC
functionals.

Table 4: Turnover frequencies (in s~') of methanol from microkinetic modeling with
combined CO and CO, hydrogenations based on the Gibbs energies from PBE,
ONIOM(HSE:PBE), and ONIOM(RPA:PBE) calculations. The fractional contributions of
CO and COy are shown. AGRgrs (in eV) is the Gibbs energy difference between H-HCO*
and H-HCOOH™*.

PBE HSE RPA
methanol TOF 1.84 x 107> 1.21 x 107° 5.93 x 1077
CO% 100.01% 98.63% 95.12%
CO% -0.01% 1.37% 4.88%
AGRLs 0.56 0.22 0.14

Fig. 4 shows that the coverages of intermediates strongly depend on the choice of XC
functionals. PBE and HSE predict that CO* is the major intermediate on surface, since
they predict CO* to have the lowest Gibbs energy among all the intermediates before the
rate-limiting step. On the other hand, RPA predicts HCOO* to be the major intermediate.

PBE predicts nearly no free surface, while RPA predicts 34% free surface.

3.6 Assess RPA’s accuracy for predicting the kinetics of CO and
CO;, hydrogenation

The accuracy of RPA is estimated by calculating the adsorption enthalpies of H, bidentate
formate HCOO,, HCOOH, H,CO, and OH on Pt(111) using PBE, ONIOM(HSE:PBE), and

ONIOM(RPA:PBE). We choose these systems for two reasons: (a) they are related to the

intermediates in CO and CO, hydrogenation, except that the surface is Pt(111) rather than
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Figure 4: Coverages of the intermediates and the free surface from solving the microkinetic
models with the coupled CO and CO, hydrogenation, based on the energies from PBE,
ONIOM(HSE:PBE), and ONIOM(RPA:PBE) calculations. The amount of free surface is
denoted by “free”.

Cu(211), and (b) experiment results exist. The results are given in Fig. 5. To be consistent
with Fig. 2, the enthalpy of HyCO* is referenced to gas-phase CO and H, at 1 atm and
298.15 K. For systems containing two oxygen atoms, their enthalpies are referenced to CO,
and H, at 1 atm and 298.15 K.

We discuss how the experiment results in Fig. 5 are estimated. For H,CO%*, it is estimated
based on the measured activation energy (0.57 éV) for its desorption from Pt(111)."? The
desorption is barrierless based on our NEB calculations; therefore, we take this desorption
barrier as the adsorption energy. The thermal corrections to HoCO*, CO(g), Ha(g), and
HyCO(g) are calculated using DFT. The formation enthalpy of HoCO/Pt(111) is estimated
to be 0.35 eV, referenced to CO(g), Ha(g), and Pt(111). For OH/Pt(111) and H/Pt(111),
their experiment formation enthalpies are -0.37 eV and -1.75 eV, respectively. '3 They are
referenced to Oy(g) and Ha(g). We change the references to CO(g), COs(g), and Hy(g) by
computing the reaction enthalpy of CO + 1/205 — COs, which is determined to be -2.93 eV

based on the standard formation enthalpies of CO (-1.14 €V)?* and CO, (-4.07 V)% taken
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from NIST Chemistry WebBook. The experiment formation enthalpy of HCOO,/Pt(111) is
—(410—740) kJ /mol, where 6 is HCOO,’s coverage. ''* By setting § = 1/9 (the coverage in our
DFT calculations), the formation enthalpy of HCOO,/Pt(111) is -4.16 €V. Based on the for-
mation enthalpy of CO; (-4.07 eV),%* the enthalpy of HCOO,/Pt(111) is -0.09 eV, referenced
to CO4(g), Ha(g), and Pt(111). The experiment adsorption enthalpy of HCOOH /Pt(111) at
0.25 monolayer is -0.65 eV.1 With the formation enthalpy of HCOOH(g) (-3.92 €V), !5 the
enthalpy of HCOOH/Pt(111) is -0.49 eV, referenced to CO2(g), Ha(g), and Pt(111).
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Figure 5: Enthalpies of selected molecules and radicals adsorbed on Pt(111), from PBE,
ONIOM(HSE:PBE), ONIOM(RPA:PBE) calculations. The DFT results are compared to
the experiment results. For adsorbates containing two oxygen atoms, the enthalpies are

referenced to COy(g) and Hy(g). For adsorbates containing one oxygen atom, the enthalpies
are referenced to CO(g) and Hy(g).

Fig. 5 shows that the PBE results agree well with the experiment results, except for
H,CO*. The HSE results deviate significantly from the experiment results, which casts
doubts on employing HSE functional to investigate methanol synthesis. The RPA results
are consistently higher than the experiment results.

To understand the errors of RPA, let’s take HCOOH/Pt(111) as an example. We note

that the RPA prediction for the reaction enthalpy of COy(g)+Ha(g) — HCOOH(g) at the
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standard conditions is 0.13 eV, which agrees well with the experiment value 0.16 eV. There-
fore, the reason for RPA’s underestimation of the enthalpies of HCOOH /Pt(111) is due to its
underestimation of the binding energy between HCOOH and Pt(111). This is a known short-
coming of RPA: RPA tends to underestimate binding energies. ®®11511% We also perform a
similar analysis on HoCO/Pt(111). The RPA reaction enthalpy of CO(g)+H2(g) — H2CO(g)
at the standard conditions is 0.13 eV higher than the experiment value. Fig. 5 shows that
RPA underestimates the enthalpy of HyCO/Pt(111) by 0.42 eV. Combining these two, RPA
underestimates the binding energy between H,CO and Pt(111) by 0.29 eV (= 0.42 — 0.13).
This, again, is due to the underbinding problem of RPA.

The above mentioned errors of RPA bring up the question: How much can we trust
the RPA predictions for the kinetics of methanol synthesis? Another question is that, since
PBE gives good predictions to all adsorbates except HoCO/Pt(111), shall we trust the ki-
netics of methanol synthesis predicted by PBE? The key difference between the RPA and
PBE predictions is whether COy contributes to the methanol synthesis on copper, which
largely depends on the relative energy between the transition states H-HCO/Cu(211) and H-
HCOOH/Cu(211). Therefore, in the following we focus on the energies of HCOOH+H /Pt(111)
and HoCO/Pt(111) which are the reactant and product associated with these two transition
states, except that the surface is Pt(111) rather than Cu(211).

The following discussions are based on the assumption that the errors of PBE and
RPA in predicting the energies of HoCO/Pt(111) and H+HCOOH/Pt(111) are similar with
their errors for predicting the energies of H-HCO/Cu(211) and H-HCOOH/Cu(211). Fig. 5
shows that PBE has no error cancellation between H+HCOOH/Pt(111) and H,CO/Pt(111).
PBE gives an accurate prediction to H-FHCOOH/Pt(111); however, the PBE prediction for
H,CO/Pt(111) is —0.41 eV lower than the experiment. In Fig. 2, PBE predicts that the Gibbs
energy of H-HCOOH/Cu(211) is 0.56 eV higher than H-HCO/Cu(211) after the correction.
With the above assumption, we correct the PBE energies, and find that HCOOH-H/Cu(211)
is only 0.12 eV (= 0.56 — 0.41) higher than H-HCO/Cu(111). The corrected PBE results
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suggest that CO, hydrogenation is competitive.

On the other hand, Fig. 5 shows that RPA has a good error cancellation between
HCOOH+H/Pt(111) and H,CO/Pt(111): the RPA errors for HCOOH-H /Pt(111) and Ho,CO/Pt(111)
are 0.49 eV and 0.41 eV, respectively. In Fig. 2, RPA predicts that the Gibbs energy of H-
HCOOH/Cu(211) is 0.14 eV higher than H-HCO/Cu(211). Again, with the above assump-
tion, we can correct the RPA energies, and find that H-HHCOOH/Cu(211) is only 0.06 eV
higher than H-HCO/Cu(211) after the correction. The corrected RPA results still suggest

that COq hydrogenation is competitive for methanol synthesis over Cu(211).

4 Conclusions

In this work, we investigated different types of XC functionals for predicting the thermo-
dynamics and kinetics of methanol synthesis over copper. We showed that the kinetics of
methanol synthesis strongly depends on the choice of XC functionals, due to the presence of
competing reaction pathways (i.e., CO and CO, hydrogenations). PBE predicted that the
surface is almost fully occupied by CO with nearly no free surface left, while RPA predicted
that the surface is largely occupied by formate with a large amount (34%) of free surface. It
is found that the turnover frequencies of methanol do not only depend on the overall barriers
of the reactions, but also depend on the amount of free surface. PBE predicted that CO
is the carbon source, which contradicts the previous isotope-labeling experiments that sug-
gested COs as the carbon source. PBE results, therefore, suggest that metallic copper is not
the active site for CO5 hydrogenation in industrial methanol synthesis. A different picture is
given by RPA. RPA predicted that CO, hydrogenation is also competitive, therefore suggest-
ing that metallic copper is still a possible active site for catalyzing CO, hydrogenation. We
note that the reaction networks employed in this work is rather simplified; therefore, future
modeling using more comprehensive reaction networks is required to resolve the mechanism

of methanol synthesis on copper.
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We examined the accuracy of RPA by computing the adsorption energies of selected
molecules and radicals on Pt(111). We focused on the enthalpies of HCOOH+H/Pt(111)
and HoCO/Pt(111), which are closely related to the rate-limiting steps in methanol synthe-
sis, except that the substrate is Pt(111) rather than Cu(211). Their enthalpies predicted
by RPA are consistently higher than the benchmarks, which is attributed to RPA’s under-
estimation of binding energies. Nevertheless, RPA has a good error cancellation between
HCOOH+H/Pt(111) and HoCO/Pt(111). By assuming that the similar error cancellation
exists for H-HCO/Cu(211) and H-HCOOH/Cu(211), RPA’s prediction that CO5 hydrogena-
tion is completive may be true. However, we address that it is still an open question that
whether copper is the active site for catalyzing CO, hydrogenation in industrial methanol
synthesis. To answer this question, further development of accurate and computationally

efficient XC functional is required.
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