Arch. Rational Mech. Anal. 231 (2019) 1269-1304
Digital Object Identifier (DOI) https://doi.org/10.1007/s00205-018-1298-1

@ CrossMark

On the De Gregorio Modification of the
Constantin—Lax—Majda Model

H. JiA, S. STEWART & V. SVERAK

Communicated by THE EDITORS

Abstract

We study a modification due to De Gregorio of the Constantin—Lax—Majda
(CLM) model w; = @ Hw on the unit circle. The De Gregorio equation is w; +
uwy —uyw = 0, uy = Hw.In contrast with the CLM model, numerical simulations
suggest that the solutions of the De Gregorio model with smooth initial data exist
globally for all time, and generically converge to equilibria when t — =00, in a
way resembling inviscid damping. We prove that such behavior takes place near a
manifold of equilibria.

1. Introduction

The Constantin—Lax—Majda (CLM) model [8] is
w; = wHuo, (1.1)

where H is the Hilbert transform. It can be considered on the real line R or on the
circle S'. We will mostly work on the circle. We will use the coordinates

z=¢", (1.2)

where 7 is considered as a complex number and 0 € (—m, w]. DE GREGORIO [11]
suggested the following modification of (1.1):

wr +uwp = ugw, up = Hw, / u=0. (1.3)
Sl
If we consider w, u as vector fields on S!, we can write (1.3) as

w; + [u, w] =0, (1.4)

where [a, b] = agb — aby is the usual Lie bracket for vector fields.
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As observed by Constantin, Lax, and Majda, the CML model is equivalent to
the local equation for holomorphic functions on the unit disc D

f=—if? (1.5)

where f is the holomorphic extension of the function w + i Hw into D. From this
it is clear that the solution with initial datum wg blows up in finite (positive) time if
and only if the image of S! by the function fo = wo + i Hwy intersects the positive
imaginary axis (R ) i. From (1.5) it is clear that the CLM model (1.1) is locally-in-
time well-posed for initial conditions wq satisfying ||wo||r + |[|[Hwp||Le < 0.
In particular, it is locally-in-time well-posed for wy € H*(S') for s > % On the
other hand, it is also clear that it is not locally-in-time well-posed for a general
wo € C(S") (continuous functions).! Based on the comparison with the CLM-
model, it is natural to expect that the De Gregorio equation (1.3) is locally-in-time

well-posed in H*(S!) fors > %, but not in H? (Sh) or C(S"). One also expects the

Beale—Kato—Majda-type criterion: the LY° H; -regularity of the solution (for s > %)
in a closed interval [0, T'] should be controlled by the condition

T
/|wamth<+w, (1.6)
0

and, in particular, when the integral in (1.6) is finite, the solution can be locally
continued beyond T without a loss of regularity. This is proved for s = 1 in [3].
More discussion of these topics is in section 2.6. Very recently, finite-time blow-up
for initial data in low regularity spaces (allowing infinite derivatives) in which the
equation is still locally well-posed was proved in [13].

Numerical simulations seem to suggest that there is no blow-up from smooth
initial data for the De Gregorio equation, as already observed in [22]. Our own
numerical simulations suggest that for generic smooth initial data the solutions w (¢)
approach equilibria A sin(6 —6p) fort — +o0, although not in smooth norms. The

convergence isonly in H® fors < %, and notin H 2. Moreover, the initial datum has

to be sufficiently regular, with wg € H 3+¢ for any ¢ > 0 being probably sufficient,

but wp € H 3 presumably allowing much more complex dynamical behavior. A
good toy model for these phenomena is the linear equation

w; + [b, w] =0, (1.7)

with b = sin 6, which can be completely analyzed by explicit calculation.
Regularising effects of transport terms have been observed in other models, see
for example [18].
The only known conserved quantities for the De Gregorio equation are the orbit
invariants discussed in subsection 2.2, and the quantity [ g1 @(0) do. None of these
are coercive. The conjectured long-time behavior, together with the orbit invariants,

1 By contrast, it is natural to expect that the transport equation w; 4+ uwy = 0, with the
Biot—Savart law as in (1.3) is locally-in-time well-posed in C (Sl).
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seems to put strong constraints on possible conserved quantities, and it is not clear
if there is any good coercive conserved quantity at all. This should be contrasted
with the remarkably good numerical behavior of the solutions, and their apparent
convergence to steady states for 1 — oo for smooth data.

We will study the dynamics near the equilibria A sin(@ — 6p). Our main theo-
retical result is the following:

Theorem 1.1. (Non-linear stability of equilibria) Let wg be a C? function which is
C2-close to an equilibrium S A6 = Asin(@ — 6p). Then the De Gregorio equa-
tion (1.3) has a unique C2-solution w(t) with w(0) = wo defined for all t € R.
Moreover, as t — F00, the solution w(t) approaches equilibria Q A% g Tespec-

tively, for suitable A* and th. The convergence is exponential in H® forany s < %,

but there is no strong convergence in H 3. The amplitudes A* can be determined
explicitly from wq as described in Remark 1 below.

As we will see, the higher norms ||w(¢) — QAiﬂ(:)tHHS with s > % typically
grow exponentially as t — Fo0.

Remark 1. The proof shows that the amplitudes AT are determined as follows: we
first note that when wy is sufficiently close to 24 g, in C 2 then wy has exactly two
zeroes; at one of them the derivative wy, is positive and it is negative at the other one.
Let us denote the former one by x; and the latter one by x5. Then AT = —wq, (x2)
and A~ = wpy(x1).

The proof of the theorem is based on a careful analysis of the linearized operator,
in suitable moving frames. Crucial points of the proof include establishing the
(almost) unitarity of the linearized evolution in H 2, ruling out the point spectrum

in H? by the use of ODEs in the complex domain, establishing connection of the
linearized equation with the simple evolution (1.7), establishing exponential decay
of linearized solutions in an auxiliary space Yy, and finally using bootstrapping to
handle the non-linearity.

Other aspects of the De Gregorio equation and its modifications are studied
in [3,5-7,14,15,26]. Some of these references discuss geometric aspects of the
equation, in the spirit of ARNOLD and KHESIN [1], although one has to replace
Levi-Civita connections of a Riemannian metric with more general connections, as
discussed in [15].

2. Preliminaries

2.1. Simple Observations

Denoting by ¢’ the diffeomorphism of the circle defined by the flow
X(t) = u(x(),1) 2.1)

with ¢° = id, equation (1.4) is equivalent to

w(t) = ¢y (0), (2.2)
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where ¢za is the push-forward of a vector field a by the diffeomorphism ¢, that is

$wa (0) = ¢'(@~ @) a(p™" (©)). 2.3)
When u and w are independent, equation (1.4) is invariant under diffeomorphisms:
(Ppw) + [Ppu, ppw] =0 2.4)

for any diffeomorphism ¢ of S'. However, the “Biot—Savart law”
ug = Ho (2.5)

is only invariant under a much smaller group of transformations, and hence the non-
linear equation does not seem to have any (exact) symmetries beyond the obvious
ones given by rotations and reflections.

It is perhaps worth noting that the operator

A=—Hdp, (2.6)

considered on scalar functions (as opposed to vector fields) on the circle S', is
covariant under the projective transformations of the circle in a similar way as —A
on the scalar functions on the disc is invariant under the conformal transformations
of the disc. This can be easily seen as follows: the quadratic form

(a),a))l__]% = /Sl(—Aw)a)dx 2.7

can also be expressed as
(0, w) .1 =/ |Vh|?dx dy, (2.8)
H? D

where £ is a harmonic extension of  from the circle S! to the unit disc D. Now
the conformal diffeomorphisms y: D — D leave the Dirichlet integral on the
right-hand side of the last equation invariant, if we act on 2 by h — h o y~!. The
restrictions of all possible y to S! give exactly the orientation-preserving projective
transformations of S!. This implies

Awoy)=1yI- (Aw)oy. (2.9)

2.2. Orbit Invariants

Let G be a Lie group and let g be its Lie algebra. Consider the equation for a
g-valued function of time

£ =[L(&),£], (2.10)

where L: g — g is a smooth function. (The equation is in the Lax form.) For
our purposes we can think of the case when L is linear. The trajectory £(¢) with
&(tg) = & lies in the adjoint orbit

Og, =la-&-a' aeG}, (2.11)
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and hence the orbit invariants, such as eigenvalues of (a suitable representation of)
&, are preserved. The De Gregorio equation is formally of this form, with G =
Diff  (S'), the group of the orientation-preserving diffeomorphisms of the circle,
except that Diff  (S') is infinite-dimensional, and hence some of the properties of
finite-dimensional Lie groups may not be available. The adjoint orbits in this case
are

Ouy = {$rw0. ¢ € Diff, (SH}. (2.12)

What are the invariants of such orbits? In general this is not an easy question. In
the case when wg has finitely many zeroes of finite order, the full classification
was obtained by HircHIN [17]. Here we will only discuss the case when the zeroes
of wp are non-degenerate in the sense that wé(@) % 0 when wg(0) = 0. Let
01 < 6y < --- < by, be such zeroes, and let

@, ....amm) = (0001, . ... 0 0m)). (2.13)
Also, let us define
do
b:p.v./ , (2.14)
st wo(9)
where p.v. means the principle value. Then the data
2m, (ay, ..., ayy), b (2.15)
where (ay, ..., axy) is considered modulo cyclic permutations of ay, .. ., az,, are

invariants of the orbit. In our non-degenerate case this list of invariants is complete,
that is two orbits with the same invariants coincide, see [17].

The conservation of the derivative wg(6(¢), t) at the zeroes of w is easily seen
directly from the De Gregorio equation (1.3). Taking a derivative of the equation,
we obtain

Wy + UWpy = UpyW. (2.16)

If w(0(t),t) = 0, then (2.16) implies that wy(6(¢), t) is preserved as ¢ changes.
Clearly this remains true for any u(x, t) (it does not have to be given by a specific
Biot—Savart law), reflecting again the fact that wg (6(¢), t) at 0(¢) with w (6 (¢), t) =
01is an invariant of the orbit. This “conservation law”, together with the conservation
of p.v. f gl df/w(8, t), is an analogue of the Kelvin—Helmholtz law for the classical
fluids.

2.3. Conservation of [ wdf

In general the integral [ gi@(0) do is not invariant on the adjoint orbit, but for
the evolution by equation (1.3) it is invariant, as we have

d
—f w(@,t)dd = / (—uwp + ugw) = / 2ugw
dr Sl sl sl

=/g%H@w=0 (2.17)
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In what follows we will work with the solutions w satisfying

/Sla)(e,t)dH 0. (2.18)

In the general case

/Sl@(e, Hdo =c (2.19)

we can replace @ by w+ ¢, where w still satisfies (2.18). The equation then becomes
wr + [u,w] =cHw. (2.20)

The solutions of (2.20) corresponding to the steady states A sin(@ — 6p) of (1.4)
become

w(x,t) = Asin(@ — 6y — ct). (2.21)

2.4. Other Choices of Gauge for the Velocity Field

Let 6y € (—m, m]. It will be sometimes useful for us to change coordinates and
instead of “calibrating” the velocity field u by

f udd =0, (2.22)
Sl

we will modify by it by a constant (depending on time) and work with the field
u(x, t) defined by

g = Hw, u(9,t)=0. (2.23)

Assume that w; (@, 1) is a solution of (1.3), with the corresponding vector field u1,
and set

w@,1) =w1(0+9@),1), u@,t)=u1(60+25@),1), (2.24)
where ¥ is a function of time. Then
o+ [u— 3 (@), w] =0. (2.25)
We see that if we choose ¥ so that
(1) = u(6o. 1), (2.26)
which amounts to solving D) = uy1 (6 + O (1), 1), the field @ will solve
w; + [, w] = 0. (2.27)

If we start with a solution of (2.27), we can obtain a solution of (1.4) by a similar
change of variable. We see that the equations (2.27) and (1.4) are equivalent. When
it is more convenient, we will work with (2.27) rather than (1.4).
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2.5. Equilibria and Numerically Observed Long-Time Behavior
It is easy to see that functions of the form
w(@®) = Asinm(@ —6y), AeR, pe(—n,n], meZ (2.28)

are equilibria of (1.4). For each m these form a two-dimensional manifold M, in the
space of smooth (real-valued) functions on the circle S!. Numerical experiments
(performed in Matlab using a simple pseudo-spectral method) suggest that the
manifolds M,, withm > 2 are unstable, and that generic smooth solutions of (1.4)
approach the manifold M, although not in the space of smooth (or even C)
functions. The convergence to equilibria appears to hold in H* fors < 3 /2. This is
consistent with the conservation of the orbits O, and the invariants (2.15). We note
that, in general, a c! convergence (or H 3 convergence) would not be consistent
with the conservation of these quantities. This is obvious for the C 1 case; the case
of H> follows from the analysis below. In fact, a generic trajectory w () appears
to have well-defined limits wy, and w_ as t — +o0o and t — —oo respectively
(in topologies just below H 3 regularity).

Previous numerical results were reported for example in [22]. The results there
agree with our numerical observation that there appears to be no blow-up. The
approach to equilibria seems to happen in a way which is similar to the following
linear toy model. Let

a
b(9)£ (2.29)

be a smooth vector field on S' with exactly two non-degenerate equilibria at @ = 6,
and O = 6, on S'. We can assume the equilibrium at 0 is unstable, thatis b'(81) > 0
(together with b(0;) = 0). Then, necessarily, b’'(6;) < 0. (Recall that we assume
the equilibria are non-degenerate.) Consider now the equation

o + [b, w] =0, (2.30)

with the initial value w (0, t)|;,—0 = wo(0), where wq is a smooth initial condition,
where wo (1) = 0, w((01) = a. In this situation it is not hard to show that

lim w6, 1) =ab®), 6+ 6, 2.31)
— 00

and the convergence is uniform on compact subsets of S!\ {#,}. One way to see this
is to change the coordinate 6 to & so that the vector field b in S'\ {#,} becomes

cé% £ eR. (2.32)

The flow map ¢’ given by the last field is given explicitly by

¢'(E) = e (2.33)
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and the limit ¢ywo for t — o0 is easily calculated, after expressing wy in the

coordinate & via

wo(0) d

b(®) I
In the linear example (2.30) we had to assume that the zeroes of b and wg were

“aligned”. (If wo(01) # O, it is easy to see that |w (0, t)| — oo for 6 # 6,.) The

non-linear equation seems to be able to align the zeroes of w and u “by itself”.

0o (@) = @)L = 20 ¢ (2.34)
390 30 b '

2.6. Local Well-Posedness for wy € H 3+€ and the BKM Criterion

The local-in-time well-posedness for wg € H Lis proved in [22], and the Beale—
Kato-Majda-type criterion mentioned in the introduction, namely that the LY H
regularity in any closed interval [0, T'] is controlled by the condition

T
/ lle> ()]] o0 dt < +00,
0

is proved in [3] when s = 1. One can generalize these results to s > % based on the
methods of [2,10], and also [3,12,21]. Here we only briefly outline the arguments,
leaving a more detailed exposition of these topics for a future work.

Motivated by the works [2,3,10,12,21], we can re-write the De Gregorio equa-
tion (1.3) in terms of u as follows:

Uy + uny = Uy — Al (uAhuy — uyAu) = B(u, u). (2.35)

The operator A has a one-dimensional kernel consisting of constant functions, but
if we work with functions of zero average, we do not have difficulties with the
invertibility of A, if we take into account (2.17). We fix s € (%, 1). The main point
now is that the expression B(u, u) on the right-hand side of (2.35) is a continuous
quadratic mapping from H '™ to itself. We notice that, due to cancellations in the
expression for B, one can expect

B, W gres S Hxllzoe el gies, (2.36)

from which it is not hard to get the Beale-Kato—Majda-type criterion at the level
of LY° H} regularity for o, with the help of the Kato—Ponce commutator estimate
[20] and an often-used trick of Kato involving the estimation of u, through w and
log of a higher norm, see for example Proposition 2.104 in [2].

For the local well-posedness for wg € H® one can follow (with some mod-
ifications) either the methods of [2,10], working with the Eulerian formulation,?
or [12,21], working with the Lagrangian formulation, and showing (again with
some modifications) that the vector field which defines the equations in Lagrangian
coordinates on the tangent space of the group of H!*$-diffeomorphisms of S' is
Lipschitz, so we are dealing with an ODE in these coordinates, and standard ODE
theorems can be applied.

2 And showing the “quasi-linear wellposedness”, in the sense of [24].
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3. Linearized Stability

In this section we will study the linearization of equation (1.3) about the steady
solution

Q(0) = —sinb. (3.1)
The corresponding velocity field given by the Biot—Savart law in (1.3) is
U(9) = sin 6. (3.2)

The linearized equation is
nH U+ .21 =0. w=tin [ v=o, (33)
S

Note that if the equation did not have term [v, 2], we would be in the situation
of (1.7), and the long-time behavior of 1 would be easy to determine.
The linearized operator

L) =—[U,n]—[v, 2] =—[U,n+v] (34
has two important properties which will help us to handle the situation.
Lemma 3.1. L commutes with the Hilbert transform H.

Proof. Recall that we assume that f gin = 0, and from the Biot—Savart law we
then see that the three Fourier coefficients of the function n + v corresponding to
e~1% 1 and ¢'? vanish. This easily gives the result, as commutation by U shift the
Fourier frequencies at most by 1, and the Fourier multiplier of H is constant on the
positive frequencies and is also constant on the negative frequencies. O

We note that Lemma 3.1 requires that the functions 7 satisfy ng = 0. If we wish
to work with the natural extension of L to 19 # 0 defined by Leg = %671 + %el s
the commutator [L, H] will not vanish on ey. However, it will still vanish if we
mod out by the linear span of e_1, eg, e; which is a subspace invariant under both
H and (the extended) L.

We now aim to show that L is skew-symmetric with respect to a certain quadratic
form. This calculation seems to be easiest in the Fourier variables. For k € Z we
denote by ¢y the function 'k?. A direct calculation shows that

Ley = Arej—1 + Brexy1, k #0, (3.5)

where, for k # 0,

1 1 1 1
Ak:z(k+1)<l_m)’ BkZE(—k‘Fl)(l_m)- (3.6)

In terms of the Fourier coordinates 7y this means that

(LM = Bk—1Mk—1 + Ak+10k+1, k #0, 3.7
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where we adopt the convention Bgng = 0 and Agno = 0. (We recall that we work
with functions n for which np = 0. A natural extension of the operator to functions

withno # Oisbysetting Ag = By = 2,as. the term 1 — \kl in(3.5)arisesas 1 — “g"k )
We note that Ay =0, By = O0for |k| =1, and that A_y = By, B_; = Ag.
The formulae (3.6) also provides a proof of Lemma 3.1.
The evolution equations for g, k =1,2,3,... are
m = Axm
m = A
. 3.8
3 = Bamy + Aama. (38)
Note that the system for 17, 13, ... is closed and the variable 7; can be calculated
by integration of A7, once the components 72, 13, ... are known.
We aim to find ¢y > 0, k = 2,3, ... so that L is anti-hermitian with respect
the hermitian form
(n.n) = Z AT (3.9)
An easy calculation shows that the condition on the sequence cy is
A
Cepl = = k=2,3,..., (3.10)
— By

and hence we can write
A 2Ar_3...A3
Chy1 = Apr1ArAr . (3.11)
e (=B)(—=Bi—1) ... (=B2)
It is easy to see that the fraction on the right-hand side of the last equation has a
finite strictly positive limit as k — oo and hence we see that

cr ~ k3. (3.12)

In fact, a more detailed calculation shows
=k —1D*k+1). (3.13)

Also, the conservation of the form (3.9) by the evolution given by /7 = L1 can be
seen directly by formulating the evolution in a Hamiltonian form. On the phase-

space given by the (complex) coordinates 71, 72, ... we define the Hamiltonian
1
H =) =Y ok (3.14)
k=1

Consider the (infinite) matrix

0 ai 0 0 ..
—a 0 a 0 ... 1

J = 0 —a 0 a3 ...|, agg=—. (3.15)
0 0 —a3 0 ... k(k+1)
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We can then write our linear system (3.4) in the Hamiltonian from
n=1Ln=JDAHD), (3.16)

which transparently shows that .77 is preserved by the evolution.
Note that on the Fourier side L commutes with complex conjugation

Li=Ln, n=.n,...). (3.17)

This reflects the fact that in the physical space the evolution preserves the spaces
of odd and even functions, respectively.
We see that a good space in which we can consider our equation is the space

X = #3/Ce, (3.18)

where H 2 is the space of analytic function on the unit disc with the restriction to the

-3 . .
boundary belonging to the Sobolev space H 2, and Ce; is the subspace of functions
which are a multiple of z. Our convention here and in other similar situations

3. . 3 . .
is that H?2 is (equivalent to) a factor space H2 /Cep, so that X is equivalent to

H% /(Cep+ Cey). The variables 17, 13, . .. can be used as coordinates in this space
and the hermitian product will be taken as (3.9).

The fact that we can restrict our attention to analytic functions can be seen
directly from Lemma 3.1. We use the standard decomposition

+o- o+ ] . -1 ,
n=n"+n, n =§(n+lHn), n =§(n—lHn), (3.19)

and due to Lemma 3.1 we can deal with n™ and n~ separately.

In what follows we will work with the holomorphic part of n and will slightly
abuse notation by assuming that 1 is a holomorphic function, and the same for v.
For holomorphic functions on the disc it is natural to use the variable z = ¢/?. In
the holomorphic situation the Biot—Savart law is given by a differential operator:

dv

niz) =-20'2), v =—. (3.20)
dz
To write the equations in the z-variable, we use
) 2 (3.21)
= _
00 oz
and write
B 1 0
ind— =—(z - 1)—. 3.22
sinfag =2 =Dy (3.22)

The evolution equation for holomorphic 7 can be written symbolically as

a1, 9 9
S PR L 3.3
miz + [2(1 )az (n+ v)lzaz] (3.23)
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which is the same as
1
mz+ E(z2 — Dz +v2) —(+v) =0, n=—zv. (3.24)

The evolution given by this equation will be unitary in X (as the operator L is anti-
hermitian). In addition, the vector e2 € X (where we slightly abuse notation by
using e, for what really is the projection of e, into X) is a totalizer for the operator
L, in the sense that the vectors e, Les, L2es, . .. generate a dense subspace of X.
Spectral theory for unitary semigroups now implies that the spectrum of L is purely
imaginary, and that there is a measure  and an isometry 7: X — L*(R, ) such
that L = TLT~" is given by

(L)) =isf(s), feL*R,p). (3.25)

The corresponding evolution equation in L2(R, i), equivalent to the projection
of (3.23) to X, is then

fi=Lf, (3.26)

and its solutions are given by

f(s, 1) = f(s,00e"™". (3.27)

Our goal is to obtain information about w. In particular, we would like to show
that p is absolutely continuous with respect to the Lebesgue measure. This is enough
to conclude from (3.27) (essentially via the Riemann-Lebesgue lemma) that

n(t) — 0 in X (weak convergence) ast — 00 (3.28)

for any n(0) € H 3 Here we slightly abuse the notation by using 7 (¢) also for the
projection of 1(#) to X. (Therefore the statement says nothing about the first Fourier
mode.) This result is essentially sharp; we will see that for any given 7" > 0 there

3
are non-trivial periodic solutions of period T with 1(0) just missing H 2. Also, even

with n(0) € H %, the first Fourier mode may in general not have a limit as t — oo,
while at the same time the projections of n(¢) approach 0 weakly in X.

3.1. A Model Problem

In this subsection we look at a simplified model of (3.24), which already captures
its main features and can be solved explicitly. Some of the calculations will also be
important for the analysis of (3.24).

Let us consider the equation

fi +sin6 fp =0 (3.29)
on the unit circle. Denote

Mf = —sind fp. (3.30)
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The analogue of (3.5) for M is
Mey = Arex—1 + Brexs1, k €Z, (3.31)
where
A = 1k By = 1k (3.32)
k= 5k k=—5k .

In terms of the Fourier coordinates fj the equation gives a closed system for
f1. f2, ..., and a closed system for f_i, f_2,.... The system for fi, f>, ... is

h= A
fo = Bifi+Ax2f3

3.33
3 = Bafo+ Asfa, (3:33)
and an analogous system holds for f_;, f_», .... The equation for fy is
. 1
fo=BafatAfi=5a+ ). (3.34)

.1
One checks easily that M is anti-hermitian with respect to the H?2 (semi-)norm,
given by

1 2
|wﬁ=g;wm, (335)

and hence the evolution operator given by (3.29) is unitary in H 2. The Hilbert
transform H does not commute with M, but does so modulo constants. More
precisely, we have

[&MU=%m—ﬁvm (3.36)

. . Lol .
so that, recalling our convention that constants are factored out in H 2, we can write
-1
[H,M]=0 in H2. (3.37)

The fact that the evolution by M is anisometry on H? isalso easily seen from (3.22):
the field sin 0 % on 8! has a holomorphic extension to the unit disc, given by (3.22),
and the evolution given by the extension on harmonic function is an isometry of

M3 , because conformal transformations preserve the Dirichlet integral on the disc.
We map the unitdisc D = {z, |z| < 1} ontothe strip O = {w, —7/2 < Imw <

m/2} via

-z

142

7 — w=log (3.38)

where we take the branch of the log function defined by log(re'?) = logr 4 i6 for
r € (0,00) and 6 € (—m, ). It is easy to check that under the mapping z — w
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the vector field %(z2 — l)a% is mapped to ;—w This means that the evolution of the

holomorphic sector of H? given by (3.29) is equivalent to the equation
Jo+fu=0 (3.39)

in the space H% (O) of holomorphic functions in O, where the norm on H% (@)
is given by fo|f/(w)|2’7 dw A dw . The evolution given by (3.39) is of course
f(w) — f(w —t) and it is diagonalized in the Fourier representation

oo .
fw) = f o(s)e"™ ds. (3.40)
—00
Assuming ¢ is smooth and compactly supported, we have
© .
f(w) = / isp(s)e*™ ds. (3.41)
—00

Writing w = wy + iwy with w; € (—00, 00) and wy € (=%, 7) we have, using

Parserval’s identity,
o0
(/ |f' (wy +iw2)|2dw1> dws

f |7 w)? dwy dwy = /7
O
(271/ s2|g0(s)|ze_zsw2 ds) dw, (342)

—00

o0
=27 / |go(s)|2s sinhzs ds.
o0

Going back to the z-variable in the unit disc and remembering e¢* = {—jé, we see

that in the holomorphic sector the spectral decomposition induced by the operator
M, or equivalently, %(z2 — 1)3%, is given by

f@) = / RS <5> ds, (3.43)
with
2 I 20 o
1144 /7oo|(p(s)|ssmhns ds. (3.44)

A simple corollary of the above considerations is the following lemma, which
will be useful later:

Lemma 3.2. Let v be a Borel measure with compact support in R\{0}. Then the

function
o= (=2 " dvs) (3.45)
/—oo (1 + Z)

is in H%(D)if and only if v is absolutely continuous, with a square-integrable
density.
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Proof. We can work with the variable w given by (3.38). Then by our assumptions
the function f(w) given by (3.40) is in H% (©). This means that f’(w) isin L2(0),
and since f is holomorphic in O, it means that the restriction of f to the real line
is square integrable on the real line. Thus f/(wy) has the Fourier representation

£'wn) = / Y()e ™ ds (3.46)
for some € L%(R). At the same time,
fl(wy) = / e Wis dv(s), (3.47)

and we see that dv(s) = ¥ (s) ds by the Fourier representation uniqueness. O

‘We note that the functions

1—z »
h(z, A) = <1+z> (3.48)

(Z 1) h(z “‘) —)‘"l(z “‘)
2 (‘)2 ’ ’

and can be thought of as generalized eigenfunctions of the operator %(z2 -1 3% in
.1 ’
Hz.

3.2. Generalized Eigenfunctions of the Operator L

For the spectral analysis of L in the holomorphic sector, we find the analogues
of the generalized eigenfunctions (3.48) when the simple operator M is replaced
by L. The corresponding equation is obtained from (3.24):

2+ (2 = DEn+zv) =222 +v) =0, n=—zv. (3.49)
In terms of the Fourier coefficients 1 the equation is equivalent to

AN = Axm
Ay = Azns

3.50
ANz = Bom + Agna. (3-50)

If we choose 12 # 0, then the first equation determines 71 (except when A = 0, of
course), and for n3, n4, ... we get
Mert = Aty O — Beime—1) . k=34, (3.51)

The usefulness of equation (3.49) is that it enables us to get some control over the
functions given by the coefficients calculated from these recursive relations.
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As g =0and vp =0, we can set n = zf and v = zF. Then
f=-@F), (3.52)
and (3.49) gives
22 = DF" 4 (22 + 20z = 3)F + 24F = 0. (3.53)

The equation can also be written as

=0. (3.54)

—14+ir —1—x 3}, 21
z—1 z+1 Z

F”+[ + + = ———F
z2(z2—1)

This is a classical complex ODE, a special case of the Heun equation [19]. It has
four singular points: z = —1, z = 0, z = 1, and z = oo. All these points are
regular singular points, see for example Chapter X of [25] for precise definitions.
The local behavior near z = oo can be investigated, as usual, by setting z = 1/¢,
which gives

d’F —14Ar —1—2 17dF 22
[ + } =0. (3.55)

— + + +—-|-—=+——>=F
d¢? ¢—1 ¢+l ¢lde ¢ —-¢H
We are interested in solutions which are holomorphic in the neighborhood of z = 0.
To analyze the behavior of the solutions at the other regular singular points, we can
use the Frobenius method and seek solutions in the form

(z —z0)" (1 +a1(z—zo)+a2(z—zo)2+...), (3.56)

see for example Chapter X of [25] for details. We will assume that A is a non-zero
purely imaginary number. The equation for r (often called the indicial equation)
in our special case is

rr+a—1)=0, (3.57)

where Zf‘zo is the term in the square bracket in (3.54) corresponding to the singular

point we are considering. In our case » = 0 is always a solution, and we have
one holomorphic solution (up to a multiple, of course) in a neighborhood of each
singular point. The other solution will be crucial for us at the points —1, 1. We will
also need more information at z = oo.

(i) The general solution near zp = 1 when A is not an integer can be expressed as

F=A(1-2*"UG 1,A)+BV(1,1), (3.58)
where A, B € C,
U, 1, =14+U(1,LADGZ-D+U(1, )z —D>+...,
(3.59)
Vi, LA =1+ V(L= 1D+, )E—-D>+...,
where the radius of convergence of the series is at least R = 1 (the distance

between zo = 1 and the closest of the remaining singular points, which is zg = 0).
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The function z — (1 — z)>~* is interpreted in a usual way, along a suitable branch
over C\{1}.
(i1) In a similar way, near zp = —1 we can write

F=A(+42>"U, —1,0)+BV(z, —1,1). (3.60)

Note that the equation has a symmetry (F (z), A) — (F(—z), —X). In general, the
Heun equation has a rich symmetry group, see for example [19].

(iii) At zg = oo, which is of course the same as ¢ = 01in (3.55), the indicial equation
isr? = 0, and there is one holomorphic solution U with U (0, A) = 1. The general
solution is of the form

F=AUQ M +B[UE Mloge +V(E,M], (3.61)

where V is also holomorphic.
Lemma 3.3. The operator L in X = H% /Ce1 has no point spectrum.

L .3
We recall that our convention is that constants are factored out already in H?2.

Proof. Itis easy to see from (3.8) that the kernel of L in X is trivial. (The solutions
n = Asin(f — 6p) are factored out by the projection to X.) Therefore we can only
consider the case A = is for s € R\{0}. As the functions (1 & z)’* are not in
H% (D) for any s # 0, the only possibility for the eigenfunctions n would be that
the corresponding solution F of (3.53) be holomorphic in C. However, in that case
one has to have B = 0 in the representation (3.61), which implies that F' must
be bounded. Hence F is constant by the Liouville theorem, and the claim follows
easily. O

Remark. Although the operator L does not have any eigenfunctions in X, the
above analysis shows that the eigenfunctions defined by the formulae (3.51) are
regular in D\{1, —1}, with behavior ~ (1 — 2 and (1 4+ ) at 1 and —1
respectively. Such functions just narrowly miss H%, and do belong to Sobolev
spaces with any lower regularity. The linearized equation therefore has a large set

of periodic and almost periodic solutions in spaces just below H%. We conjecture

that this extends to the non-linear level.

3.3. Absolute Continuity of the Spectral Measure | for the Linearized Operator L
Our goal is to prove

Theorem 3.1. The measure w in the spectral representation (3.25) of L is absolutely
continuous.

Proof. Let us consider the map 7!, where T is the isometry X — L%(R, 1)
defined just before (3.25). We will represent n = T ! f by the Fourier components

772,7’]3,...:
f= TN~ ), m3(f),...). (3.62)
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For each k = 2 the map f — ni(f) is clearly a continuous linear functional on
L?(R, 1), and hence we have a representation

o0

me = m(f) = / F)Gi(s) ducs), (3.63)
with

_ s
Gr € LA(R, ), / Gi()Gi(s) du(s) ~ 5L (no summation), (3.64)
Ck

—00

where ¢y is given by (3.11). Note that

1 1
nk=-—e)x =— (Tn, Tex) 2R, p)
Ck Ck
1 [ -
=— f(s) Ter(s)du(s), (3.65)
Ck J -0
and hence
1 —
G = —Tey. (3.66)
Ck

Letting G = (G2, G3, .. .), considering G simply as an element of the linear space
of infinite sequences of L%(R, p)-functions, we can write

n=/ F($)G(s)dpls), L77=/ JSLG(s) dpu(s), (3.67)

where the integrals are defined component-by-component. (Note that (LG); =
Bi_1Gi—1 + Ar4+1Gi4 is well-defined.) At the same time, we have, by the con-
struction of the isomorphism 7,

Ln= /OO isf(s)G(s)du(s). (3.68)

As f was an arbitrary element of L2(R, 1), we see by comparing (3.67) and (3.68)
that

LG(s) =isG(s), for pu-almostevery s. (3.69)

‘We set
1
G1(9) = —A:Ga(s), W(z,5) = Gi()z+ G2()2? +G3()Z° ...,  (3.70)

where the definition of G reflects the first equation of (3.50). Using (3.64), we see
easily that when o < 1, the function 7 — W(z, s) belongs to H? (D) for p-almost
every s. (This is not optimal, but is enough to show that W(z, s) is well-defined
as a function of z for u-almost every s.) Due to (3.69), the function z — W(z, )
satisfies equation (3.49) with A = is for u-almost every s.
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Let ®(z, 1) be a solution of (3.49) defined by the recursive relations (3.51),
with the normalization 77, = 1. By considerations of subsection 3.2, near z = 1 we
have

®(z,2) = A, D =)'+ Wz, 1,2), (3.71)

where A is analyticin A and W is analyticinz € Dand A and W(-, 1, 1) € H% (D)
as long as A = is and s # 0. Similarly, near z = —1 we have

Pz, 1) = A, =D+ )™ + W(z, -1, 1), (3.72)

with the same properties of A and W. Due to the analyticity, the functions A(%, £1)
can vanish only on a countable set of values of the parameter A.

As z — ®(z,is) and z - W(z, s) satisfy the same ODE for p-almost every s
and & is normalized by 1, = 1, we must have

W(z,s) = Ga(s)P(z,is), for pu-almostevery s. (3.73)

Assume now that u is not absolutely continuous, and let us choose a compact set
E C R\{0} with vanishing Lebesgue measure such that u(E) > 0 and such that
the functions |G2(s)|, |[A(is, 1)| and |A(is, —1)| are all bounded below on E by a
positive ¢ > 0. This is possible by the analyticity and non-triviality of the functions
A(is, £1), as we already know that  contains no Dirac masses, by Lemma 3.3.
Let

KE = XEM, (3.74)

where xg is the characteristic function of E.
By Lemma 3.2, for any bounded p.-measurable function /2 which does not vanish
wu-almost everywhere on E, the function

00 1— —is
Fz) = / ( Z) h(s) dpg (s) (3.75)

o \1+2

does not belong to H% (D). Fix such an A. As the function F is smooth away from

z = %1, the loss of regularity must happen locally at least at one of the points of

the set {1, —1}. Assume it is z = 1, the other case being essentially the same.
Near z = 1 we can write

(1+2)" =2+ (1 - 2)H( ), (3.76)
where H is analytic in z and s (for z close to 1). As the function
z—> (1—g)ls (3.77)

does belong to H% (D), with a bound on the norm which is uniform in s € E, we
conclude that the function

. / (1= 27 h(s)2" dug (s) (3.78)
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will not belong to H% (D). The proof of the theorem is now easily finished by taking

_ XE()R()2'
fls) = G OAG D (3.79)

in formula (3.63). 0O

Corollary 3.1. Let ng € H% and let 1(t) be the solution of the linearized equa-

tion (3.3) with n1(0) = no. Then the functions 1(t) approach zero weakly in H% /Ceq
ast — +o0.

Proof. Once we know that p is absolutely continuous, the statement follows easily
from the Riemann—Lebesgue lemma, the representation (3.27), and the fact that the

L . . oq43
evolution is unitary in H2/Ce;. O

Remark. Let ®(z, 1) be as in (3.71), and for a smooth ¢ compactly supported in
R\ {0} set

f@)= / P(s)P(z,is)ds. (3.80)
It is natural to expect that
1% =/ lp()I p(s) ds (3.81)

for all such ¢, with p analytic and strictly positive in R\{0}. Our method above
can be used to obtain (after more detailed considerations) that we have (3.81) with
p € Ly (R\{0}), and p(s) > O for almost every s. The density of the functions of

the form (3.80) in X follows from the proof of Theorem 3.1.

3.4. Operator L in Other Function Spaces

In this section we will use the similarity of the linearized equation (3.3) with
the equation (1.7). This will allow us to obtain decay estimates for suitable classes
of solutions 7 in weighted L? spaces. When dealing with the linearized operator,
it is natural to work with spaces over C. In the considerations below the functions
are complex-valued (unless stated otherwise).

Letus fix y € (%, 2) and define

T
Yo = {f e L*(Sh), / L£ (@) sin(0/2)| 7% do < +oo} . (382
—IT
On the space Y we will take the natural norm

1 f1lvy = I 1sin@/217" fll 2. (3.83)
We also define the space

Y =Yo® |a+bsing, a,b e C) (3.84)
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with the norm defined for f € Yy and a, b € R by
If +a+bsind|[y = |1 f15, + lal* + b/ (3.85)

For a use of unisotropic Sobolev space for the analysis of the spectral properties
of Morse—Smale flows and their action on differential forms (which is in some sense
dual to the flow defined by (2.30)) we refer the reader to [9].

Note that each f € Y has a unique representation of the form

f=fo+a+bsind foeYy, abeC. (3.86)

Although values of a function f € Y may not be defined for all 6, it is natural to
define the values of f and f" atd = 0 as

f0)=a, f'(0)=b. (3.87)

It is easy to see that this definition agrees with the usual definition when f € Y is
a C! function. We have the natural projection Py: Y — Yy defined by for fo € Yy
and a, b € R by

Py(fo+a+ bsin0) = fy. (3.88)
For C!-functions in Y this amounts to
(Pof)(0) = f(6) — f(0) — f'(0)siné. (3.89)

To take advantage of the commutation of L with the Hilbert transform H, the
following lemma will be useful:

Lemma 3.4. The Hilbert transform H is a continuous operator from'Y to Y.

Proof. Recalling that

1 [ 0—v
Hf©) = -~ f(ﬁ)cot( 5 ) dv, (3.90)

we see from (3.89) and the fact that H leaves the 2d subspace {a cos 6 + b sin 6}
invariant that it is enough to show that for a smooth f € Y the function

- 9) + cot (ﬁ) PR LUS PP
2 ZSinz(%)

(3.91)

PyHf:0 — i " f() |:cot (9
2

—7T

is in Y, with the corresponding estimate. Using

t<6—19>+ t(19>+ sin® sin” § t(e—ﬁ) (3.92)
co cot| — = co s .
2 2 2 sin? (%) sin2% 2

we see that

1 [T sin?
PHFO) = 7| @) —

- sin

cot (9 ; ﬁ) de. (3.93)

SIS [SIS
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Let us now write
f(6) =1sin(0/2)|"g(®), PoHf(O) = |sin(0/2)]" G(6). (3.94)

We have to show that the operator

| sin(6/2)>~Y (9 -9
cot

| sin(9/2) 27 5 )dﬁ (3.95)

1 b/
g— G0 —> — / g(®)
2 ) _»
is continuous on L(S"). This can be either done directly by modifying the proof
for the Hilbert transform, or one can use results from the theory of A-weights. Let
us illustrate the latter approach in the case of the Hilbert transform on the real line,

leaving the easy adaptation of the proof to S for the reader. We would like to show
that for « € [0, 1/2) the operator T: C5° — D’ given by

lx[* 1

Iy[* x—y

T'(x) = /RK(x, fydy, K,y = (3.96)

can be continuously extended to an operator from L?(R) to L?(R). This is an
immediate consequence of the fact that the function w(x) = |x |2°‘ is an Ay-weight,
see STEIN [23] for the definitions. To verify this, we note that the function f belongs
to L?(R) if and only if the function y — f(y)|y|™® belongs to L>(R, w(y)dy)
and, similarly, a function x — |x|*g(x) belongs to L2(R) if and only if g €
LR, w(x)dx). O

Above we complemented the space Y by the 2-dimensional space of the functions
of the form a + b sin 8. When working with holomorphic functions, it is better to
work with another natural complementary space of Y, defined as

Zo=|{f. f@=a+bz—1),abeC). (3.97)

Clearly Yo N Z9p = {0} and Y = Yy & Zp. Moreover, the functions in Z( are
holomorphic. For g € Ypand f € Y givenby f(z) = g(z) +a + b(z — 1) we can
define a norm in Y (equivalent to the previously defined norm || - ||y) by

A1 = 111, + lal* + 1BI*. (3.98)

In what follows we will not distinguish too carefully between the two equivalent
norms, as the distinction is not important for our purposes. For f @=g@+a+
b(z — 1) with g € Y, we can define (keeping in mind that z = ¢')

0
f() =a, —f(l) =b, (3.99)
0z
where the value 1 of course refers to the variable z, and we use i Za% = %. The
decomposition Y = Yy @ Z( defines projections
P:Y—>Yy Q0:Y—2Z. (3.100)

It is perhaps worth emphasizing that P does not coincide with Py defined above.
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The proof above of the continuity of the Hilbert transform on Y can we re-
written in the complex notation, using

60— . )
COt( ) :iz+w’ Z:ele, w:ell? (3.101)
2 Z—w
and replacing (3.92) by
1 2w(z—1 2w (1 — z2)?
z+w +w w(z—1) w(l—2) (3.102)

z—w l—w  (I—w?  (z—w)(l—w)?

Equation (3.24) for n can be rewritten as

1 2 / 1 1 /
nm+-@E—-Dn —zn—zlz+-)Jv=0, n=—zv, vl|;==0.
2 2 z
(3.103)

Note that when considering 7 as a function on S', the equation makes sense even
when 7 is not holomorphic, as for functions on S! we have i Za% = %. However,
the equation n = —zv’ coincides with v9 = Hn only on holomorphic functions.
We first analyze the equation

1
n + §(z2 — ' =z =0, (3.104)
which is equivalent (on the circle S') to & +sin @ & — cos@ & = 0 via the change

of variables = z&. The equation can be solved explicitly as follows: the flow map
generated by the ODE

.1,
f= (22— 1) (3.105)
2
is
- t
$i(0) =~ ¢ —tanh—. (3.106)
1—12z 2

The solution at time ¢ of (3.104) with the initial condition 1|;=0 = no can be thought
of as the push-forward of 19 (viewed as a vector field) by the flow ¢;, and hence it
is given by

n(z, 1) = ol(d; " (2) no(d; " (). (3.107)

The norm ||n(t)||%,0 satisfies

()13, = fsl (e 0PIz — 1172 227 47 @), (3.108)

where 7! is the standard 1d measure on the circle. Setting z = ¢;(w) in the last
integral and using (3.107) together with

2

It S dA () (3.109)

A (z) = g, (w)| 4 (W) = ——
[T —tw|
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and
lw—1|=|1—7tw| =2 |1—1| when|w|=1and 071 <1, (3.110)

we infer that

Iy, < A - r)”*/slmo(wnﬂw — 17 d (w)

< e Inoll3,. ﬂo=)/—; (3.111)
Let us denote
Lon = —%(12 - 1)2—2 + z1. (3.112)
We can state (3.111) as follows:
Lemma 3.5.
lle"nolly, < e P Inolly,. t 2 0. (3.113)

Proof. See above. O

Our goal is to prove a suitable version of this estimate for the operator L.
Let us define an operator n — K1 on L?(S') by
T

Kn = (cosO)v, vp=Hn, / v(0)do = 0. (3.114)

-7

Note that on holomorphic functions

1 1
Kn=3 <Z + ‘) v, n=-z0, vl=0=0. (3.115)
Z

It is worth noting that
1
K-1=0, K~z=—§(z2+1). (3.116)

Lemma 3.6. The operator K maps Y to Y and is continuous and compact as an
operatoron Y.

Proof. The statement is clearly true for the restriction of K to Zy. Therefore is
enough to show that K: Yy — Y is continuous and compact. As the maps f —
(cos6)f and f — Hf are continuous from Y to Y, we only have to show that
taking primitive of a function in Yy with zero average is a compact map from Yy to
Y. Let us write elements of Yy as f(6) = |sin %}P’ g(0) with g € L*>(S!). Letting
w(@) = |sin §|7, define

O w(®)
Tg(@):/ —Zg(9)dv. (3.117)
o w(®)
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We need to show that 7' is a compact operator from the subspace of L? of functions
with fﬁnw(Q)g(Q) = 0 into L2, Let us fix some 0 < 6y < 7. For |0] < 6y we
have

6,2
()
Tg©)? < Z/w—dﬁ. 3.118
Te@F < ligllzz |~ (3.118)
This gives
T8O < 1181172101, 10] < 6o. (3.119)

This gives sufficient control near & = 0. In regions away from small neighborhoods
of & = 0 we can use standard results about compactness of integral operators. O

Let Zj be the subspace of Y spanned by 1, cos#, and sin6. Recalling that
K - 1 = 0, and the equilibria (2.28), we see that

L-1=cosf, L-cosf@ =0, L-sinf=0. (3.120)

(Of course, the last two equalities can be also seen by a direct substitution of cos 8
and sin 6 into L.) Hence Z is invariant under L and L is well-defined on the factor
space

Y =Y/Zo. (3.121)
Lemma 3.7. Foreach B < o=y — % we have the decay estimate
e nlly < Ce Plinlly, neY, (3.122)
where C = C(B) is a suitable constant.

This implies that for |k| > 2 the Fourier coefficients n;(r) of e’y decay
exponentially as + — oo. This is a considerable strengthening of our analysis

in H?2 in the previous subsection. It is this exponential decay (together with the

H 2 estimate), which will enable us to do perturbation analysis near equilibria in
the non-linear case.

Proof of the Lemma. We note that the commutator [L, H] (where H is the Hilbert
transform) vanishes on Y (although it does not vanish on Y, as we now do not assume
that | g1 = 0), and hence we can decompose 7 as in (3.19) and prove the decay
separately for 14 and n_. For the rest of the proof we will assume that n = 54 is
holomorphic in the unit disc. The subspace of holomorphic functions in ¥ will be
denoted by ). The factor space )/ Z, will be denoted by Y. (Recall that 2 is the
linear space of 1 and z.) The projections P and Q defined by the decomposition
Y = Yo ® 2y (see (3.100)) map ) into itself, and we will denote their restrictions
to ) also by P and Q, respectively. We will also denote by )y the holomorphic
functions in Y. Clearly PY = ).
Letting

Li=LoP, Ki=LoQO+K (3.123)
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we clearly have
L=L;+Kj. (3.124)

Moreover, as K is compact by Lemma 3.6 and Q has a finite-dimensional range on
which L is continuous, the operator K is compact in Y. In view of Lemma 3.5,
we also have

e inlly < CePlinlly, ned. (3.125)

In this situation the only obstacle to the decay estimate (3.122) can come from
possible points of the spectrum of L in the region {A, ReA > —pBp} see [16,
Section 2 of Chapter IV, Corollary 2.11 and Proposition 2.12]. Hence we need to
study the solutions n € Y of Ly = An. Using this equation, we can again look at
the recursive relations (3.51) for the Fourier coefficients and conclude that n has
to be a holomorphic function satisfying (3.49). We return to the analysis of the
equation (3.49) for the holomorphic eigenfunctions in subsection 3.2, which we
re-write here for the convenience of the reader:

22— DF" + (> +27z —3)F +2AF =0. (3.126)

By the method of Frobenius discussed in subsection 3.2, for each A € C there is
a unique solution of (3.126) holomorphic in the unit disc with F(0) = 1. We will
denote this solution F(z, 1).

We will use the following notation: if g(z) = Y e grzF is a function which is
holomorphic in a neighborhood of z = 0, we define g(z) = Y ;o gkzk. Clearly g
is holomorphic, with the same radius of convergence for its Taylor series at z = 0
and g(z) = g(Z). Applying this notation to the function z — F(z, ) where A is
considered as a parameter, we can write

F(z,A\) = F(z. 1) (3.127)
and
F(z,1) = FZ. M. (3.128)

We also note that F(—z, —A) satisfies (3.126) and its value at z = O is 1, which
means that, by uniqueness,

F(—z,—A) = F(z,A). (3.129)

Let us now assume that A = is for s € R\{0}, and let us look at the function
x — F(x, )) for real x. Using (3.128) and (3.129), we see that

F(—x,is) = F(—x,is) = F(—x, —is) = F(x,is). (3.130)

Given the local form of F near z = —1 and z = 1, we see that for a non-zero
purely imaginary A, the function z — F(z, A) is singular at z = 1 if and only if it
is singular at z = —1. From this it is easy to see that the generalized eigenfunction
n corresponding to A = is cannot belong to Y, unless it is regular in C. However,
we have seen in the proof of Lemma 3.3 that such functions have to be constant,
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which correspond to n(z) = cz, which project to 0 in Y. Hence the imaginary axis
does not contain any points of the spectrum of L considered as an operator from y
to ).

It remains to deal with the case when A is not on the imaginary axis, with
ReX > —pp. Assume that A is an eigenvalue of L in Y with ReA > —pfj and
Re A # 0. The operator A — L is a compact perturbation of the invertible operator
A — Lo P (with all operators being considered on 37), and hence it is Fredholm. The
projection P, on the eigenspace of A (or, equivalently, the kernel of A — L) is given
by

1
Py = —f (z— L) 'ndz, (3.131)
2mi C

where C is a sufficiently small circle around A (taken with the positive orientation).
We take C so that it does not intersect the imaginary axis Ri. When n € H %, the
integral vanishes, as the region surrounded by the contour C does not contain any
spectral value of L (considered in H %), and hence the integrgl has to vanish. As
smooth functions are dense in Y, the integral has to vanishin Y foranyn € Y. O

Remarks. 1. The equation (3.126) very likely has non-trivial solutions F(z, A)
which are regular both at z = 0 and z = 1 for a countable set of real A, N\, —00
which satisfy 1, < —pBp. These solutions do not interfere with our estimate.

2. In the definition of the space Yy we work with approximation of functions by
affine maps near a point. There is a natural generalization of Y to higher-order

approximations. Let m = 1 be an integer and let y € (m — 1 m). Let
y{m = {f eL2SY): |z -1 fe Lz(sl)}, (3.132)
with the norm ||f||Y(m) = |||z = 1|77 f ||, 2. We denote by P, the set of

polynomials of degree m and define Y ™) = Y, () @ Pp—1, withanormof f =
g+p. g€ ¥y, pePu_i givenby ||f||2(m> = ||g||2<,,,) +1pli%, . where

[I - llp, is anorm on P,. (This does not define the norm umquely, of course,
but any two norms defined in such a way are equivalent.) Replacing (3.102) by
its m-th order generalization

z+w 14w m-l = 1\* 2w z—1\" 2w
= +> + :
Z—w 1—w P w—1 w—1 w—1 zZ—w

=1
(3.133)

one can use similar arguments as above to show that ¥ is invariant under H,
for f € Y the map f — (f(1), f/(1), ..., f™=D(1)) is continuous, and
the evolution by L¢ and L preserves ¥ ™.

3. It is not hard to see that the evolution given by 1 = Ln preserves smooth
functions and many other regularity classes, such as the above defined ¥ ™
spaces. This can be seen in many ways. For example, it is obvious from the
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explicit formulae that the operator /L0 preserves various regularity classes. The
generator of L is a bounded (and even compact) perturbation of the generator of
L in the spaces of holomorphic functions discussed above, and this can be used
to show the desired regularity, as long as H and K preserve the regularity classes.
A useful corollary of this is that when no € Y, the equations for 1(zo, t) and
1’ (zo, t) are well defined, and are the same as in the case of smooth functions.
To see this, one can use the density of the smooth functions in Y, continuity of
e'L in Y, and the continuity of  — (n(1), n’(1)) on Y. The same will be true
for the linearization of (2.27) about an equilibrium.

It will be useful to look at the decay of a general solution of the form (2.27) of
the linearized equation, with the calibration (6y, t) = 0. Let us set 8yp = 0. The
equation then is

Ny +sinf ng —cos@ n+sinh vg —cosO v+cosh v(0,t) = 0, vg = Hn,
T
/ v(0)do =0, (3.134)

-7

and we assume f T -1(8) do = 0. By the previous remark, for any solution with the
initial condition ng € Y (with zero average) the solution will be in C ([0, 00), Y),
the values n(0, t), ny (0, ) will be well defined for all ¢ and the same equations for
n(0, 1), ne (0, 1) are satisfied as in the case when 7 is smooth. In particular, it is easy
to check that the condition 1 (0, t) = 0 is preserved under the evolution by (3.134),
and so is the condition (1(0, ), n9(0, t)) = (0, 0). Note that the term with v(0, 7)
in (3.134) does not affect the projection of n to Y/ Zy, and hence Lemma 3.7 implies
that for a suitable

£0,1) = a()e' +a_i(t)e (3.135)
we have
lIn@) + &My < Ce . (3.136)

Denoting by 7, (t) the Fourier coefficients of n(0, t), we have

mo=sm+n-0+ A 432z
n

k
| (3.137)
hor = S0 o) B + LY sy

From (3.136) we see that the terms not containing 7; and 7_; decay as e #! as
— 00. Hence for y;(t) = n1(t) + n—1(t) we have
yi=yi+g1), 1510 = 0@ ), 1 — oo (3.138)

Therefore

o0
yi(t) = —/ e Sgi(s)ds + cre’ (3.139)

t
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for some ¢; € C. (For real-valued solutions n we will have ¢; € R.) Similarly, for
y2(t) = n1(t) — n_1(t), we gave an equation

¥2=g(t), gl =0 P, t - oo, (3.140)

with the general solution

o0

»n@) = —/ g2(s)ds + ¢, (3.141)
t

where ¢; € C (and ¢; € iR for real-valued solutions). We conclude that in (3.135)

we must have,

ait) =cret +co+ 0™, a_1(t) =cie' —ca+ 0P, (3.142)

where t — oo, where c1,c; € R are suitable constants. If n(0,¢) = 0, then
n(0,¢t) = 0 forall t and ¢; = 0. If 9 (0,¢) = 0, then 19 (@, ) = 0 for all ¢ and
¢y = 0. In particular, we have proved the following statement:

Lemma 3.8. Let us denote by e’ L the semigroup in'Y generated by equation (3.134).
There exists Cy € R such that for any no € Yy we have

lleEnolly, < Coe P [1molly,- (3.143)

4. Nonlinear Stability

We will consider the non-linear stability of the steady state 2 = — A sin(6 —6p)
of equation (1.4). We assume the initial data is of form wy = Q2 + 19, where ng is
a sufficiently regular function (roughly of size of order one in a suitable norm) and
¢ is small. By a suitable rotation we can assume wg(0) = 0, and we can adjust 2 by
changing A, if necessary, so that 24 (0) = wpg (0), which then gives ng € Yy. After
these transformations we can also multiply €2 by a suitable factor and rescale time,
so we are in the situation with x 2 = —sin6 and n € Yp. Our main assumption
now will be that

ol ;3 S L llnollyy S 1. (4.1)

We will consider the evolution in the gauge (2.27) with 6y = 0, so that the condition
n(0, ) = 0 is preserved during the evolution. The evolution is given by

Unless otherwise stated, the functions 7, v etc. in this section are considered to be
real-valued.

The non-linear problem is well-posed locally in time and the regularity of the
initial data is preserved in the closed time interval [0, 7] under the assumptions
above, as long as the quantity f g [ ()] lH ! dt is finite. This is similar to the Beale—

Kato—Majda-type criterion for three dimensional incompressible Euler, see [4], and
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can be proved along similar lines. A slightly different form, in which the last integral
is replaced by f g [lvg (£)]]| Lo dt, is proved in [22]. That form is fully sufficient for
our purposes here.
For the remainder of this section with will assume 2 = —sinf, U = sin6,
and 0y = 0. As above, we will use the notation L for the operator n — —[U, n+10].
Our goal is to prove the following result:

Theorem 4.1. When e > 0 is sufficiently small, the local solution n of equation (4.2)
can be continued globally for any initial condition satisfying (4.1), and satisfies

lIn(®)lly, < 2Coe™""  and @Il 3 = 2Co (4.3)

forallt = 0, where Cy is the constant from Lemma 3.7.

For the proof of the theorem we first establish a few auxiliary results.

4.1. Energy Estimate

Let us denote by M the operator on functions S! given by the Fourier multiplier

JEE =D (k| + 1), that is
Mfk VK2 =1kl + 1) fr. 4.4)

We saw in the previous section (see (3.13)) that the quadratic form f gt [ Mn(0) |2 de

is preserved by ¢’L. The next lemma provides an estimate of how the conservation
is affected by the non-linear term.
Recall that Z is the subspace of functions on S! generated by 1, cos @, sin 6,

and that for n € H*(S') we define © by the “Biot—Savart law” (2.23).
Lemma 4.1. Given o > %, there exists C = C(o) > 0 such that for each n €

H2(S") we have

VSI(M[TJ, MM do| < Cllnl o 2,1 Ml 3. 45)

Proof. Itis not hard to check by direct calculation that the integral on the left-hand
side of (4.5) does not change when we change 1 by a function in Zy. It is therefore
enough to prove the estimate with the right-hand side replaced by C||n|| g ||n] |2

Recalling that [v, n] = vng — vgn we note that the part of the left-hand-side of (4 5)
arising from the term vy is easily estimated as required by the standard estimate
for multiplication of functions in Sobolev spaces

1Gomll 3 S 10llz=llnll 3 +11Tell 3lInllze. (4.6)

As is usual in similar situations, the main point in estimating the part arising from
V1 is to integrate by parts. We write

M (vng) = 0 Mng + [M, v] 19, 4.7)
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where we denote by [M, v] the commutator of the operator M and the multiplication
operator by v. The term coming from v My is estimated from

. 1 .
/ v(Mn)e(Mn)d9=——/ T |M | do,
Sl 2 Sl

and it only remains to estimate the term with the commutator. The standard Kato—
Ponce estimate (see [20]), applied to our situation, gives

] < 0 oo v o0
LM, vlnell2 S 19ellLeelinell, 4 + 11011 3 lInellzee. (4.8)

which s close to what we need, except for the term ||ng || L.~ . We canreplace ||1g||
b at the cost of adding an extra e—-derivative to ||v ~
y 1ol g g 1911,,3 ~ liall,, 3.

obtaining

M, v <lv o0 + o < o
||[ ’v]rl9||L2f\/||v0||L ||779||H% ||77||H ||779||H% ~ ||7)||H ||779||H%a
4.9)

which, together with the other estimates above, gives (4.5).

Estimate (4.9) does not have the optimal scaling (unlike the Kato—Ponce esti-
mate) and can be proved by a standard application of Cauchy—Schwarz inequality
on the Fourier side. For the convenience of the reader we outline the proof. Let
us write f = v, g = ng, and let f;, g/ denote the Fourier coefficients of f and
g, respectively. The Fourier series for the commutator is given (up to a factor of
(27)%) by

> K (k. D) FeGre' <7, (4.10)
k,l

where

Mk+1)— M)

1 ’

{k)1To 1)z

Fo= )" fi. G =)1g. Kk.I)= .11

with the usual notation (k) = /1 + k2. Hence, by the Cauchy—Schwarz inequality,

M, gl S Z( > Kk, l)|2> ( > |Fk|2|Gl|2)

m k+I=m k+1=m

< (sup Y IKk, l)|2>Z|Fk|2|Gl|2

k+l=m k,l

sup ) |K<k,l)|2) (DFN) (DGIF). (4.12)
" k !

k+l=m

Letting

1

2
C*=sup< > |K(k,l)|2> , (4.13)

k+l=m
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we see from (4.12) that
C*||f||H1+U||g||H%~ (4.14)

The proof is completed by showing that C is finite, which is an easy exercise. The
main point is that for large m and k 4+ [ = m one has to use the cancellation in
Mk +1) — M(l) when k is small relative to /. 0O

Let us now assume that on a time interval [0, 7] we have a solution of (4.2)
with initial condition ng satisfying (4.1) such that

Iy, £Te ™ and ||Mn@)||,2 £T, t€l0,T], (4.15)

where I" is a definite constant. Then for « slightly below % we have, based on the
equation and Lemma 4.1,

% Sl||MTI(I)||2 = _/5128 (M[3,n]) Mn do < 8'|’7(t)||H<’/ZO||M’7(t)||iz
< e (Mg oI, + il ) 1Mn@12, 10
S eTe P My @)1,
Using ||Mn(0)||;2 < 1| and the Gronwall inequality, we see that
M) 2 < e, (4.17)

where c is some fixed constant obtained from the various constants involved in the
inequalities we have used.

4.2. Estimates in Y
Let us set
b(t) =19(0,1) =vp(0,1), w=v—b)U (4.18)
and let us write the non-linear term as
(v, n] = [w, n] + bV, n]. (4.19)

To estimate [w, n] in Y, we estimate separately wny and wgn. For the last term we
clearly have

lwenlly, S llwellzelinlly, = 11Hn — Hn(O)Usl|lInlly,
1—
S (IHnllze + [HnO)D [Inlly, < (IIUIIH%“IIUII'Zz + ||n||Y0> 1711y,

S (||Mn||;;“||n||iz +Inll2 + ||n||y0) 111,
S IMI Il + 1l 1, (4.20)
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for an « slightly below % . To estimate wng, we note that from the proof of Lemma 3.6
and the fact that w(0) = w’(0) = 0, it follows that

0 2
lw(®)] S (Sin 5) i7e (4.21)

and therefore

2
3

1
llwnelly, S Hnllvelimellzz < Hnllyylnll; 2 1]l 3

S|

2 4
S IMall3nlly, + 1115, (4.22)

The term b(¢)[U, n] is an indication of a certain “quasi-linearity” of the equation,
and will be handled differently, by a suitable “time renormalization”. We write (4.2)
as follows (keeping the same meaning of b(¢) as above):

Nt + (1 4+eb()U, n+v] — eb()[U, v —bO)U] + e[v — b()U, n] = 0.
(4.23)

Note that in view of (4.21) we have
U, v = b®)Ullly, = LU, willy, < 11nllx,s (4.24)

Assume again that a solution 7 of (4.2) with an initial condition 7 for which
we have (4.2) satisfies (4.15). Then

()] = 1360, )] = [Hn(0, 0| < lnlly, S Te ", (4.25)

where we have used Lemma 3.4. We rewrite the equation (4.23) as

an ~
I A——— ) 4.26
At ebayar L1+ (4.26)
where
eb(t) - 3 ~
= — U, v - b)) U] — ————[v — b()U, n]. 4.27
f 1+8b(t)[ v—b()U] 1+8b(t)[v (OU, n] (4.27)
We define a “renormalized” time variable s by
ds
Fri 14 ¢eb(t), sli=0=0. (4.28)
It is easy to see that
—Bs
T < <oT 120 (4.29)
= e_ﬂ’ = 3 =

We write (4.26) as

ns =Ln+g, (4.30)
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where g is defined by g(s) = f(¢). Collecting the various estimates, we see that

4
gy, S elZe 37 (4.31)

~

From Duhamel’s formula we see that

s
||'7(S)||YO = Coeiﬂs + EgFZ/ Coe*ﬂ(sfs )*%ﬂs ds’
0

= Co(1 + ceT?)e P, (4.32)
Going back to the variable 7, we have

InOly, < T (1 + ceTHCoe . (4.33)

4.3. Proof of Theorem 4.1
Let us set I' = 2Cy and let us choose & > 0 so that
max (e“F , e+ cst)C()) =T (1 +ceTHCy < T,  (4.34)

where we have used that Cy = 1. Let us consider the local solution 7(z) with
n(0) = no. By continuity, the bounds (4.3) will be satisfied on some open time
interval. If the bounds were not satisfied for all time, there would be the first moment
of time 7" when we will have equality in one of the inequalities (4.3). However,
this is not possible due to the choice of ¢ and the bounds (4.17) and (4.33). O

4.4. Proof of Theorem 1.1

Theorem 1.1 follows from Theorem 4.1 by using the changes of variables de-
tailed in the beginning of Section 4. O
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