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ABSTRACT. The process of data mining with differential privacy produces results that are affected
by two types of noise: sampling noise due to data collection and privacy noise that is designed
to prevent the reconstruction of sensitive information. In this paper, we consider the problem
of designing confidence intervals for the parameters of a variety of differentially private machine
learning models. The algorithms can provide confidence intervals that satisfy differential privacy
(as well as the more recently proposed concentrated differential privacy) and can be used with
existing differentially private mechanisms that train models using objective perturbation and output
perturbation.

1. INTRODUCTION

Differential privacy [Dwork et al., 2006b] is now seen as a gold standard for protecting individual
data records while releasing aggregate information such as noisy count queries or parameters of
data mining models. There has been a great deal of focus on answering queries and building models
using differential privacy but much less focus on empirically understanding their uncertainty, for
example, through the length of confidence intervals for parameters or query answers. Uncertainty
estimates are needed by data users to understand how much they can trust a data mining model.

Uncertainty comes from two sources: uncertainty in the data and uncertainty due to privacy
mechanisms. Uncertainty in the data is often referred to as sampling error — the data are a sample
from a larger population (so a different sample could yield different results). Uncertainty due to
privacy mechanisms comes from the fact that any useful algorithm that satisfies differential privacy
must have randomized behavior. Both must be quantified in an uncertainty estimate.

In the setting we consider, a differentially private algorithm has trained a model and released its
parameters. The end user would like to obtain confidence intervals around each parameter. These
confidence intervals themselves must satisfy differential privacy. There has been very little work on
this topic and, to the best of our knowledge, all of it has focused on linear regression [Sheffet, 2017,
Barrientos et al., 2017].

Key words and phrases: Differential Privacy, Objective Perturbation, Output Perturbation, Confidence Intervals.
Supported by NSF grants 1702760 and 1228669.

JB www.journalprivacyconfidentiality.org © Y. Wang, D. Kifer, and J. Lee
DOI:10.29012/jpc.660 Creative Commons (CC BY-NC-ND 4.0)


https://www.journalprivacyconfidentiality.org
https://doi.org/10.29012/jpc.660
https://creativecommons.org/licenses/by-nc-nd/4.0/

2 Y. WANG, D. KIFER, AND J. LEE

On the other hand, differentially private model fitting algorithms such as objective perturbation
[Chaudhuri et al., 2011] and output perturbation [Chaudhuri et al., 2011] can train a variety of
models, such as logistic regression and SVM, and achieve state-of-the-art (or near state-of-the-art)
accuracy on many datasets. However, they do not come with confidence intervals.

In this paper, we propose privacy-preserving algorithms for generating confidence intervals for
differentially private models trained by the techniques of Chaudhuri et al. [2011]. We provide versions
of these algorithms for pure e-differential privacy, as well as the recently introduced concentrated
differential privacy (zCDP) [Bun and Steinke, 2016].

There are three basic steps in our framework. The first is to use either the output or objective
perturbation techniques [Chaudhuri et al., 2011] to provide model parameters. In the case of
objective perturbation, the result satisfies both e-differential privacy as well as %-ZCDP. In the case
of output perturbation, the algorithms for differentially privacy and zCDP (concentrated differential
privacy) are different. In the second step, we use Taylor’s Theorem and the Central Limit Theorem
to approximate the randomness in the model coefficients that is due to both the data and the
privacy mechanisms. This approximation relies on properties of the data and thus necessitates a
third step of estimating them using either differential privacy or zCDP. Thus, the overall privacy
budget must be split into two phases: the budget allocated to getting the model parameters and
the budget allocated to estimating uncertainty in the parameters.

In our experiments, we verify the accuracy of our confidence intervals and observe that under
pure differential privacy, the confidence intervals for models trained with objective perturbation
are shorter than those for models trained with output perturbation. However, under concentrated
differential privacy, the confidence intervals for output perturbation are much smaller.

Note that the goal of this paper is not to introduce new model fitting algorithms. The goal is
to add capabilities for quantifying uncertainty in the model coefficients.

To summarize, our contributions are the following.

e To the best of our knowledge, this is the first paper that provides differentially private confidence
intervals for models other than linear regression and our work is not limited to any specific model
— it works for any model that can be trained using objective perturbation [Chaudhuri et al., 2011].

e The confidence intervals can be made to satisfy different variations of differential privacy, including
pure e-differential privacy [Dwork et al., 2006b], zero-mean concentrated differential privacy (zCDP)
[Bun and Steinke, 2016], and approximate (e, d)-differential privacy [Dwork et al., 2006a].

e We empirically validate our confidence intervals using a variety of public datasets.

e Finally, we provide a small improvement to the original objective perturbation model fitting
technique [Chaudhuri et al., 2011] by improving some of the constants in the algorithm.

We discuss related work in Section 2 and introduce the preliminaries and notation in Section 3.
We derive confidence intervals for models trained with objective perturbation in Section 4. We
derive confidence intervals for models trained with output perturbation in Section 5. We show how
to apply our algorithms to logistic regression and support vector machines in Section 6 and present
experiments in Section 7. We present conclusions and open problems in Section 8.

2. RELATED WORK

Differentially private training of data mining models has been extensively studied, for example, in
Chaudhuri et al. [2011], Friedman and Schuster [2010], Kifer et al. [2012], Yu et al. [2014b], Zhang
et al. [2012], Wu et al. [2015], Bassily et al. [2014], Kasiviswanathan and Jin [2016], Zhang et al.
[2013], Jain and Thakurta [2013], Wang et al. [2017], Zhang et al. [2017], Rubinstein et al. [2009],
Talwar et al. [2014, 2015], Jain and Thakurta [2014], Kasiviswanathan et al. [2017], Ligett et al.
[2017], Wang et al. [2018]. However, such work provides model parameters without any uncertainty



estimates (such as confidence intervals) about the parameters. To the best of our knowledge, the
only exceptions are for linear regression [Sheffet, 2017, Barrientos et al., 2017].

Chaudhuri et al. [2011] studied a general class of models that (without privacy) are trained with
empirical risk minimization. They proposed two general approaches, called objective perturbation
and output perturbation for training such models with differential privacy. Subsequent work increased
the set of models that can be trained [Kifer et al., 2012, Yu et al., 2014b, Zhang et al., 2012, 2013, Wu
et al., 2015]. Kifer et al. [2012] extended the algorithm of Chaudhuri et al. [2011] by removing some
differentiability requirements and allowing constraints in model training. Yu et al. [2014b] solved
the problem of differentially private penalized logistic regression with elastic-net regularization by
extending the objective perturbation technique to any convex penalty function. Zhang et al. [2012]
proposed the functional mechanism, which approximates models by polynomials. Subsequently,
Zhang et al. [2013] proposed a general solution based on genetic algorithms and a novel random
perturbation technique called the enhanced exponential mechanism. Wu et al. [2015] proposed
another output perturbation technique for learning tasks with convex and Lipschitz loss functions
on a bounded domain. They relaxed the condition of differentiable loss functions in Chaudhuri et al.
[2011]. However, we found that when both methods are applicable, the noise added by the output
perturbation technique of Wu et al. [2015] is generally larger than the noise added by the output
perturbation technique of Chaudhuri et al. [2011].

High dimensional regression problems were also studied in Bassily et al. [2014], Kasiviswanathan
and Jin [2016]. Bassily et al. [2014] proposed new algorithms for the private convex ERM problem
when the loss function is only Lipschitz and the domain of the optimization is bounded. They
also proposed separate algorithms when the loss function is also strongly convex. They propose
algorithms for both pure and approximate differential privacy. Kasiviswanathan and Jin [2016]
improved the worst-case risk bounds of Bassily et al. [2014] under differential privacy with access to
full data. Moreover, with access to only the projected data and the projection matrix, they derived
the excess risk bounds for generalized linear loss functions.

There has been some work on quantifying the uncertainty for differentially private models,
mostly in the form of confidence intervals and hypothesis testing.

Differentially private hypothesis testing has been studied in Uhler et al. [2013], Yu et al.
[2014a], Wang et al. [2015], Gaboardi et al. [2016], Rogers and Kifer [2017], Kakizaki et al. [2017],
Cai et al. [2017], Acharya et al. [2017]. Uhler et al. [2013] and Yu et al. [2014a] conducted
differentially private independence testing through y?-tests with output perturbation, and adjusted
the asymptotic distribution used to compute p-values. Using input perturbation, Wang et al. [2015],
and later independently Gaboardi et al. [2016] proposed differentially private hypothesis testing for
independence and goodness of fit. Rogers and Kifer [2017] later proposed new test statistics for
chi-squared testing that are more compatible with privacy noise. Kakizaki et al. [2017] proposed
the unit circle mechanism for independence testing on 2 x 2 tables with known marginal sums. Cai
et al. [2017] studied the sample complexity to conduct differentially private goodness of fit test with
guaranteed type I and II errors. Later work by Acharya et al. [2017] derived the upper and lower
bounds on the sample complexity for goodness of fit and closeness testing under (e, d)-differential
privacy.

Providing diagnostics for differentially private regression analysis was studied in Chen et al.
[2016], where Chen et al. designed differentially private algorithms to construct residual plots for
linear regression and receiver operating characteristics (ROC) curves for logistic regression.

Work on differentially private confidence intervals includes D’Orazio et al. [2015], Sheffet [2017],
Karwa and Vadhan [2017]. D’Orazio et al. [2015] and Karwa and Vadhan [2017] did not study
models, instead they constructed differentially private confidence intervals for a mean [Karwa and
Vadhan, 2017] and the difference of two means [D’Orazio et al., 2015]. In the context of model
coefficients, Sheffet [2017] studied (e, §)-differentially private Ordinary Least Squares Regression
(OLS) and generated confidence intervals for the parameters. Barrientos et al. [2017] used differential
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privacy to quantify the uncertainty of the coefficients of differentially private linear regression models.
They generated differentially private t statistics for each coefficient.

Thus the closest work related to ours is Sheffet [2017] and Barrientos et al. [2017]. While their
work only targets linear regression, our work targets any models that can be trained under the
objective perturbation and output perturbation techniques of Chaudhuri et al. [2011], which include
many models such as logistic regression and SVM, but exclude linear regression.

To obtain confidence intervals, we also need to privately estimate second order matrices from
the data. Perturbing second order matrices for data are common in privacy-preserving principal
component analysis (PCA). Chaudhuri et al. proposed to perturb the second order matrices with
the exponential mechanism to achieve differential privacy in Chaudhuri et al. [2012]. With the
SuLQ framework [Blum et al., 2005], Blum et al. added Gaussian noise to the second moment
matrix and used it in the PCA to protect a notion of (e, d, T')-Privacy. Jiang et al. [2016] studied
the problem of publishing differentially private second order matrices by adding proper Laplace or
Wishart noise. Dwork et al. worked on projecting the second moment matrix of data into the low
dimensional space using the notion of approximate differential privacy in Dwork et al. [2014]. Later
in Sheffet [2015], Sheffet also discussed three techniques to get the second moment matrix while
preserving the approximate differential privacy, with the matrices being positive-definite.

Due to the structure of the matrices needed by our techniques, a spherical version of the Laplace
Mechanism, introduced in the objective perturbation method [Chaudhuri et al., 2011] to achieve
differential privacy, or the Gaussian Mechanism [Bun and Steinke, 2016] to achieve zero-mean
concentrated differential privacy [Bun and Steinke, 2016], are most appropriate.

3. PRELIMINARIES AND NOTATION

In this section, we introduce notation used in the paper and then review the background of differential
privacy and its variants, empirical risk minimization, and its applications to logistic regression and
support vector machines.

Let D = {(Z1,y1),- .., (Zn,yn)} be a set of n records. Each record ¢ has a d-dimensional vector
Z; of real numbers known as a feature vector and each y; € {—1,1} is called the target. Following
Chaudhuri et al. [2011], we require that each record is normalized so that ||Z;||2 = 1.

3.1. Differential Privacy.

Definition 1. (Differential Privacy [Dwork et al., 20060]). Given an € >0 and § > 0, a randomized
mechanism M satisfies (e, d)-differential privacy if for all pairs of databases D, D" differing on the
value of a record, and all V C range(M),

Pr(M(D) e V) <ef Pr(M(D') e V) +6.
When 6 = 0, we refer to it as both e-differential privacy and pure differential privacy. When
d > 0, we refer to it as both (e, §)-differential privacy and approximate differential privacy. Another

relaxation of differential privacy is known as zero-mean concentrated differential privacy, or p-zCDP
for short. It relies on the concept of a-Rényi Divergence, which is defined as follows.

Definition 2. (Rényi Divergence [Rényi, 1961]). Let P and @ be probability distributions defined
on the domain Q, then for a € (1,00), the a-Rényi Divergence between P and Q is defined as

Du(PIQ) = 2 1ox ([ PlQ ) az).




Definition 3. (Zero-Concentrated Differential Privacy (2CDP) [Bun and Steinke, 2016]). A
randomized mechanism M satisfies p-zero-concentrated differential privacy (i.e., p-zCDP) if for all
pairs of databases D and D' that differ on the value of a single record and all o € (1,00),

Da(M(D)|M(D')) < pa,
where Do (M(D)||M(D')) is the a-Rényi divergence between the distribution of M(D) and M(D').

p-zCDP is weaker than pure differential privacy and stronger than approximate differential
privacy. The following results make the relations between them precise.

Proposition 1. [Bun and Steinke, 2016]. If M satisfies e-differential privacy, then M satisfies
(€2/2)-2CDP.

Proposition 2. [Bun and Steinke, 2016]. If M satisfies p-zCDP then it satisfies (p+2+/plog(1/6),9)-
differential privacy.

Thus, we only focus on pure differential privacy and p-zCDP in this paper. All p-zCDP
algorithms can be converted into algorithms for approximate differential privacy using Proposition
2.

The algorithms studied in this paper rely on the concept of Lo sensitivity:

Definition 4. (Ly-Sensitivity [Chaudhuri et al., 2011, Bun and Steinke, 2016]). The La-sensitivity
for a (scalar- or vector-valued) function f is

A = D) - f(D
2(f) = max[|f(D) = F(D)ll2
for all pairs of databases D, D" € domain(f) differing on the value of at most one entry.

For example, the Lo sensitivity is used to set the variance of the Gaussian Mechanism for
p-zCDP.

Proposition 3. (Gaussian Mechanism [Bun and Steinke, 2016]). Let f be a vector-valued function
(whose output is a vector of dimension d) with Lo sensitivity Ao(f). Let o = Aao(f)/+/2p. The
Gaussian Mechanism, which outputs f(D) + N(0,021y), satisfies p-zCDP.

Both differential privacy and p-zCDP are invariant under post-processing [Dwork et al., 2006b,
Bun and Steinke, 2016]. That is, if a mechanism M satisfies e-differential privacy (resp., p-zCDP),
and if A is any algorithm whose input is the output of M, then the composite algorithm, which
first runs M on the input data and then runs A on the result satisfies e-differential privacy (resp.,
p-zCDP).

Another useful property of these definitions is composition, which allows the privacy parameter
of a complicated algorithm be derived from the privacy parameters of its sub-components.

Proposition 4. (Composition [Dwork et al., 2006b, Bun and Steinke, 2016]). Let M be a ran-
domized mechanism that satisfies e-differential privacy (resp., p-2CDP) and M’ be a randomized
mechanism that satisfies € -differential privacy (resp., p'-2CDP). Then the composite algorithm
M* that, on input D outputs the tuple (M(D), M'(D)) satisfies (e + €')-differential privacy (resp.,
(p+p')-2CDP).

3.2. Empirical Risk Minimization. Empirical risk minimization is a common way of training
machine learning models. There is an assumption that the dataset D = {(Z1,v1),..., (Zn,yn)}
is independently sampled from some unknown distribution Fy. In this setting, the model has a
parameter vector # and a prediction function g. Its prediction for y is g(Z, ).
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To train the model, in the setting assumed by Chaudhuri et al. [2011], one specifies a loss
function in the form of f(Z,y,0) = f(y87 - ¥), and finds the § that minimizes the empirical risk:

n

A 1
0 = argmin — z;, vy, 0) + ¢/ 03] . 3.1
g@ n;[f(zyi )+H ”2] ( )
To satisfy differential privacy, Chaudhuri et al. [2011], proposed the objective perturbation
technique to add noise to the objective function and then produce minimizer of the perturbed
objective:
n

1
. . . To| — —pT
arg min Jn(0,D) = arg min {LH(O,D) ﬁ 9] arg mln ( E (%, 9i,0) + ||0]]5 ] nﬁ 9) ,

where [ is a zero-mean random variable with density

1
V(,B) — ,6*’}’”5“2’ (3'2)
U
where v is the normalizing constant, and -y depends on the privacy budget and the Ls-sensitivity of

L,().
Their proof of privacy depends on the concept of strong convexity:

Definition 5. (Strong-Convezity). A function f(6) over § € R? is said to be \-strongly convex if
for all a € (0,1), 6 and n,

flab+ (1 —a)n) <af()+(1—a)f(n) - %Aa(l —a)llo —nll3.

3.3. Logistic Regression and SVM. In the paper, we will work with the applications of logistic
regression and support vector machines (SVM)!. In logistic regression, the goal is to predict
P(y =1 | %) and this is done by modeling P(y =1 | &) = S(0 - &), where S is the sigmoid function:
1
S(2) = _ew(z)
l+exp(—z) 14exp(z)
Logistic regression is trained in the ERM framework using the loss function

In support vector machines, the prediction for y is 1 if # - Z > 0 and is —1 otherwise. To train it
in the ERM framework, we will use the Huberized hinge Loss [Chapelle, 2007], defined as follows:

0 ifz>14+h
Sruver(Z,y,0) =< (1 +h—2)? if[1—2|<h
1-=2 ifz<1—h,

where z = yf - # and where h is a fixed constant [Chapelle, 2007].

4. CONFIDENCE INTERVALS FOR OBJECTIVE PERTURBATION

In this section, we show how to obtain confidence intervals for models trained by objective pertur-
bation [Chaudhuri et al., 2011]. For completeness, we present a slightly improved version of the
algorithm in Section 4.1 and then derive the confidence interval algorithm in Sections 4.2, 4.3, and
4.4,

1We use these two applications as examples, but our algorithms are not restricted to them.



4.1. Objective Perturbation. The objective perturbation algorithm modifies the ERM framework
by randomly drawing a noise vector § from a spherical analogue of the Laplace distribution (see

n
Equation 3.2). Then, instead of minimizing the original ERM objective L S~ [£(&, y;,0) + c[|0][3].
i=1

it modifies it by adding %6T9 and then minimizes it with respect to 6. The version of the techniques
shown in Algorithm 1 slightly differs from the original [Chaudhuri et al., 2011] in the first line,
allowing it to use less noise.

Algorithm 1: Objective Perturbation
input :Data D = {(&;,y;)}_,, privacy budget e, loss function f with |f”(-)] <'t,
coefficient ¢ with ¢ >
1€+ e—log(1+5-)
2 Sample a d-dimensional vector 8 with density from Equation 3.2 with v = €’/2

3 § < argming (71Z i [f(&i,y:,0) + cl|0]15] + 71ﬂ8T9>

=1

_t
2n(e—1)

4 Output 6

Theorem 1 . If the loss function f(-) is convex and doubly differentiable, with |f'(-)] < 1 and
|17 ()] < t, then Algorithm 1 satisfies e-differential privacy whenever all the feature vectors T; have
||l < 1.

The proof of Theorem 1 is in Appendix A.1.
In order to achieve p-zCDP, we use Proposition 1 to conclude that the algorithm satisfies
62

5—ZCDP.

4.2. Confidence Intervals. In this section, we describe one of our main contributions — the con-

n
struction of confidence intervals for objective perturbation. Set J,(0) = L > [f(Zi,y:,0) + c||6][3] +
i=1
1 AT
=B0. i
Let 6 be the privacy preserving parameters output by the objective perturbation algorithm. Let
o be the non-private solution we would get if we had infinite data (i.e. the true parameter vector of
the distribution from which data is sampled). Since the noise in Algorithm 1 is divided by n, then
0y is also the privacy-preserving solution one would obtain with infinite data and E[V.J, (69, D)] = 0,
where the expectation is taken over the data and 3 (note that § has 0 mean).

Expanding the Taylor series of V.J,, around 6 and noting that the gradient of J, at 6 is 0 by
construction (since ¢ minimizes .J,,), we have

VJu(0) = VI (0) + H[Ju(0))(0 — 6) = H[J,(0)](0 — ),

where H[.J,,(6)] is the Hessian (matrix of second derivatives) of .J,, evaluated at 6.
Now, VJ,(6y) is equal to % B plus the average n terms — one for each ;. This means that by

the Central Limit Theorem, \/nV.J,(6y) can be approximated by the sum of %ﬂ and N(0,%),
where N(0,Y) is a zero-mean Gaussian with covariance matrix:

T=F [(v(f@,y,eo) +cllboll) ) (v (£ v.00) + c||eo||%))T] .

If the Hessian and covariance matrices were known, we could combine the two approximations
for VJ,(0y) as follows. Let G be a random variable with distribution N(0,%). Let @ be an
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independent random variable having the same distribution as G + 3/4/n. Then we can approximate
the distribution of v/nH|[.J,(0)](6y — 0) with the distribution of Q.
However, since the Hessian and the covariance matrix are unknown, we will need to obtain
prlvacy preserving estimates H and ¥. Now let G be a random variable having distribution
N(0,%) and let Q be an independent random variable having the same distribution as G+ B/ V.
Substituting in G for G and H for H, we now approxmlate the distribution of \/nH[J,(0)](6o — 0)
with the distribution of Q. Multiplying by H !, we get the following approximation:

Distribution of fy — # ~ Distribution of H[J,(8)] *Q/v/n. (4.1)

We note that the right hand side of Equation 4.1 is easy to sample from. We next discuss how to
estimate the Hessian and covariance matrix and use them with Equation 4.1 to produce confidence
intervals for each component of 6.

4.3. Computations of the Hessian and Covariance Matrix. If privacy was not a concern,
the Hessian would be computed as:

1 n
and the covariance matrix > would be estimated as:
T
% =F [<V<f(f,y,00) +clloold) ) (V(£(@ 9. 00) + clibol 3)) }

=E [(V£(Z,9,00) +2¢00) (V (7. y,00) + 2¢00)"
=E{V(f(Zy,00))[Vf(Z y,00)]" } + 2¢E[V f(Z,y,00)]0f + 2c0E[V f(Z,y,00)]" + 4c*000]
=E {V(f(,y.00)[Vf(Z,y,00)]"} — 4c*606]

1 & - . .
~ > OV F(E i, 0)[V £ (F i, 0)] — 4¢2007, (4.3)
=1

where the second-to-last step is obtained from the fact that E[V.J,,(fp)] = 0 from which it follows
that E[Vf(Z,y,00)] + 2c8y = 0.

However, since privacy is indeed a concern, we need to obtain estimates of the Hessian and
covariance matrix using either e-differential privacy or p-zCDP. The same algorithm works for both
matrices and is shown in Algorithm 2.

The algorithm takes the matrix M, which is either the Hessian (computed as in Equation 4.2)
or the covariance matrix (computed as in Equation 4.3). It also takes the Lo sensitivity of these
matrices (we show how to compute the sensitivities for logistic regression and SVM in Section 6). It
uses the Lo sensitivity to determine the variance of the noise that must be added. The distribution
of this noise depends on whether we want to use pure differential privacy or zCDP.

These resulting noisy matrices might not be symmetric positive-semidefinite (even though the
Hessian and covariance matrices must have those properties). Thus we add a postprocessing step to
make the matrix symmetric and have all eigenvalues at least 2c.

Lemma 1. Algorithm 2 satisfies ¢-differential privacy and ¢-zCDP.
The proof of Lemma 1 is in Appendix A.2.



Algorithm 2: Private Symmetric Positive Definite Matrix (PrivSPDMat)

input :Matrix M € Ryyq, Lo sensitivity Sens(M), privacy budget ¢, parameter ¢
if Requiring e-differential privacy with € = ¢ then

[uny

2 ‘ Sample a d?-dimensional vector 1 with density from Equation 3.2 with v = Se%klw)
3 else
// for p-zCDP with p=¢
4 Sample a noise vector n from N (6, Se%gw)zld)
5 end
6 Reshape 7 to a d X d matrix mat (n)
7 M < M + mat (n)
s N (VT + 31T) /2
9 Let V diag (A) = MV be the eigen-decomposition for M

// columns of V are orthonormal eigenvectors
10 for ¢ <— 1 to d do
11 | Afi] « max (Afd], 2c)
12 end
13 M « V diag (A)V7
14 Output M

4.4. Putting It All Together: Confidence Intervals Generation. The overall algorithm is
shown in Algorithm 3. It first splits the privacy budget into 3 pieces ¢1, ¢2, 3. Using privacy budget
@1, it runs the objective perturbation algorithm to provide privacy-preserving model parameters 0.
Privacy budget ¢s is used to provide a privacy-preserving estimate of the Hessian H and privacy
budget ¢3 is used to provide a privacy preserving estimate of the covariance matrix . Once
these quantities are obtained, it can use Equation 4.1. This equation says that the distribution of
0o — 0 can be approximated by sampling G from N (O E) 8 from Equation 3.2, computing Q from
G+ B/\/ﬁ and then plugging Q into Equation 4.1. By obtaining many such samples z1,..., 2z,
where each z; is a d-dimensional vector (because y and § are d-dimensional), for each dimension j
we take an interval (a;, b;) that covers 1 — a (e.g., 95%) of the z;[j]. Then the estimated confidence
interval for 6y[j] is (é[]] +aj, 0 [7] 4+ b;). Note that this sampling step is strict postprocessing — never
accesses the original data and it only uses privacy preserving estimates from the previous steps.

Theorem 2 . Under the conditions of Theorem 1, Algorithm 3 satisfies (¢1 + ¢2 + ¢3)-differential
privacy and (¢2/2 + ¢ + ¢3)-2CDP.

The proof of Theorem 2 is in Appendix A.3.

5. CONFIDENCE INTERVALS FOR OUTPUT PERTURBATION

In this section, we provide confidence intervals for model parameters learned with output perturbation
rather than objective perturbation. Again, we will have algorithms for both differential privacy and
zCDP. We will follow similar steps as Section 4 to obtain the intervals.

5.1. Output Perturbation. We first review the output perturbation method of Chaudhuri et al.
[2011]. Then we will explain how to obtain confidence intervals for the resulting parameters in
Section 5.2 (recall that they must account for noise due to the data being a sample as well as noise
due to privacy).
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Algorithm 3: Private (1 — «)-Confidence Intervals for 6y trained with Objective Perturbation

input :Data D = {(Z;,y;)}~, privacy budgets ¢1, ¢2 and ¢3, parameters c, t, f used
by objective perturbation (Algorithm 1), the number of postprocessing samples
m to generate, confidence level «

1 6 < ObjPerturb(D, ¢1, t, ¢) // calling Algorithm 1

2 ¢ + ¢ in Algorithm 1

8 H[Jo(0)] < 130 H[f(,y3,0)] + 2cI

4 H[J,(0)] < PrivSPDMat(H|[J,,(0)], Sens(H[J.(9)]), ¢2, ¢) // calling Algorithm 2
5 5 L300 V(@i 0)[V (i, yi,0)]" — 4¢2007

6 %« PrivSPDMat(X, Sens(X), ¢3, c)

7 Generate m i.i.d. samples G; (i = 1,...,m) from N(0,%)

8 Generate m i.i.d samples 3; (i = 1,...,m) with density from Equation 3.2 with

~v = €'/2 (same v parameter as used in Algorithm 1)
9 for ¢ <1 to m do
10 | Qi+ Gi+Bi/vn
11 00 «— 6+ H[J,(0)]'Q:/v/n

12 end

13 for j < 1 to d do

14 ‘ (0151, 0r[5]) < (1 — a)-confidence interval for M [j], ..., 00™)[;]
15 end

16 Output 0;, 0r

In output perturbation, the first step is to compute the non-private parameters 0:

A R N
0 = argmin — > (& i, 0) + cll6]l3] (5.1)
=1

and then add noise to them [Chaudhuri et al., 2011]. The Ly sensitivity of 0 is 1/(n¢) [Chaudhuri

et al., 2011] and so for e-differential privacy, they release 6+ B, where 8 has the distribution from
Equation 3.2 with parameter v = nce. To obtain p-zCDP one uses the Gaussian Mechanism instead,

and samples 8 from the multivariate normal distribution N (6, Wld) Algorithm 4 summarizes

their output perturbation technique.

Algorithm 4: Output Perturbation (ERMOutput)

input :Data D = {(Z;,y;)}~, privacy budget ¢, regularization coefficient c.
0 argming L Y0, [F(5,9:.0) + cl|0]3]
if Requiring e-differential privacy with ¢ = ¢ then
‘ Sample a noise vector [ with density from Equation 3.2 with v = nc¢
else
// for p-zCDP with p=¢

BW N =

5 Sample a noise vector § ~ N <6, Wh)
6 end

70« 0+p

Output 6

(0]
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Theorem 3 . ([Chaudhuri et al., 2011]) If the loss function f(-) is convex and differentiable with
|/ ()| <1, then Algorithm / satisfies ¢-differential privacy and ¢-zCDP.

5.2. Confidence Intervals. Now we discuss our main contribution in this section, obtaining
confidence intervals for the parameters returned by output perturbation. Recall 6y is the infinite
sample minimizer to Ly (0) = 1 3" | [f(Z, v:,0) + c[|0]]3] (i.e. when n — oo) while 0 is the finite
sample minimizer and 6 is the privacy preserving output of Algorithm 4 that we get by using privacy
budget ¢1, i.e. 9—0+B

We apply Taylor s theorem around 6 to VL, (0o):

VLn(00) ~ VLn(6) + H[Ln(8)](60 — 6) = H[Ln(6)](60 — ),

where H|[L,(f)] is the Hessian of L, evaluated at 6.

As in Section 4.2, by the Central Limit Theorem, /nV L, (6p) approximately follows a Gaussian
distribution N(0,X). Moreover, the formulas for the Hessian H[Ly(-)] (which is equal to H[J,,(-)])
and the covariance matrix 3 are the same as Equations 4.2 and 4.3, respectively, from Section 4.2.

Let G be a random variable with distribution N (6, Y)). Then we can approximate the distribution
of /nH[L,(0)](0y — ) with the distribution of G.

Again, since the Hessian and the covariance matrix are unknown, we will need to obtain
privacy preserving estimates H and ¥. Now let G be a random variable having distribution
N (0, ~) Substituting in G for G and H[L,(0)] for H[L,(0)], we now approximate the distribution
of \/nH|[Ly,(0)](0o — 0) with the distribution of G. That is,

Distribution of /nH[L,(0)][fo — (§ — B)] ~ Distribution of G.

Multiplying by H~' on both sides, and let Q be a random variable having the same distribution
as H[L,(0)]'G/+/n — B, we get the following approximation:

Distribution of 8y — # ~ Distribution of Q. (5.2)

We note that the right hand side of Equation 5.2 is easy to sample from. This equation also says
that the difference between 6y and the privacy preserving estimate is approximately the same as the
distribution on the right hand side, which only depends on privacy preserving quantities (and not
the original data).

For differentially private confidence intervals, as before, we sample many times from the
distribution of Q from the right hand side of Equation 5.2 to obtain approximate samples z1, . . . , Zm
from the distribution of §y — 0. For each j, we find an interval (a;, b;) that contains (1 — a) of the
zl[ ]. Since 0 is a privacy preserving estimate, our privacy preserving confidence interval for Ool7] is
(603] + az. 6131 + by).

On the other hand, if we use Gaussian noise in Algorithm 4, the algorithm for computing
confidence intervals becomes much more efficient. In this case @ is the multivariate Gaussian
N(0,U) where

1 1 1577 N
= S AL O] S AL

and ¢ is the privacy budget used in Algorithm 4 to perturb §. Therefore we could compute the
confidence intervals for 6y directly instead of doing Monte Carlo sampling. For each j, we directly
compute the confidence interval for 0y[j] as

{é[j] — 2a/2V/Uj 0[] + ZQ/Q\/@} ’
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where 2,9 is the (1 — a/2)-quantile of the standard normal distribution. The complete algorithm is

shown in Algorithm 5. Note that once we have privacy preserving estimates of 8, H, and ¥ using
privacy budgets ¢1, ¢2, @3, respectively, everything else is post-processing and thus does not affect
the privacy cost.

Algorithm 5: Private (1 — «)-Confidence Intervals for 6y trained with Output Perturbation

input :Data D = {(Z;,y;)}},, privacy budgets ¢1, ¢2 and ¢s,
5 regularization coefficient ¢, the number of samples m, confidence level a.
6 < ERMOutput(D, ¢1, ¢) // Calling Algorithm 4

H(Ln(0)] = 5 321y HIf (5,5, 0)] + 2l
HI[L, ()] + PrivSPDMat(H|[L, ()], Sens(H[L,(0)]), ¢2, ¢) // calling Algorithm 2
Y % Z?:l vf(flv Yi, é) [vf(flv Yi, é)]T - 46259~T
> < PrivSPDMat (%, Sens(X), ¢3, c)
if Requiring pure-differential privacy then
Cenerate m ii.d. samples G; (i =1,...,m) from N(0,%)
Generate m i.i.d samples f; (i = 1,...,m) with density from Equation 3.2
with v = ncgy
9 for i <1 to m do
10 Qi « H[Ln(0))7'Gi/v/n — B;
11 00 0+ Q;
12 end
13 for j <+ 1 to ddo
14 ‘ (015], 0r[j]) « (1 — a)-confidence interval for M [4], ... 8™)[4]
15 end
16 else
// for zCDP
17 Zaj2 < (1 — a/2)-quantile of standard normal
18 | U= gty + L HILa(0)) ' SH[Ln(9)] !
19 for j < 1toddo
20 OL1j] < O3] — 2a/2/Usj
21 Orlj] < Olj] + 2a/2/Ujj

22 end

® N O oA W N

23 end
24 Qutput 0z, 0r

Theorem 4 . Under the same conditions as Theorem 3, Algorithm 5 satisfies (¢1 + ¢2 + ¢3)-
differential privacy and (¢1 + ¢2 + ¢3)-2CDP.

The proof of Theorem 4 is in Appendix A.4.

6. APPLICATIONS TO LOGISTIC REGRESSION AND SVM

We now apply our confidence interval algorithms to logistic regression and support vector machines.
Both models can be learned by objective and output perturbation [Chaudhuri et al., 2011]. In order
to apply our confidence interval algorithms, we need to compute the Lo sensitivity of the Hessian
and covariance matrices, as those quantities are needed to calibrate the amount of perturbation
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of those matrices that we need to protect privacy (Algorithm 2). Again, we will assume that the
feature vector = has ||z||]2 < 1 and the label y € {—1, 1}.
For logistic regression, the gradient and Hessian are well known:
Vo' D) = —yS(—yo" 7),
H[f(y6" 7)) = S(~y8" ) S (0" B)7a"
where S is the sigmoid function. It is also well known that the loss function is convex and doubly

differentiable with |f/(z)| <1 and |f"(z)| < 1/4.
For SVM, it is well-known that the piecewise gradient and Hessian for the Huber loss fruper (y07 )

are: .
0 if y0T# > 14 h
V fruber (W0  T) = L (y0T7 — 1 —h)T if 1 —y0TF <h
—yT if T2 <1 — h,
and )
. L2El if |1 - yo'T| < h
H[fHuber(yeTx)] ={2 | y | o
Odxd otherwise.
Huber loss is convex and differentiable, and piecewise doubly-differentiable, with |f};,;..(2)] <1
and | ffuper ()| < 57 [Chaudhuri et al., 2011]. Even though the second derivative does not exist

at a few isolated points, Chaudhuri et al. [2011] proved that objective and output perturbation
algorithms for SVM still preserve privacy.

We now derive the Ly sensitivity for the Hessian and the covariance matrix for logistic regression
and SVM.

Lemma 2. The Lo-sensitivity of the covariance matriz 2 (defined in Equation 4.3) for logistic
regression is at most 25(||0o||2)?/n.

The proof of Lemma 2 is in Appendix A.5.

Lemma 3. The Ly-sensitivity of the Hessian H[J, ()] (defined in Equation 4.2) for logistic
regression is at most 1/(2n).

The proof of Lemma 3 is in Appendix A.6.

Lemma 4. The Lo-sensitivity of the covariance matriz ¥ (defined in Equation 4.3) for SVM is at
most 2/n.

The proof of Lemma 4 is in Appendix A.7.

Lemma 5. The Ly-sensitivity of the Hessian H[J,(0)] (defined in Equation 4.2) for SVM is at
most 1/(nh).

The proof of Lemma 5 is in Appendix A.8.

7. EXPERIMENTS

To test the differentially private confidence interval algorithms, we run comprehensive experiments
on several real datasets, which are described in Section 7.1. We discuss evaluation metrics in
Section 7.2.

The experiments are then organized as follows. The algorithms have to allocate portions of the
privacy budget across several sub-tasks — obtaining the differentially private coefficients, estimating
the covariance matrix, and estimating the Hessian. Thus, we first experiment with the allocation
of the privacy budget across sub-tasks in Section 7.3. We empirically find the split of the privacy
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budget for the three parts such that the private confidence intervals are short in length. We then
use the chosen split throughout the rest of the experiments.

In Section 7.4, we present results about the sample size needed to achieve a desired coverage
percentage from the differentially private confidence intervals. We also present the corresponding
interval lengths (coverage and length must be considered together, since a confidence interval with
100% coverage but near-infinite length is of no use). Then in Section 7.5, we compare the empirical
sample complexity of private and non-private confidence intervals. More precisely, given a sample
size n/, we map it to n such that the length of the non-private confidence intervals computed using
n/ data points is equivalent to that of the differentially private confidence intervals computed using
n data points.

In Section 7.6, we empirically study how far our intervals are from optimality. The length of our
confidence intervals depends on four factors: (A) the randomness in the data, (B) the randomness
in the private regression algorithms, (C) the randomness and estimation error of the Hessian and
covariance matrix, (D) the approximation error from our derivation. Combining real datasets with
simulations, we measure the variability of the regression coefficients that is due to points (A) and
(B). We call those intervals Variability Intervals (see Section 7.2 for more information) and they can
be interpreted as the true variability of private regression algorithms. Hence they are a lower bound
on any possible differentially private confidence interval length — this is not necessarily a tight lower
bound, as variability intervals are not differentially private themselves. By comparing confidence
intervals to variability intervals, we are isolating the overhead due to our approach — the loss due to
points (C) and (D) in Section 7.6. In Section 7.7, we study the relationship between length of the
private confidence intervals and other parameters. The run time of our algorithms is reported in
Section 7.8.

Sections 7.3 through 7.7 contain a representative sample of the experiments (as many results
are qualitatively similar). For complete experimental results, see Supplemental Appendix B.

7.1. Datasets. We run experiments on several real datasets: Adult and KDDCUP99 data sets
from Lichman [2013], the Banking data set [Moro et al., 2014], the IPUMS-US [ipu, 2017b] dataset
and the IPUMS-BR [ipu, 2017a] dataset. Adult [Lichman, 2013] is a dataset extracted from the
1994 Census database and contains 30,162 records on demographic information. A common task
based on it is predicting whether annual income exceeds $50K. KDDCUP99 [Lichman, 2013] is the
dataset used for the Third International Knowledge Discovery and Data Mining Tools Competition
which contains 4,898,431 records. It contains network traffic data simulated in a military network
environment and the goal is to distinguish network attacks. Banking [Moro et al., 2014] contains
45,211 records on the direct marketing phone calls of a Portuguese banking institution, and is used
for predicting whether the client will subscribe a term deposit. US [ipu, 2017b] and BR [ipu, 2017a]
are from IPUMS that provides census and survey data from around the world integrated across time
and space. Users can freely choose the data samples and the variables to be used to create data
extracts. In the paper, we use the versions from Zhang et al. [2013] where US has 39,928 records
and BR has 38,000 records. The targets for both of them are predicting whether personal income
exceeds some thresholds.

All the datasets contain both numerical and categorical attributes. As was done in Chaudhuri
et al. [2011], Zhang et al. [2013], following common practice for regression problems, we binarize
each categorical attribute so that an attribute with cardinality k becomes k binary attributes.
Following Chaudhuri et al. [2011], Zhang et al. [2013], we then standardize each attribute so its
maximum attribute value becomes 1. As for the target column, it is mapped to either -1 or 1. After
pre-processing, the dimensionality of each dataset is given in Table 1. To experiment with the
sample size and dimensionality, we may extract sub-datasets from those datasets by first randomly
permuting the dataset and then taking the first ny samples and/or the first d; features from it. We
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Table 1: Real Datasets Summary

Dataset n d (after binarizing categorical attributes)
Adult 30,162 37
KDDCUP99 | 4,898,431 90
Banking 45,211 34
IPUMS-US | 39,928 57
IPUMS-BR | 38,000 53

also add a column of ones as the constant feature to each dataset, and normalize each record so
that it lies in the unit Lo ball. The dimensionality d reported with the experimental results is the
one before adding the constant feature.

7.2. Measures and Methodology. The quality of confidence intervals is evaluated using two
complementary measures, coverage percentage and length. Coverage percentage is the fraction of
times they cover the true parameters, so a putative 95% confidence interval should cover the true
parameter at least 95% of the time. However, an infinitely long confidence interval can also cover the
true parameter at least 95% of the time, so we must also evaluate how short the confidence intervals
are. We next explain how we measure coverage and then we introduce a non-private baseline called
the variability interval, which is a lower bound on any differentially private confidence interval (that
is, no differentially private confidence interval can be shorter than the variability interval).

Coverage percentage. For each dataset D, we treat its empirical distribution as the true
distribution and the non-private model parameters learned on the data as 6y. To simulate the effects
of sampling, we create multiple “sampled” datasets D1, ..., Dy by sampling with replacement from
the original dataset D. Each such dataset D; is called a bootstrap replicate. To estimate coverage, for
each D; we use our algorithm to compute the privacy-preserving confidence interval (9(;) [7], Qg) []])
for each coordinate j of §y. The coverage percentage for a parameter 0y[j] is then the fraction of the
privacy-preserving confidence intervals that contain 6y[j]. The overall coverage is then the average
coverage over all parameters:

k d’ . ;
2i=1 2251 Lo <0120

kd’ ’
where 1 is the indicator function and d’ is the dimensionality of 6 after adding the constant feature.

Variability Intervals VI. The variability interval is a non-private baseline that directly measures
the actual variation in parameter estimate due to sampling noise and due to the algorithm that
estimates the parameters (e.g., output perturbation or objective perturbation). This is possible to
obtain in controlled experiments. On the other hand, confidence intervals are an estimate (not a
direct measurement) of this variability. We obtain variability intervals as follows:

For each dataset D, we treat its empirical distribution as the true distribution and the non-
private model parameters learned on the data as 6y. To simulate the effects of sampling, we create
multiple “sampled” datasets Di,...,D,, by sampling with replacement from the original dataset
D. Each such dataset D; is called a bootstrap replicate and there are m = 10,000 of them. This
simulates variability due to sampling. On each D; we run the privacy-preserving ERM algorithm
(either output or objective perturbation) to get the estimate 6. The variability in these §(®) is
thus solely due to sampling and privacy noise used to create the parameter estimates (with privacy
budget ¢1) — in other words, it is not affected by the ¢9 and ¢3 that are used in our confidence
interval algorithms.

For 1 < j < d', let 0[] and 6g[j] be the a/2-quantile and (1 — a/2)-quantile of 6 [j],-- -,
6(™)[], respectively. Then the 1 — o variability interval for coordinate j is (67[4], Or[j])-
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Note that the variability intervals are the true quantiles of our simulation. Any valid 1 — «
differentially private confidence interval must therefore be at least as long as the 1 — a variability
interval and so the quality of a confidence interval is measured as how long it is compared to the
variability interval. In experiments we plot average length of confidence intervals vs. average length
of variability intervals.

Throughout our experiments, we use o = 0.05, m = 10,000 (recall m is also the number of post-
processing samples used in Algorithms 3 and 5 to estimate confidence intervals). For simplicity, in the
figure legends, we use DP for differential privacy, zCDP for zero-concentrated differential privacy,
CI for confidence interval, VI for variability interval, obj for ERM with objective perturbation,
output for ERM with output perturbation, LR for logistic regression and SVM for support vector
machines.

In our experimental results, we report the privacy parameters e for differential privacy and p
for zCDP. To compare differentially private and zCDP algorithms on the same plot, we set p = %
This is the closest possible apples-to-apples comparison, as any algorithm satisfying e-differential

privacy satisfies p = % zCDP [Bun and Steinke, 2016].

7.3. Allocation for the Privacy Budget. Algorithms 3 and 5 each take three privacy budgets
¢1, ¢2 and ¢3 as parameters, used to compute the coefficients, Hessian, and covariance matrix,
respectively. In this section, we empirically study the allocation for the three parameters given
the total privacy budget. For each method, we experiment with various allocations under different
settings and select the one that produces the shortest private confidence intervals with at least 95%
coverage.

In the first group of experiments (Section 7.3.1), we test how much of the total privacy budget
should be allocated to ¢1, which is used by the ERM algorithms for parameter estimation. While
varying the percentage of total privacy budget allocated to ¢1, we split the remainder equally between
¢2 and ¢3. For each setting, we use k = 100,000 bootstrap replicates to compute the coverage
percentage and length of the privacy-preserving confidence intervals. For pure e-differentially private
algorithms, we vary the proportion of the total privacy budget assigned to ¢; from 0.3 to 0.9. For
p-zCDP algorithms, we vary the proportion of the budget allocated to ¢; from 0.1 to 0.98.

Once we settle on an allocation for ¢, we experiment (in Section 7.3.2) with how to divide the
remaining privacy budget between ¢ and ¢3 . We again use k = 100,000 bootstrap replicates to
compute the coverage percentage and length of the privacy-preserving confidence intervals.

Ideally, we would find some allocation for the three budgets that consistently works well no
matter the dataset, the sample size, and the dimensionality. Therefore, for each method, we
experiment under various settings by using different datasets, sample sizes and dimensionality. The
results for logistic regression and SVM are similar, so we show representative results in this section
and the rest in Supplemental Appendix B.1.

7.3.1. Allocation for ¢1. We first consider the combination of pure differential privacy and objective
perturbation. Out of a total budget of €, €; out of € is used by objective perturbation to obtain
logistic regression coefficients. The results are shown in Figure 1. It consists of two pairs of plots.
In Figure la, we consider the Adult dataset and dimensionality d = 5. The left part of the figure
shows coverage as a function of €; /e and the right side shows the corresponding confidence interval
length. Figure 1b uses the IPUMS-US dataset with d = 1 (i.e. we consider one feature aside from
the constant feature). As the ratio €;/e increases, coverage percentage also tends to increase in
Figure la. The coverage is greater than 95% for all values of €; /e that we tested in Figure la. In
Figure 1b, we observe that the coverage stays around 95% until €; /€ increases to about 0.8. With
€1/e > 0.8, coverage slightly decreases. We also notice such patterns in other results where d = 1.
On the other hand, the length of the privacy-preserving confidence intervals from the plots shows a
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length of confidence intervals vs. €1 /e for objective perturbation based e-DP confidence
intervals with a total privacy budget of e = 1.0. €2 = €3 = (e — €1)/2, ¢ = 0.001.

parabola shape with first decreasing and then increasing length for increasing values of €;/e. This is
expected behavior — when €1 /€ is small, the coefficients are very noisy, resulting in large intervals.
When ¢ /€ is close to 1, very little budget remains for estimating the intervals hence they become
very noisy and large. In the plots, the confidence interval length is small when €; /e is around

0.65 and at the same time the coverage is at least 95%. Thus we set €; /€ to be 0.65 for objective
perturbation when using pure differential privacy.
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Figure 2: [zCDP, objective perturbation, logistic regression] Coverage percentage and av-

erage length of confidence intervals vs. p;/p for objective perturbation based zCDP
confidence intervals with a total privacy budget of p = 0.5. p2 = p3
c=0.001.

= (p - Pl)/27
We next consider objective perturbation with p-zCDP in Figure 2. Here p is the total privacy
budget and p; out of p is used for estimating coefficients. In both parts of the figure, the coverage

is consistently over 95%. As with the case of pure differential privacy, the length of the privacy-

preserving confidence intervals starts large, decreases rapidly and then starts to increase. Setting
p1/p = 0.9 seems to provide short confidence intervals at the desired level of coverage.
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length of confidence intervals vs. €;/e for output perturbation based e-DP confidence
intervals with a total privacy budget of e = 1.0. €2 = €3 = (e — €1)/2, ¢ = 0.001.

In Figure 3, we consider output perturbation and pure differential privacy. Again, coverage stays

at the desired level. Setting €;/e to be 0.8 seems to result in good coverage and short confidence
interval length.
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length of confidence intervals vs. p1/p for output perturbation based zCDP confidence
intervals with a total privacy budget of p = 0.5. p2 = p3 = (p — p1)/2, ¢ = 0.001.

In Figure 4, we consider output perturbation and p-zCDP. The coverage generally stays above
the desired level of 95%. As for length of the privacy-preserving confidence intervals, the pattern is
the same as before, i.e., length starts large, decreases rapidly as we increase the value for p;/p, and

starts to increase again. Setting p1/p = 0.9 seems to provide a good combination of short intervals
and the desired coverage.

7.3.2. Allocation for the Remaining Budget. Having set an allocation for ¢; for each method, we
next experiment with the allocation for ¢o and ¢3 from the remaining privacy budget.
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We first consider the combination of pure differential privacy and objective perturbation. Given
€1/€ = 0.65 from Section 7.3.1, out of the remaining budget 0.35¢, €2 out of 0.35¢ is used to compute
the pure differentially private estimation for the Hessian and e3 out of 0.35¢ is used to compute the
pure differentially private estimation for the covariance matrix. The results are shown in Figure 5.
It consists of two pairs of plots. In Figure 5a, we consider the Adult dataset and dimensionality
d = 1. Again, the left part of the figure shows coverage as a function of ea/(e — €1) = €2/(0.35¢)
and the right side shows the corresponding confidence interval length. Figure 5b uses the Adult
dataset with d = 10. As the ratio ea/(€ — €1) increases, coverage percentage also tends to increase in
Figure 5a. The coverage is greater than 95% when €3/(e — €1) increases to about 0.5. In Figure 5b,
the coverage is greater than 95% for all values of e3/(e — €1) that we tested. On the other hand, the
length of the privacy-preserving confidence intervals from the plots shows a parabola shape with
first decreasing and then increasing length for increasing values of ea2/(e — €1). In the plots, the
confidence interval length is small when ea/(e — €1) is around 0.5 and at the same time the coverage
is at least 95%. Thus we set €2/(e — €1) to be 0.5 for the combination of pure differential privacy
and objective perturbation.

We next consider objective perturbation with p-zCDP in Figure 6. Given p;/p = 0.8 from
Section 7.3.1, pa out of the remaining budget p — p1 = 0.2p is used for the private estimate for the
Hessian with zCDP and ps out of p — p; is used for the private estimate for the covariance matrix
with zCDP. In both parts of the figure, the coverage is over 95% except for the first point (i.e.,
p2/(p — p1) = 0.125) in Figure 6a. As with the case of pure differential privacy, the length of the
privacy-preserving confidence intervals starts large, decreases rapidly and then starts to increase. In
the plots, the confidence interval length is small when pa/(p — p1) is around 0.5 and at the same
time the coverage is at least 95%. Thus we set p2/(p — p1) to be 0.5.

In Figure 7, we consider output perturbation and pure differential privacy. Again, coverage
stays at the desired level. Setting e2/(e — €1) to be 0.5 seems to result in good coverage and short
confidence interval length.

In Figure 8, we consider output perturbation and p-zCDP. The coverage is greater than 95% for
all values of pa/(p — p1) that we tested in both of the plots. As for length of the privacy-preserving
confidence intervals, the pattern is slightly different from other methods. The confidence interval is
short even when only 25% of the remaining privacy budget is allocated to ps. However, as the ratio
p2/(p — p1) increases from this point, the confidence interval length also gets larger in Figure 8. The
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Figure 7: [e-DP, output perturbation, logistic regression] Coverage percentage and average
length of confidence intervals vs. ea/(e—¢;1) for output perturbation based e-DP confidence
intervals with a total privacy budget of € = 1.0. ¢; = 0.8, ¢ = 0.001.

increase is modest. For example, in Figure 8a, the confidence interval length grows from 1.12 to 1.13
as the allocation increases from 0.25 of the remaining privacy budget to 0.5. Hence, for all methods,
a good general rule is to split the remaining privacy budget equally between the covariance matrix
and the Hessian.

In Table 2, we summarize the allocations of the privacy budgets that work well empirically for
each method. We use these allocations throughout the rest of the experiments.

7.4. Empirical Sample Complexity of Private Confidence Intervals. A general trend in
statistics is that a theoretical analysis of finite-sample length of confidence intervals is too conservative

the estimated sample complexity needed to achieve a specified level of coverage would result in
confidence intervals that are much longer than necessary. Thus here we evaluate the empirical
sample complexity — how many data points are needed to achieve 95% confidence intervals with the
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confidence intervals with a total privacy budget of p = 0.5. p; = 0.45, ¢ = 0.001.

Table 2: Empirical Allocation for Privacy Budgets given the Total Budget ¢ = ¢ for pure DP or
¢ = p for zCDP

pure DP zCDP
objective perturbation | output perturbation | objective perturbation | output perturbation
o1 0.65¢ 0.8¢ 0.9p 0.9p
b2 0.175¢ 0.1e 0.05p 0.05p
b3 0.175¢ 0.1e 0.05p 0.05p

methods we proposed. The sample complexity is affected by two other factors: the dimensionality d
and the total privacy budget ¢ (¢ = € for pure-DP and ¢ = p for p-zCDP). In each case we plot a
heatmap where the = axis is the experimental variable we modify, the y axis is sample size, and
the color indicates coverage percentage (we also provide a corresponding graph where the color
indicates confidence interval length). Each coverage and length estimate is the average of k = 1,000
repetitions. We show the heatmaps for logistic regression on the Adult dataset in Figures 9 and 10,
the KDDCUP99 dataset in Figures 11 and 12. See Supplemental Appendix B.2 for complete results

including those for SVM as well as other datasets.

7.4.1. Varying Dimensionality. In Figures 9 and 10, we vary the parameter d while fixing the total
privacy budget.

Figure 9 shows a heatmap of coverage percentage for various combinations of n and d for each
of the four private interval estimation methods. To compare them all together, we use the same
scale to show in the subplots. Note that each cell is an average of k = 1,000 repetitions, as a result
the heat map is not perfectly smooth. For objective perturbation with pure-DP, the coverage starts
low at very small values for n, and then grows as we increase n. Coverage reaches 95% when n
is around 4, 500 with d = 1. When we increase d, coverage is generally increasing, so the sample
complexity needed to achieve the desired coverage decreases. For output perturbation with pure-DP
and p-zCDP, a similar trend on coverage happens for d, i.e., coverage is increasing with d. The
coverage percentages generally exceed 95%, even for small n around 500. For objective perturbation
with zCDP, the coverage percentage is about 95% once n > 2,000. From the plots, we see that
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Figure 9: Coverage percentage from 1000 confidence intervals as a function of the sample size n
and the dimensionality d on Adult dataset for logistic regression. € = 1.0, p = €2/2 = 0.5,
c = 0.001.

output perturbation based methods outperform objective perturbation based methods in sample
complexity to achieve desired coverage.

In Figure 10, the corresponding lengths for the privacy-preserving confidence intervals under
the same settings as Figure 9 are reported. Again, we use the same scale to show the results for
the four methods. The general trend is that confidence intervals under zCDP are shorter than the
corresponding intervals for pure DP. This is expected as zCDP is a relaxation of pure DP. Also, as
expected, the length increases as dimensionality increases. We note that zCDP is more robust to
changes in dimensionality. We stop at d = 10 as this results in a Hessian and covariance matrix
with 121 entries (d’ = 11 due to the constant feature). We expect interval length (and also running
time of the parameter estimation algorithms) to start degrading rapidly with further increases in
dimensionality.

7.4.2. Varying Total Privacy Budget. In Figures 11 and 12, we vary the total privacy budget while
fixing d = 10. We show the coverage results in Figure 11 and the length results in Figure 12. Note
that for the purpose of comparison, we set p = ¢2/2 as every pure e-differentially private algorithm
satisfies p-zCDP for p = €2/2 [Bun and Steinke, 2016]. In all cases, coverage percentage increases
with n and total privacy budget. It is worth noting that the coverage of output perturbation
methods remains more stable than for objective perturbation as the output perturbation methods
achieve the desired coverage percentage for all settings we tried but objective perturbation methods
had more difficulty with small n and € or p. Also, the intervals under zCDP are shorter than those
of pure-DP (more detailed experiments on confidence interval length appear in the next sections).
In general, zCDP with output perturbation seems to provide the best confidence intervals.
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the dimensionality d on Adult dataset for logistic regression. € = 1.0, p = €2/2 = 0.5,
c = 0.001.

7.5. The Overhead on Sample Complexity for Differential Privacy. In the section, we
experiment with the overhead on sample complexity due to these differentially private methods for
computing the confidence intervals. The privacy noise results in longer confidence intervals. Thus,
given a sample size, we compute the length for the non-private intervals, and determine the sample
size we need so that the differentially private confidence intervals have that same length. To obtain
this mapping for sample size in the privacy-preserving case, we start with n = 2, 500, compute the
average length from k£ = 1,000 private intervals, and compare it to the non-private interval. Then
in the next round, we add an increment of 2,500 to the current private sample size n and repeat
the computation of the private intervals until the average length is approximately equal to or less
than that of the non-private interval. We show the results in Figure 13 for logistic regression. For
SVM results, see the complete version in Supplemental Appendix B.3.

In Figure 13, the three sub-plots each corresponds to a different dataset. In each of them, the
sample size for the non-private intervals ranges from 1,000 to 10,000. The corresponding sample
size for achieving the same private interval length is shown as the vertical coordinate. In general,
the three sub-plots show similar patterns. We see that for pure differential privacy, objective
perturbation clearly yields shorter confidence intervals. Combined with analysis of coverage from
the previous sections, we see that output perturbation should be preferred in the high privacy/low
n regime as it achieves the necessary coverage, but for larger n or lower privacy regimes, objective
perturbation should be preferred due to shorter confidence intervals. We also see that zCDP methods
produce shorter confidence intervals than pure DP methods with zCDP + output perturbation
producing slightly better results than objective perturbation.

7.6. Comparison among the Private Confidence Intervals and the Variability Intervals.
In this section, we compare the average length of the privacy-preserving confidence intervals to
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Figure 11: Coverage percentage from 1000 confidence intervals as a function of the sample size n
and the total privacy budget ¢ (or p where p = ¢2/2) on KDDCUP99 dataset for logistic
regression. d = 10, ¢ = 0.001.

their corresponding variability intervals (defined in Section 7.2). Recall that variability intervals
are non-private lower bounds on differentially private confidence intervals. The difference between
them can be attributed to the algorithms that compute the private confidence intervals after the
coefficients have already been produced. The comparison between private confidence intervals and
variability intervals thus monitors the overhead from the private estimation of the Hessian and
covariance matrix in generating the confidence intervals.

We conduct the experiments with varying values for n, d and the total privacy budget ¢ (using
the allocations determined in Table 2 in Section 7.3). Recall that those allocations shifted most of
the privacy budget to the ERM algorithms so we expect an adverse effect on the overhead from
confidence interval construction. The results are in Figures 14 to 16 for the application of logistic
regression. For complete results including the application of SVM, see Supplemental Appendix B.4.
The reported length for the confidence intervals is averaged from k& = 1,000 independent runs. In
each of the figures, there are three sub-plots. The first one compares pure-DP with zCDP methods
for objective perturbation. The second one compares pure-DP with zCDP methods for output
perturbation. The last one compares the winner (i.e., the method that produces shorter intervals)
from the previous two comparisons (to avoid cluttering the images).

In Figure 14, we vary the sample size n. In all plots, the length for confidence intervals,
variability intervals, and the gap between them decrease with increasing n. As a sanity check, note
that the confidence intervals are indeed longer than their corresponding variability intervals in the
plots. The difference in length of confidence intervals and variability intervals shrinks slowly with
increasing n. In each case, using zCDP results in shorter confidence intervals, shorter variability
intervals, and smaller overhead (even though a larger share of the privacy budget is spent on
coefficient estimation rather than interval estimation). Output perturbation with zCDP clearly
performs the best.
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Figure 12: Average length from 1000 confidence intervals as a function of the sample size n and
the total privacy budget e (or p where p = €2/2) on KDDCUP99 dataset for logistic
regression. d = 10, ¢ = 0.001.
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In Figure 15, we vary the dimensionality d. We note that in all cases, the confidence interval
length, the variability interval length, and the overhead increase with dimensionality. However,
zCDP with output perturbation is much more stable than the other methods.

In Figure 16, we vary the total privacy budget. Since we may compare pure-DP and zCDP
methods in the same plot, we only report the total privacy budget in terms of € for e-differential
privacy in the x-coordinate. The corresponding values for p of p-zCDP can be obtained by p = ¢2/2.
We note that confidence interval length decreases when the total budget increases and variability
interval length also decreases. However, the variability intervals shrink much faster than the
confidence intervals. This could be an effect of having most of the privacy budget allocated to
estimating the coefficients (which affects variability intervals) rather than to estimating the Hessian



26 Y. WANG, D. KIFER, AND J. LEE
20 O~ —O-DP obj, CI =O~2zCDP obj, CI o.. —O~DP output, CI —O—2CDP output, CI 10 0.,
. ‘m,v\ =% DP obj, VI =}=7CDP obj, VI 25 \°‘-~°\ == DP output, VI =)= zCDP output, VI ~o
E O~o. E “~o.. S
£ o~ g o~ ~Xen =g
Z15 ~-0. £20 ~0. K- Oo-
g ~0~.o_ & g X ~O-0-o _ % Kenze. O-—o
= K- -0 5 XN*“‘)@ -0 O-- g ')(---x__x
£ ooy 215 K xe Too-0.o.
1.0 —o— H--3-3¢. S = H-H-x¢ o
g X--)(._'g_ -O—. -'x“)(—-*-_x g X% ke St SRV
- KRR g0 oy 10 HoHede-x
R-XR
S R RRTS 900000 o
< U0 --X--*—ae-—x—-x--*--x——x —0—72CDP obj, C1 =O—2zCDP output, CI
= 2CDP obj, VI =¥ 2CDP output, VI
00 20 22 1 26 2 00 . 2 p 2% 28 - 0.0
2 5 8 30 20 22 21 26 2 30 20 2 21 2% 28 30
n (x500) n (x500) n (x500)
(A) eDP vs. zCDP, (B) eDP vs. zCDP, (¢) obj. vs. output

obj. perturbation

output perturbation

perturbation, zCDP

Figure 14: Comparison among length of intervals with varying n for logistic regression on Adult
dataset. d = 10, e = 1.0 (corresponds to p = 0.5), ¢ = 0.001.

—~O-DP obj, CI =0=7CDP obj, CI _o 1T _0-DP output, CI —0=2CDP output, CI L
P L2 _3¢=DP obj, VI =)= zCDP obj, VI /o" 150 = DP output, VI =)= zCDP output, VI s 506
g , = g 5]
210 1 07 505
£ o - eo-X B
S08 2 /O’_,o‘ ___x___x_,_x S, -
) o . - x‘__*_—-x = x,/r—%y S Y s
206 ,~° % x_.—‘x = ‘v_g;:;ﬁ‘” E -
e LR g = '
& 04 T OO QO = O =0 20
g o B g SR SR RPN RS CEES S
0.2 < 0.1 =0—7CDP obj, CI —O—zCDP output, CI
< ¥ Lr < i :
=3¢~ zCDP obj, VI =¥-2CDP output, VI
0. 00 0.0
2 1 6 8 10 2 1 6 8 10 2 L 6 8 10
d d d
(A) eDP vs. zCDP, (B) eDP vs. zCDP, (C) obj. vs. output

obj. perturbation

Figure 15: Comparison among length of intervals with varying d for logistic regression on Adult

output perturbation

perturbation, zCDP

dataset. n = 15,000, ¢ = 1.0 (corresponds to p = 0.5), ¢ = 0.001.

[RERN - ~0-DP obj, CI =O=7CDP obj, CI =O-DP output, CI =O=zCDP output, CI Q. —0-7CDP obj, CI =O=7zCDP output, CI
X\\'\ =)= DP obj, VI =X=zCDP obj, VI -X= DP output, VI == zCDP output, VI K\.\ =)= zCDP obj, VI =)= zCDP output, VI
5 O\
e - N
O oo x o~
. 0. ‘0. S ~0—m. g,
Sel ~og ~~on_. Y -0
. ~—0m g N R T G O — O O
Sy Bmegmg o kN T
'X.__Nx. --_%___* -—0 A Heee K X—---*____x
_"'9('---.)(__ X T 0= =0~ —0- —- =T Q=i ﬁ \)(_N_h*
K- e SV
R GEEE VI K== Hmmm
s SRRV
0.0 0.0 0.0
0.75 1.00 1.25 1.50 1.75 2.00 225 2.50 0.75 1.00 1.25 1.50 1.75 2.00 225 2.50 0.75 1.00 1.25 1.50 1.75 2.00 225 2.50
€ (corresponds to p = €2/2) € (corresponds to p = €2/2) € (corresponds to p = €2/2)

(A) eDP vs. zCDP,
obj. perturbation

(B) eDP vs. zCDP,
output perturbation

(c) obj. vs. output
perturbation, zCDP

Figure 16: Comparison among length of intervals with varying e (or p with p = €2/2) for logistic
regression on KDDCUP99 dataset. n = 15,000, d = 10, ¢ = 0.001.

and covariance matrices (which affects the gap). We do not see much change with zCDP + output
perturbation because those intervals are short to begin with. Note that interval length (confidence
or variability) is not expected to go to 0 because they are still affected by sampling error.

7.7. Modeling the Relationship between Length of the Intervals and Other Parameters.
In this section we try to fit curves to the empirical lengths of the confidence intervals to give a rough
idea of how the lengths of the intervals scale with n and privacy budget. We expect non-private
interval length to be O(1/y/n) with an additional O(1/n) privacy overhead. (Roughly because in
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tail bounds, when a random variable X follows the Laplace or Gaussian distribution, if we fix the
upper bound for P('X—;“| > t), we see that n and t are inversely proportional). Hence we try to fit
the curve 0 + % to the confidence interval length. The result is a relatively good fit shown in
Figure 17. This extra term of O(1/n) appears to be a cost of privacy. One way of supporting this
claim is to simply fit ﬁ to the data. The results, shown in Figure 18 show a very bad fit to the

data and suggest that the lower order term O(1/n) is important.

To see the effect of privacy budget on the interval length, we note that in the nonprivate
case, confidence intervals are approximately proportional to the standard deviation in the data.
Combining standard deviation from the privacy with that of the data, we expect /&% +c1 to

provide a good fit for pure differential privacy and , /%0 + ¢1 to be a good fit for zCDP. The result

is a relatively good fit shown in Figure 19.

7.8. Run Time. We report the runtime to get one confidence interval from each of the methods
on a laptop with a 2.7GHz processor and 8GB memory using Python. The ERM minimization was
solved using L-BFGS. Times are averaged over 100 runs. The results show that SVM generally
takes longer than logistic regression (LR) and all algorithms are reasonably fast for practical use.
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Figure 18: Relationship between average length of the confidence intervals and the sample size n
for logistic regression. d = 5, ¢ = 0.001, ¢ = 1.0 (corresponds to p = 0.5). The fitted

curve is ﬁ, that shows the length for the privacy-preserving confidence intervals is not

proportional to ﬁ as in the non-private case.

Table 3: Average runtime in seconds for one confidence interval

pure-DP zCDP
objective output objective output
LR|SVM | LR|SVM| LR|SVM| LR |SVM
Adult, n =30,162 and d = 10 0.68| 3.03|0.72| 2.7710.72| 3.26 | 0.45| 2.89
KDDCUP99, n =450,000 and d = 10 | 7.68 | 38.03 | 7.39 | 39.94 | 6.83 | 35.31 | 6.60 | 34.48

8. CONCLUSIONS

In this paper, we proposed algorithms for generating private confidence intervals for the coefficients
of several private ERM algorithms (objective and output perturbation). Using the concept of
variability intervals, we were able to empirically study how much these intervals increased as a result
of privately estimating them.

There are several interesting related open problems that are left for future work. These include
a theoretical study on the length of these intervals along with lower bounds on their length at a
desired coverage level. The algorithms we studied required convergence to optimality of the ERM
subproblems they generated (i.e. optimal solution of the perturbed objective for the objective
perturbation approach or, in the case of output perturbation, optimal solution of the non-private
problem before noise is added to it). An interesting direction is to provide private confidence
intervals for algorithms that stop early or use stochastic gradient descent.
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Figure 19: Relationship between average length of the confidence intervals and the total privacy
budget € (or p = €2/2) for logistic regression. n = 10,000, d = 5, ¢ = 0.001. The fitted

curve is /4 + ¢1 for e-DP, | /%0 + ¢1 for zCDP.
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APPENDIX A. PROOFS

A.1. Proof of Theorem 1.

Theorem 1 . If the loss function f(-) is conver and doubly differentiable, with |f'(-)] < 1 and
|f"(-)| <t, then Algorithm 1 satisfies e-differential privacy whenever all the feature vectors Z; have
|[Z]|2 < 1.

Proof. The loss function f(Z,y,0) = f(y07%). Because f(-) and ||0||3 are convex and differentiable,
given any data set D, the gradient of the objective function equals to 0 at the empirical minimizer :

5 = —27105 — Z yzf'(ylész)fZ

i=1
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To show e-differential privacy, we compute the ratio of the densities of 6 under the two
neighboring data sets D and D'.

90/P) _ v(AID) | det(I(d — BID))| "

g@D") V(D) |det(I(9 — D))~

where J (9~ — B|D) is the Jacobian mafrix of the mapping from 6 to S.
Given D, the (j, k)-th entry of J(6 — 5|D) is

080 - ST\ () =
85(’“) = —2nclj—j — Z?/?f”(yieTﬂfi)%(])xz(‘k)v
1=1

where 1 is the indicator function. The Jacobian is well defined since f(-) is doubly differentiable.
Given D and D', define

n—1
A=2ncly+ Yyl f" (40" %) ]
i=1
@i’ =y " (ynd" Tn) Ty,
oo’ = yzf”(yzész)fsz'
Then, J(0 — B|D) = —(A +a@d"), J(6 — B'|D') = —(A + &i7).
Therefore,
|det(J(0 — B|D))|~t | det(A + viT)|
|det(J(6 — B/[D))|-1  |det A+ wil|
|(1 + o7 A715) det(A)]
|(1+ a7 A1) det(A)|
11+ 3T A= 14
T+t A G
We can see A is a symmetric positive definite matrix and its eigenvalues are at least 2nc. So the
eigenvalues of A~! are at most 5+. Since y € {—1,1}, ||Z]|2 < 1 and f"(:) <*t,

2nce”
114 7T A~ 15| < 1+ |97 A= 14||o
1+ al A-1ad| — 1
(by the triangle inequality and ar A7 g > 0)
<1+ Joll2|AT T2 < T+ ol3I AT 2
=1+ y2 " (y:0" ) |1 Z- |51 A7 |2

t
<S14+tA <14 —.
2nc

Then by the definition of ¢/, 1 + 55 = e e
Next, we bound the ratio of the densities of the noise vectors:
B/ -p= ynf/(ynéTfn)fn - yzf/(yzész)fz~
Since y € {~1,1}, |2 < 1 and f'() < 1,
1812 = 18]l < 116" = Bll2 < 2,

SO

—€ 2
v(BD) _ e W2 sa-tsla)e <
V(D) e/ =
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Therefore,
9(6|D) _ v(8|D) | det(I(6 — B|D))| "
g0y v(B'D") | det(I(0 — B'[D"))|

< 66/ LefTE — ef

A.2. Proof of Lemma 1.
Lemma 1. Algorithm 2 satisfies ¢-differential privacy and ¢-2CDP.

Proof. In Algorithm 2, only Line 8 touches the matrix M since Lines 1 through 7 are sampling from
the noise distribution and all other lines are just post-processing on the perturbed matrix M. So
we just need to prove getting M through Line 8 satisfies differential privacy and zCDP.

(1) When protecting differential privacy:

To simplify, let vec (M) be the vector representation of M by stacking its rows. Let M’
be the neighbor of M which differs in only one entry. Then given the density of the noise in
Equation 3.2 and the Lg sensitivity Sens(M),

vec (M)|M  v[vec (M — M)
vec (M)|M'  v[vec (M — M")]
e—®/Sens(M)-| vec (M—=M)|2

 e—¢/Sens(M)-|| vec (M—M")|2
_ o/ Sens(M)-(|| vec (M~M")||l2~|| vec (M—M")||2)

Sed).

Therefore, Line 8 satisfies ¢-differential privacy.
(2) When protecting zCDP:
By Proposition 3, Line 8 satisfies ¢-zCDP.

The rest of the algorithm is just post-processing on the perturbed matrix. By the post-processing
property of differential privacy and zCDP, Algorithm 2 satisfies ¢-differential privacy and ¢-zCDP. []

A.3. Proof of Theorem 2.

Theorem 2 . Under the conditions of Theorem 1, Algorithm 3 satisfies (¢1 + ¢2 + ¢3)-differential
privacy and (¢2/2 + ¢2 + ¢3)-2CDP.

Proof. In Algorithm 3, there are three parts that touch the true data.

First, the computation of the minimizer 6 to the objective function. Based on Theorem 1,
the computation is ¢;-differentially private as long as the loss function f(-) is convex and doubly
differentiable with |f'(-)| < 1 and |f”(-)| < ¢ for some finite ¢. By Proposition 1, the computation
also satisfies (¢2/2)-zCDP.

The next two parts are the computations of the Hessian and the covariance matrix. By Lemma 1,
the computation of the Hessian satisfies ¢o-differential privacy and ¢2-zCDP, and the computation
of the covariance matrix satisfies ¢3-differential privacy and ¢3-zCDP.

All other computations are post-processing and therefore do not violate differential privacy
or zCDP. By the composition theorem of differential privacy and zCDP, Algorithm 3 satisfies
(1 + ¢2 + ¢3)-differential privacy and (¢2/2 + ¢ + ¢3)-zCDP. ]
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A 4. Proof of Theorem 4.

Theorem 4 . Under the same conditions as Theorem 3, Algorithm 5 satisfies (¢1 + ¢2 + ¢3)-
differential privacy and (¢1 + ¢2 + ¢3)-2CDP.

Proof. In Algorithm 5, there are three parts that touch the true data.

First, the computation of the minimizer to the objective function. By Theorem 3, this
process satisfies ¢;-differential privacy and ¢;-zCDP as long as the loss function f(-) is convex and
differentiable with |f/(-)] < 1.

The next two parts are the computations of the Hessian and the covariance matrix. By Lemma 1,
the computation of the Hessian satisfies ¢o-differential privacy and ¢9-zCDP, and the computation
of the covariance matrix satisfies ¢s-differential privacy and ¢3-zCDP.

All other computations are post-processing and therefore do not violate differential privacy

=

or zCDP. By the composition theorem of differential privacy and zCDP, Algorithm 5 satisfies
(1 + d2 + ¢3)-differential privacy and (¢ + @2 + ¢3)-zCDP. ]

A.5. Proof of Lemma 2.

Lemma 2. The Lo-sensitivity of the covariance matriz 2 (defined in Equation 4.3) for logistic
regression is at most 25(||0o||2)?/n.

Proof. We compute the Lo sensitivity for ¥ as

.

= max [ vee [V @,y ODIV (@ i 00)]7] — vee [V (e, e, BDIV (9 60)]7]

= -
Tn,Yn,Zz,Yz T

YXp — Ypr
i | vee (0~ )

~  max *H b8 7)? vee (#07%) — S(—y.00 )% vee (7.7)] |
Tn,Yn,Lz,yz N 2
2
< max 2 §(~ 6l #)2]| vee (ZF) |2
yZE N
Since ||Z]|2 < 1, we get || vec (£27)|2 = \/Zlgj,kgd x[j]?xz[k]? = (Z?le[j]Q)Q < 1. From the

Cauchy-Schwarz inequality, we get [|07Z|2 < [|0]]2]|Z]l2 < ||0]l2. We know either §7% = |67 F||2 or
077 = —||07 %2, then —||f]]2 < 67Z < ||0||]2. Based on the fact that the sigmoid function S(t) is
monotonically increasing in ¢ and y € {—1,1},

2 - o 2
max ~S(~yby ©)*| vec (72") 2 < = S([|60]l2)*.
Yy, T n

A.6. Proof of Lemma 3.

Lemma 3. The La-sensitivity of the Hessian H[J,(0 )] (defined in Equation 4.2) for logistic
regression is at most 1/(2n).

Proof. We compute the Ly sensitivity for H[.J, ()] as:
H[J.(D,0)] — H[J,(D',0
mae | ve (H[J,(D. )] ~ HLJu(D'. )

= max l” vee [H[f(fmymé)] - H[f(i”z,yz,é)]] H2

TnyYnZz,Yz T
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= max lH vec [S(—ynéTfn)S(ynéT:Z’n)fnfﬂ — vec |:S(_yzész)S(yzész)fsz} H

f’ﬂ 7ynfz 7yZ n 2

9 - N
< max 55(—y«9Tf)5(y9T Z)| vec (Z2") |2
x?y

2 -
< mgxﬁS(GTf)S(—QTf).

In Appendix A.5, we have shown that —||0[[2 < < 0T# < ||0|]2. The function S(§7%)S(—07 %)
achieves the maximum 1/4 at §7# = 0. So,

— — < J—
mgan(Q 7)S(—07'7) 5

A.7. Proof of Lemma 4.

Lemma 4. The Lo-sensitivity of the covariance matriz ¥ (defined in Equation 4.3) for SVM is at
most 2/n.

Proof. We compute the Lo sensitivity for ¥ as:

a ec (X — X! ‘
%{ﬁHV (¥p —p)|

= max | vee [V (s, 00V (s i, 00]"] — vee [V (Fer e, )V S (s 0]

a’:‘n,yn,mz,yz
<max—Hvec V(& y,60)[Vf(Z,y,00)] ]HQ
There are three cases:
(1) If y0TZ > 1+ h,
mafo vec Vf(x y,00)[V f(Z,y,00)] ]H2 =0.

y,z N
(2) If |1 — y87 7| < h,

max—Hvec (Vf(Z,y,00)[Vf(Zy,60)] ]H2

2 L
—max 2 [ (87— 1~ 1) | vee(@i®)

Y, N
1 "
<rry15}cx2 hQ(yng— 1—h)?
1
§2nh2 -4h?  since yOt & — 1 € [—h, h]

=2/n.
(3) IfyoT& <1 —h,

max—Hvec V(& y,600)[Vf(Z, y,60)] ]H2

2
= max — 32| vec(ZZT)||o
rn

)

<2/n.
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Therefore, in all cases,

mafovec Vf(Z,y,00)[Vf(Zy,0)] ]H2 < 2/n.

Yy, N

A.8. Proof of Lemma 5.

Lemma 5. The Lo-sensitivity of the Hessian H|[J,(0 )] (defined in Equation 4.2) for SVM is at
most 1/(nh).

Proof. The Lo sensitivity for H[.J,,(A)] can be computed as:
-
ma || vee{H[.Ju(D.0)] ~ H[J(D.0)}

L ec{a(7n07,)) - HIfB2)]|,

TnyYn,ZTz,Yz TV
There are two cases:
(1) If |1 — y87 7| < h,

max 2| vec{r f(ynéa?n)] - H[f(yzé@n}HQ

Tn,Yn,Tz,yz T

= max — H vec
Tn,Yn,Lz,Yz T

2 1
< max - %H vec(ZZ") |2

<1/(nh).
(2) Otherwise,

max l” VeC{H[f(ynéfn)] - H[f(yzéfZ)]}HQ -

~
TnyYn,z,Yz T

Therefore, in all cases,

max | vec{ H[f ()] — HIf (w0 )]}, < 1/uh).

Tn,Yn,Tz,Y= T
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