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Abstract

Given a Banach space X and a real number o > 1, we write: (1) D(X) < « if, for any
locally finite metric space A, all finite subsets of which admit bilipschitz embeddings into X
with distortions < C', the space A itself admits a bilipschitz embedding into X with distortion
< a-C; (2) D(X) = at if, for every e > 0, the condition D(X) < a+¢ holds, while D(X) < «
does not; (3) D(X) < ot if D(X) = o™ or D(X) < a. It is known that D(X) is bounded by
a universal constant, but the available estimates for this constant are rather large.

The following results have been proved in this work: (1) D((®nz1Xn)p) < 11 for ev-
ery nested family of finite-dimensional Banach spaces {X,}n=; and every 1 < p < co. (2)
D((®52167)p) = 1T for 1 < p < 0o. (3) D(X) < 4% for every Banach space X with no
nontrivial cotype. Statement (3) is a strengthening of the Baudier-Lancien result (2008).
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1 Introduction

The study of bilipschitz embeddings of metric spaces into Banach spaces is a very
active research area which has found many applications, not only within Functional
Analysis, but also in Graph Theory, Group Theory, and Computer Science. see
[7, 8, 10, 14, 15]. This paper contributes to the study of relations between the
embeddability of an infinite metric space and its finite pieces. Let us recollect some
necessary notions.

Definition 1.1. A metric space is called locally finite if each ball of finite radius in
it has finite cardinality.

Definition 1.2. (i) Let 0 < C' < co. A map f : (A,da) — (Y,dy) between two
metric spaces is called C-Lipschitz if

Yu,v € A dy(f(u), f(v)) < Cda(u,v).

A map f is called Lipschitz if it is C-Lipschitz for some 0 < C' < oc.

(ii) Let 1 < C < o0o. Amap, f: A— Y, is called a C-bilipschitz embedding if
there exists r > 0 such that

Vu,v € A rda(u,v) < dy(f(u), f(v)) <rCda(u,v). (1)



A map f is a bilipschitz embedding if it is C-bilipschitz for some 1 < C' < co. The
smallest constant C' for which there exists r > 0 such that (1) is satisfied, is called
the distortion of f.

We refer to [6, 14] for unexplained terminology.

It has been known that the bilipschitz embeddability of locally finite metric spaces
into Banach spaces is finitely determined in the following sense:

Theorem 1.3 ([13]). Let A be a locally finite metric space whose finite subsets admit
bilipschitz embeddings with uniformly bounded distortions into a Banach space X.
Then, A also admits a bilipschitz embedding into X.

To elaborate more, the argument of [13] leads to a stronger result which we state
as Theorem 1.4. To formulate Theorem 1.4, it is convenient to introduce parameter
D(X) of a Banach space X. More specifically, given a Banach space X and a real
number o > 1, we write:

e D(X) < « if, for any locally finite metric space A, all finite subsets of which
admit bilipschitz embeddings into X with distortions < C', the space A itself
admits a bilipschitz embedding into X with distortion < « - C}

e D(X) = « if «a is the least number for which D(X) < «;

e D(X) = a' if, for every ¢ > 0, the condition D(X) < a + ¢ holds, while
D(X) < « does not;

e D(X)

Further, we use inequalities like D(X) < o' and D(X) < « with the natural
meanings, for example D(X) < a™ indicates that either D(X) = /3 for some § < «
or D(X) = p* for some 3 < .

= o0 if D(X) < «a does not hold for any o < o0.

Theorem 1.4 ([13]). There exists an absolute constant D € [1,00), such that for
an arbitrary Banach space X the inequality D(X) < D holds.

In the proof of Theorem 1.4 given in [13] as well as in the proofs of its special
cases obtained in [2], [12], and [1], the values of D implied by the argument are
‘large’. For example, Baudier and Lancien in [2] worked out the numerical estimate
provided by their proof and derived estimate D(X) < 216 for Banach spaces with
no nontrivial cotype.

On the other hand, it is known that for some Banach spaces X the value of
D(X) is significantly smaller. In order to present relevant assertions, it is expedient
to introduce the following definition.

Definition 1.5. It is said that a Banach space X satisfies the condition (U) if each
separable subset of an arbitrary ultrapower of X admits an isometric embedding
into X.



The fact stated below is well known and its proof follows immediately from [14,
Proposition 2.21]:

Proposition 1.6. If a Banach space X satisfies condition (U), then D(X) = 1.

Further, the next result due to Kalton and Lancien has to be cited in the context
of the present work.

Theorem 1.7 ([5, Theorem 2.9]). D(¢g) = 17,

Remark 1.8. Theorem 2.9 in [5] is stated in terms of locally compact metric spaces.
However, the corresponding lower bound is proved also for locally finite metric spaces
[5, page 256], yielding Theorem 1.7.

The purport of this work is to find upper estimates for D(X) which are signifi-
cantly stronger than the estimates implied by the proofs in [2, 12, 1, 13]. Theorems
1.9, 1.12, 1.14, and their corollaries constitute the main results of the present paper.

Customarily, a family of finite-dimensional Banach spaces {X,,}5°, is said to be
nested if X, is a proper subspace of X,, | for every n € N.

Theorem 1.9. Let 1 < p < oo. If {X,}32, is a nested family of finite-dimensional
Banach spaces, then D <(69Z°:1Xn)p> <1t

The main idea of our proofs of Theorems 1.9 and 1.14 is explained in Remark
2.1.

Corollary 1.10. If 1 <p < oo, then D({,) < 1%.

Remark 1.11. The problem of finiteness of D(¢,), p # 2,00, was raised by Marc
Bourdon and published in [11, Question 10.7]. A solution to this problem was found
in [1] and [13], but in both of these papers the bounds on D(/,) are rather large
numbers.

In some cases, the inequality in Theorem 1.9 can be reversed, as claimed by the
forthcoming result:

Theorem 1.12. Let 1 < p < oo, then D ((@leef)p) > 1+,
Together with the pertinent special case of Theorem 1.9 this leads to:
n=1

Corollary 1.13. Let 1 < p < oo, then D ((@"o fzo)p> =17,

Our final goal is a significant improvement of the distortion estimate obtained in
[2]. In this connection, the following outcome has been reached:

Theorem 1.14. Let X be a Banach space with no nontrivial cotype. Then D(X) <
4.



2 Proof of Theorem 1.9

Let X = (672,X,),, C € [1,00), and let A be a locally finite metric space such
that its finite subsets admit embeddings into X with distortion < C'. It has to be
proved that, for each ¢ > 0, there exists a bilipschitz embedding of A into X with
distortion < C' + e. By the well-known fact (see [14, Proposition 2.21}), such a
space A admits a bilipschitz embedding with distortion < C' into any ultrapower of
X. Thence, it is sufficient to show that, for any € > 0, every locally finite metric
subspace M of each ultrapower X“ admits a bilipschitz embedding into X with
distortion < 1 + ¢. This can be accomplished by selecting an arbitrary ¢ > 0 and
finding a bilipschitz embedding of a locally finite metric subspace M of X% into X

with distortion < 1+ ¢(g), where function ¢ is such that p(g) | 0 as e | 0.

Without loss of generality, one may assume that 0 € M. Let {R,}32, be an
increasing sequence of positive real numbers (we shall choose a sequence {R,}5°,
which is suitable for our purposes later). Consider subsets M, of M defined by

M,={xeM: |[z|| <Ry}

Since M is a locally finite metric space, these sets are finite. Therefore, by the
definition of an ultrapower, there exist bilipschitz embeddings of distortion < 1+ ¢
of these sets into X. It follows immediately that, for each n € N, there exists
t(n) € Nsuch that t(n+1) > t(n) and the direct sum (692(2})(]“) admits a bilipschitz

p
embedding of M, with distortion < 1+ e. Apart from that, since X,,, n € N, is a

nested family of spaces, this implies that M, admits a bilipschitz embedding with

distortion < 1 + ¢ into the space Y,, := (EBZI:(:Z(n—l)HXk) , where m(0) = 0 and
p

m(n) = m(n — 1) + t(n). It is easy to see that Y, is a nested family of finite-
dimensional Banach spaces and that X = (®72,Y,),. We select and fix embeddings
E, : M, — Y, with distortion < (1 4 ). Without loss of generality, it can be
assumed that E,0 =0 and

Ve,y € My |z =yl <[|Ewr — Enyl] < (1+2)||z —yl]. (2)

Remark 2.1. Before we proceed, it seems beneficial to describe the main idea be-
hind our proofs of Theorems 1.9 and 1.14. We have already introduced a se-
quence {E,}22 , of embeddings of balls in M with increasing radii into X. Now,
what remains is to find a low-distortion pasting technique for these maps. This
is done by rather complicated formulae, namely, (6)—(8) and (22)—(24), which, in
the case of /5-sums, reduce to what can be called an e-normalization of the for-
mula for the logarithmic spiral in the Euclidean plane: 7. : (1,00) — R?, ~.(t) =
t(cos(elnt), sin(elnt)). The curve 7. is a slight modification of the well-known
example of a quasi-geodesic in R? which is far from geodesic, see (3, p. 4].

One can view this pasting techniques as a transition from FEy, to Es,,o along
e-normalized ¢,-versions of the logarithmic spiral. See (6)—-(8) and (22)—(24). The



low-distortion estimates for these embeddings are very close to the estimate which
shows that the map 7. has distortion < (1 + (e)) with (1 + x(e)) J L ase | 0.

To continue the proof, we opt for an increasing sequence {R;}2; of real numbers
such that

R =1, (3)
T
€1H(R2i/R2i_1) = 5, (4)
Roipq 1
> 5
Ry — € (5)

From this point on, we are going to consider the cases 1 < p <2 and 2 < p < ©
separately, mostly because in the case 1 < p < 2 much simpler formulae can be
used.

2.1 Spaces ($;2,X,),, 1 <p<2

To construct an embedding 7' : M — X with needful properties, we employ the
real-valued functions co; 1 and so;_1, © € N on M defined by:

'COSQ/p(é‘ lIl(Rgi_l/RQi_l)) =1 if ||$|| S Rgi_l

Coi1(x) = S cos?P(eIn(||z]|/Rai-1)) if Ryi1 < |]2|| < Ry (6)
\COS2/p(€ ln(Rgi/RQi_l)) =0 if ||1’|| > Rgi
(sin®/?(e In(Roi—1/Roi—1)) =0 if ||2|| < Rais

sai-1(x) =  sin®?(e In(||z||/Rai-1)) if Roi—1 < |[]x]| < Ry (7)

kSiIlZ/p(é' IH(RQi/RQifl)) =1 if ||37H Z RQZ‘

The equalities in the last lines of formulae (6) and (7) follow from (4). Consider the
map T : M — X represented by:

(c1(x)Eyx + s1(v)Eyx if v € M;

c3(z)Eyx + s3(z) Egx if x € M5\ M;

Tr=1«... e (8)
C2i—1(2) Egix + 89i—1(x) B0 if & € Moi1\ Moy

\ - ce ey

where we use the convention that a product of 0 and an undefined quantity is 0.
Since (e2;-1(x))” + (s2i-1(x))? = 1 for all i and z, one derives applying (2), (8),
E,0=0, and X = (©72,Y,),, that

vee M ||| < |[Tz]| < (1+¢)l|z[]. 9)



What is demanded now is an estimate of the form:

Ve,ye M (1 =4(e))lle —yll < [Tz =Tyl < A +&E)[le —yll,  (10)
where functions ¢ and £ have positive values and are such that lim.o¢(c) =
lim.p&(e) = 0.

Obviously, it suffices to consider the case ||y|| < ||z||. The simpler case ||y|| <
ellz|| creates no difficulty because if this occurs, one obtains:

(=)l < [l = Iyl < llz = yll < [l=]] + [lyll < (1 +)]]«]] (11)
and
(1 —e(@+e))ll=l] < []] = (L +e)llyll < [[T=[| = [Tyl
< [Tz =Tyl| < [Tzl + || Tyl (12)
<@tz + A+ )llyll < (1 + )]l
Combining (11) and (12), we get

1—¢e(l+e¢) (1+¢)?
—— e =yl < [|Tz = Ty[| <
1+e¢ 1—¢

which is an estimate of the required form (10).

|z —yll, (13)

As a next step, set Ry = 0. By virtue of condition (5) and inequality (13), it is
enough to consider the case where

Rois < Iyl < 1fall € Raisrs i=1,2,.... (14)

It should be pointed out that since functions co;_1 and so;_1 are constant on intervals
of the form [Ry;, Ro;41], there are many trivial cases. Out of the remaining ones we
deal first with the case Ry;—1 < ||y|| < ||z|] < Ray.

For simplicity of notation in the following calculations, it is handy to use ¢ for
Coi_1, S for sg;_1, E for Fy;, and F for Es; 5. With this in mind, one has:

Tz =Tyl = [le(x) Ex — c(y) Ey||P + [[s(x) Fa — s(y) Fyl[”
= lle(@)(Ex — Ey) + (c(x) — c(y)) Eyl[” (15)
+[s(2)(Fz = Fy) + (s(x) — s(y)) Fyl["-

Consider each of the summands in the last line separately. To begin with, the Mean
Value Theorem yields:

c(x) = ely) = cos™ (e In(|[||/ Rai-1)) — cos”? (e In(||y]|/ Rai 1))

= 2 cost e ln(r/ ) - (= sin(en(r/ Ri-1)) - (el = ol

for some number 7 satisfying 7 € (||y|l, ||z|]). Now, recall that 1 < p < 2 and hence
]% — 1 > 0. Therefore,

[I(c() = c(y)) Byl < % ~€%(H$H = ll) - A+ e)llyll < 20 +e)ffe —yll.  (17)



Similarly, it can be demonstrated that

I(s(z) = s(y)) Eyl| < 2e(1 + )|z — y]|. (18)
Inequalities (15), (17), and (18) lead to:

((max{c(x) — 2e(1 +¢),0})? + (max{s(z) — 2e(1 +¢),0})?)||x — y||?
< |[Tz —Tyl]" (19)
< (L+e)P((c(z) + 26)" + (s(x) + 2¢)°) |z — yl|".

Notice that

lgiigl((max{c(x) —2e(1+¢),0})? + (max{s(xz) —2e(1 +¢),0})?) =1

and

lm(1+ €)7((c(a) + 267 + (s(a) +25)) = 1

due to the fact that ¢(x) 4+ sP(z) = 1. Thus, inequality (19) provides the desired
estimate (10).

To complete the proof, consider the case where ||y|| € [Rai_2, Re;_1] and ||z]| €
[Roi_1, Ras). Then ¢y 1(y) = cos?P(eIn(Ry;_1/Ryi_1)), and, therefore, proceeding
as in (16) and as in the first inequality in (17) we get

I(ele) = cw)Byll < - - ex(lal = Rai) - (1 + )l

for some number 7 € (Ry;_1, ||z||). Hence

[I(c(x) = c(y)) Eyl] < 2e(1 +¢)l|lz —yl|

in this case, too. Likewise, one can check that (18) holds as well. The other subcases
of
Roia < [yl < [|2[] < Roia

can be treated in the same manner.

2.2 Spaces ($72,X,),, p> 2

The maps used in the case 1 < p < 2 are not suitable for p > 2 because the power
of cosine in (16) becomes negative and a nontrivial estimate does not come out in
this way. To get around this problem, functions co;_; and s9;_1, ¢ € N will be chosen
differently.

We start by introducing the functions f, : [O, g} — R and g, : [O, g} — R by

cost sint
fo(t) = ) 15 9p(t) = ) 1 (20)
(cosPt + sinP t)» (cosPt 4 sinP t)»

It is clear that
(fo(0) + (gp(1))" = 1. (21)

7



Now, define c9;_1 and s9;_1, 7 € N, as follows:

(fo(em(Ry; 1/Roi 1)) =1 if ||| < Rai_s
c2i-1(x) = § foleIn(||z[|/Rai-1)) if Ryi—1 < ||z|| < Ry; (22)
\fp(gln(RZi/Rm—ﬁ) =0 if ||z|| > Ra
(gp(gln(RZi—l/RQi—l)) =0 if||z]] < Raiq
s2i-1(2) = § gp(e In(||z[|/ R2i1)) if Roi_q < [|7]| < Ras (23)
\gp(gln(RQi/RQz#l)) =1 if ||z|| > Ry

The equalities in the last lines of formulae (22) and (23) can be derived from (4).
Similar to the construction of the previous section, let us introduce the map T :

M — X by:
(¢1(x)Eyx + s1(v)Egx if € M
Cg(I)E4.T + Sg(JI)EﬁZE ifx e M5\M3
Te=<... o (24)
Coi1(%) B + 891 () Eoipox  if @ € Mo\ My

\ -

In this equation R;, F; and M; have the same meaning as in our argument for
1 < p < 2. The equation (21) implies that (co;_1(2))” + (s9;_1(z))” = 1 for all i and
x. Therefore

VeeM |[zf| <|[Tz|| < (1+e)llx]. (25)

If ||ly|| < el|x||, the desired estimate (10) can be proved in exactly the same way as
in the case 1 < p < 2. For the same reason as in the case 1 < p < 2, it suffices to
consider the case where Ry, 1 < ||ly|| < ||z|| < Ry;. For simplicity of notation in
what follows we use c for cy;_1, s for s9;_1, F for Ey;, and F' for Ey; 5. Having said
so, we write:
Tz = Tyl]" = [le(x) Ex — c(y) Eyl|P + [[s(x) Fa — s(y) Fyl[”
= |le(@)(Ex — Ey) + (c(x) — c(y)) Eyl[” (26)
+s(2)(Fz — Fy) + (s(x) — s(y)) Fyl["-
Examine each of the summands in the last line separately. Notice that c¢(z) —c(y) =
F([l=[l) = F((lyll), where
G(r)
B(r)’
G(r) = cos(eIn(r/Rai-1))
B(r) = (cos?(¢In(r/Ry;_1)) + sin? (e In(r/Ry;_1)))"/?

By the Mean Value Theorem,

F(r)=

G/(1)B(r) ~ GEB() |
B el =1l

F(llel]) = F(llyll) = (27)

8



for some 7 € (||y||, ||x||). Obviously (recall that p > 2),
95+l < cos’t+sin’t <1

and hence

l\D
w\»—t
'u\»—‘

<B(r) <1
In addition,

G'(r) = —sin(e ln(T/RZil))€%

whence .
|G'(7)] < =
-
By plain calculations,
1
B'(r) = ]—9 (B(T))l’p <p COSpil(&‘lH(T/Rgi,l)) - (—sin(eIn(7/Rgi—1))) - ;

4 psin? (e In(7/Rai_1)) - cos(e In(r/Ras_1)) - ;) ,

o (1) ()

Using the obvious bound |G(7)| < 1, one arrives at:
%_}_2(? 1%](}172)‘2g -

22(777) = C<p>;7

which implies:

G'(m)B(r) — G(1)B'(7)
(B(1))?
where C'(p) is some constant depending on p only. Since 7 € (||y||, ||x||), it can be
established that

[I(c(z) = c(y)) Byl < C(p)z(lkﬂll —lyll) - A+ )llyll < et +e)Cp)llz =yl

Likewise, it can be shown that

[(s(2) = s(y)) Byl| < (1 +)C )|l — yl|
Combining the preceding inequalities with (26), one concludes that the next estimate
is valid:

((max{c(x) —e(1 +¢)C(p),0})P
+ (max{s(z) —e(1 +¢)C(p),0H)")||z — yl|’

<

< ||Tz = Ty|p (28)
< (T +¢)"((e(x) +eC(p)" + (s(x) +eC(p))")lx — yl[".
Clearly, (21) implies that ¢?(z) 4 s”(x) = 1, whence
lg(r]l((max{c(m) —e(1+e)C(p),0})? + (max{s(x) — (1 +)C(p),0})P) =
and
lim(1 4+ 2P((e(e) + <O + (5(2) +<CEF) = 1.
Thus, the inequality (28) is of the desired type (10). O

9



3 Proof of Theorem 1.12

Proof. By the well-known observation of Fréchet [4, p. 161] (see also [14, Proposition
1.17]), all finite metric spaces admit isometric embeddings into X = (22, Qo)p.
Therefore, to prove Theorem 1.12, a construction of a locally finite metric space A
which is not isometric to a subset of X (for 1 < p < 00) is needed.

The following notation for X will be employed. Each element x € X is a sequence
r = {z,}7,, where z,, € £%,. The norm of z in X will be denoted by ||z||x. By the
definition of direct sums one has:

P

lzllx = (ZH%II&) : (29)

where ||z,||s is the norm in 2 (with slight abuse of notation we use the same
notation for all n). Denoting the norm of ¢, by || - ||,, the right-hand side of (29)
can be written as |[{||zn]|c }o |-
At this stage, some simple geometric properties of X are needed. Consider triples
of points x,y, z € X satisfying
|z = zllx = [lz = yllx +[ly = 2llx. (30)

Let x = {zn}, y = {yn}, 2 = {2n}, where z,,, ypn, 2, € (% are the components of z,
y, and z, respectively.

Lemma 3.1. For any triple x,y,z € X of pairwise distinct vectors satisfying (30),
the vector {||Tn — Ynlloo boey € £y is a positive multiple of {||Yn — Znl|oo }oeq € Lp-

Proof. Assume the contrary. Recall that 1 < p < oco. Using the fact that for
u,v € {, the inequality ||u+ vl||, < [|u||, + ||v||p is strict if w and v are nonzero and
are not positive multiples of each other, one derives that the £,-norm of the vector
{Tn — Ynlloo + ||Un — 2nl]oo }52; is strictly less than

{llzn = ynllsoYnzall, + [Hllyn = znllsc}nZally = llz = yllx + Iy — 2llx.
On the other hand, by the triangle inequality in ¢7_,
Iz = ynlloo + lgn = znllocbazall, = Hllzn = 2nlloc }oZall, = Iz — 2||x-
This contradicts (30). O

The next definition will be used in the sequel.

Definition 3.2. A metric ray in a metric space (A,d,) is a sequence r = {r;}2, of
points such that the sequence d(r;, o) is strictly increasing and, for i < j < k, the
following equality holds:

dA(Ti,’f‘k) :dA(Ti,Tj)—I—dA(Tj,Tk). (31)

10



For all of the metric rays in Banach spaces considered in this paper, it will be
assumed that
o = 0. (32)

Consider subspaces X}, = (@Zzlf’;o)p in X and the natural projections P : X —
Xp defined by P({z,};21) = {zn}ny-

Lemma 3.3. For each metric ray r = {r;}32, in X and each ¢ € (0,1), there is
k € N such that the natural projection Py, : X — X}, satisfies:

|| Peri — mil|x < ellril|lx for every i=0,1,... (33)

Under the assumption ro = 0, a number k satisfying this condition can be determined
from the number € > 0 and the vector ry.

Proof. Let r; = {riy}°2,, where 1y, € 2. With the help of Definition 3.2 and
Lemma 3.1, one derives that for i < j < k, the vector {||rj, — rinlloo}o2; € £, is a
positive multiple of {||rx, — 7jn||ec }o2;. Using the fact that 7y, = 0 for every n, it
can be easily obtained that any vector of the form {||rj, — rin|| }ooy s & positive
multiple of {||71x]]00 }o 1, and any vector of the form {||7in|]e0}o2 is also a positive
multiple of {||71n]|eo}22 . Now, pick k € N such that ||Pyr; — r1||x < €||r1||x. This
means that |[{][7ialln 2 ps < l{lFinlloed 2l The fact that {][rinllo by is
a positive multiple of {[|rin[lec 152, leads to [[{[[rinlloc Fntpiallp < ell{ll7inlloc Fozallp,
or ||Peri — 7il|x < e||ri||x, as required. O

In order to complete the proof of Theorem 1.12, we introduce a locally finite
metric space A which does not admit an isometric embedding into X.

To begin with, let {N;}$°, be an increasing sequence of positive integers so that
lim;_,, N; = co. Consider the set S C /., consisting of all sequences, for which the
first coordinate is a nonnegative integer, the next N; coordinates are nonnegative
integer multiples of 3, the next N, coordinates are nonnegative integer multiples
of 3%, the next N3 coordinates are nonnegative integer multiples of 3%, and so on.
Clearly, S is countable. In addition, it is not difficult to see that S is locally finite
implying that all of its subsets are also locally finite.

Further, let {I;}3°, be a partition of N, where Iy = {1}, I} = {2,...,1 + Ny},
and ; = {1+ Ny +---+N_1+1,....,1+ N +---+ N1 + Ny} for t > 2. The
definition of S can be rewritten as: a sequence {s;}3°, € {4 is in S if and only if
each s; is a nonnegative integer multiple of 3 for i € I,.

Finally, a subset A C S is taken to be the union of metric rays r(j), j € N,
constructed as described below. For each j € N pick ni(j) € I1, na(j) € I, ete.
This can and will be performed in such a way that the next condition is satisfied:

VieN Vnel, 35N n=m(j). (34)

After this, the collection {r(j)}52, of metric rays, where r(j) = {r:(j)}2,, is
defined as follows:

11



(A) 19(j) =0 € £y (for every j € N).
(B) 71(j) is the unit vector (1,0,...,0,...) € {y (for every j € N).

(C) For t > 2, let 74(j) be the vector which has 1 + 3 + --- + 37! as its first
coordinate, 3 + - - - + 31 as its ny(j) coordinate, ..., 3772 4+ 371 as its ny_»(j)
coordinate, 3'~1 as its ny_;(j) coordinate, while all the other coordinates are 0.

It can be noticed that each r(j) is a metric ray and that, for every ¢ and j, the
vector r4(j) is in the set S described above.

The set A is locally finite, since it is a subset of S. Suppose that A admits an
isometric embedding £ : A — X. Without loss of generality, assume that E(0) =0
(recall that 0 € A). Clearly, isometries map metric rays onto metric rays. It will be
proved by applying Lemma 3.3 in the case where ¢ € (0, 1) is sufficiently small, that
the existence of such isometric embedding leads to a contradiction.

Namely, select € € (0,1) in such a way that

37t - 2¢38 > 362 (35)

for every t € R. Here, condition (35) is written in the form in which it will be used.
Applying Lemma 3.3 to the ray {Er(j)}:2,, we conclude that there is k € N such
that

1B Eri () — Er()llx < ellEr()llx = ellri(5)]]oo, (36)

for every t, where the equality holds due to the fact that E is an isometry mapping
0 to 0. The last statement of Lemma 3.3 implies that k£ depends only on the vector
Eri(j), and therefore does not depend on j (by condition (B)).

Set m = dim Xy, where, as before, X, = P, X. It is common knowledge that
there exists an absolute constant C' such that, for any § > 0, the cardinality of a

0-separated set inside a ball of radius R in an m-dimensional Banach space does not
exceed (CR/J)™. See [14, Lemma 9.18].

Denote by B, the ball of A of radius 3! centered at 0. Then P,EB, is contained
in the ball of radius 3! of X},. Hence, the mentioned fact on d-separated sets implies
that the cardinality of a 3'%-separated set in PEB; does not exceed (9C)™. By
showing that the construction of A implies that P,E B, contains a 3 2-separated
set of cardinality N; 1, one obtains a contradiction, because {N;}$°; is indefinitely
increasing.

To achieve this goal, remark that for any ¢ € N, the vector r,(j) is in B, and even
in the ball of radius 1+ 3+ 3%+ ---+3'"!. Combining conditions (34) and (C), it is
concluded that the set of all vectors {r(j)}52, contains a subset of cardinality N;
which is 3~ !-separated.

12



Applying inequality (36) to any two images Er,(j;) and Er(ja) of elements of
this subset, what follows can be reached:
|PeEre(j1) — PeEre(j2) — (Ere(j1) — Ere(2))||x
< |PeBre(ir) — Ere(i)llx + 1PeEre(2) — Ere(j2) || x
< e(llre(i)lloe + I (52) o)

and, as a result,

HPIcETt(jl) - PlcETt(]é)HX
> |[Ere(j1) — Ere(d2)|[x — e(llre()lloo + [|7e(j2)[o0)

t—1 t(35) t—2
> 3071 _ 9¢3t > 302,

which confirms that P,E B, contains a 3'~2-separated set of cardinality N,_;. This
proves the theorem. O

4 Proof of Theorem 1.14

Proof. To prove Theorem 1.14 it suffices to show that, given an € > 0, every locally
finite metric space admits a bilipschitz embedding into X with distortion < (4 +¢).

As in [2], we use the existence inside X of a subspace which is close to (922,07,
where the direct sum is not an £,-sum, but just a finite-dimensional decomposition
with small decomposition constant. The existence of such a sum is derived from
the Maurey-Pisier theorem [9] (see also [14, Theorems 2.55 and 2.56]) by the line of
reasoning which goes back to Mazur, see [6, p. 4].

Since our argument is a modification of the one contained in [6], the needed details
of the construction used there are presented below for the reader’s convenience.

Definition 4.1. Let A € (0,1]. A subspace N C X* is called A-norming over a
subspace Y C X if

Yy eY sup{|f(y)l: feN, [[fl| <1} = Ally]|.

Lemma 4.2. For any A € (0,1) and any finite-dimensional subspace Y C X there
exists a finite-dimensional subspace N C X* which is A\-norming over Y .

Proof. The existence of such a subspace can be established as follows. Let {z;}™,

be an (1 — A)-net in the unit sphere of Y and let N be the linear span of functionals

x; satisfying the conditions ||xf|| = 1 and z}(z;) = 1. The verification that N is

A-norming is immediate. O]
Let € € (0,1) and {e;}$2, be positive numbers satisfying:

o0

[[a-e)>1-- (37)

i=1
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Denote by (M, dys) the locally finite metric space which will be embedded into X.
Pick a point O € M and set:

M, ={x € M: dy(z,0) < R,},

where {R,,}2 , is the sequence defined in (3)—(5). Let ¢(n) be the cardinality of M,,.
As a consequence of Fréchet’s observation, M, admits an isometric embedding FE,,
into (<. Further, the Maurey-Pisier theorem states that the space X contains a
subspace Y] such that there is a linear map S; : Y7 — 6253) satisfying

[yl < [ISwll < (L +e)llyll.

Consider a finite-dimensional subspace N; C X* so that Nj is (1 — &1 )-norming over
Y: and set
Wy =(Ny)r:={zeX: V¥ €N, z*(z) =0}.

It is easy to derive from the definition of cotype that W; has no nontrivial cotype.
Applying the Maurey-Pisier theorem once more, one finds a subspace Yo C W; and

a linear map S : Yo — VA satisfying
[yl < 1[S2ul] < (1 +&)llyl].

Now, take Ny C X* as a finite-dimensional subspace which contains N; and is
(1 — e9)-norming over lin(Y; U Y3), and set Wy = (Na)T.

We continue in an obvious way. In the n-th step, we find a subspace
Y, CWuo1 = (Np1)T
and a linear map S, : Y,, — et satisfying
[yl < 1[Snyll < (1 +€)llyll.
It is clear that, for u € W, and v € (NV,,)T, the inequality below is true:
lu+ ol = (1 = en)l[ul]. (38)

It is easy to see that {Y;}52, form a finite-dimensional decomposition of the closed
linear span of | J;~, ¥; =: Y. Writing a sum of the form ) .°, y; we mean that y; € Y;.
We introduce the following norm on Y

S e[S
i=1 @ i=1

» - max{[[S;y;]| + |[Skuel| - j,kEN}}- (39)
X

4(1
Let us show that the norm || - ||, is # -equivalent to || - ||x. In fact, it is clear
that
Z Yil| = Z Yi
=1 lx i=1 g

14



On the other hand, inequality (38) yields:

k
D v
i=1

(1 — Ek)

IN

and

(1 — 8]671)

IN

By the triangle inequality,

1
<
ol < (=2 + = ) Zyz

The stated above equivalence of |||, and ||-|| x now follows from |Skyell < (14¢)||yl|
and (37).

Observe that lin{Y;UY} } with the norm ||-||, is isometric to 29 @, (5P Consider
M as a subset of /., such that O € M coincides with 0 € /.. This implies that
the argument used to prove Theorem 1.9 in the case p = 1 can be applied to get
an embedding of distortion < (1 4 ¢) of M into (Y,|| - ||o). Indeed, let us define
an embedding 7' : M — Y by the formula (8) (we use p =1 in (6) and (7)). Now
we can see that if Tx and Ty are in the same sum of the form 9 @ Ec(k the
desired estimate can be obtained in the same way as in the final part of Sectlon 2.1.
On the other hand, if Tx and Ty are not both in the same direct sum of the form

029 g, 02 then llyl| < e]|z||]. In this case the estimate also goes through in exactly
the same way as in (11)-(13).

To summarize, an embedding of M into (Y, ||-||,) with distortion < (1+¢) exists.
Combining this fact with the established above equivalence between ||-||x and || - ||a
4(1+¢)?
on Y, one obtains an embedding into X with distortion < u With ¢ | 0,
—€
the result stated in Theorem 1.14 is proved. O]

5 An open problem

In our opinion the most interesting open problem related to this study is:
Problem 5.1. Do there exist Banach spaces X with D(X) > 17¢

6 Acknowledgements

The second-named author gratefully acknowledges the support by National Science
Foundation DMS-1201269 and DMS-1700176 and by Summer Support of Research
program of St. John’s University during different stages of work on this paper.

We would like to thank the referee for careful reading of the paper and for sug-
gesting improvements of our presentation.

15



7

[1]

2]

References

F. Baudier, Embeddings of proper metric spaces into Banach spaces, Houston J. Math., 38
(2012), no. 1, 209-223.

F. Baudier, G. Lancien, Embeddings of locally finite metric spaces into Banach spaces, Proc.
Amer. Math. Soc., 136 (2008), 1029-1033.

S. Buyalo, V. Schroeder, Elements of asymptotic geometry. EMS Monographs in Mathematics.
European Mathematical Society (EMS), Ziirich, 2007.

M. Fréchet, Les dimensions d’un ensemble abstrait, Math. Ann., 68 (1910), no. 2, 145-168.

N.J. Kalton, G. Lancien, Best constants for Lipschitz embeddings of metric spaces into ¢y,
Fund. Math., 199 (2008), 249-272.

J. Lindenstrauss, L. Tzafriri, Classical Banach spaces. 1. Sequence spaces. Ergebnisse der
Mathematik und ihrer Grenzgebiete, Vol. 92. Springer-Verlag, Berlin-New York, 1977.

N. Linial, Finite metric spaces—combinatorics, geometry and algorithms, in: Proceedings of
the International Congress of Mathematicians, Vol. IIT (Beijing, 2002), 573-586, Higher Ed.
Press, Beijing, 2002.

J. Matousek, Lectures on Discrete Geometry, Graduate Texts in Mathematics, 212. Springer-
Verlag, New York, 2002.

B. Maurey, G. Pisier, Séries de variables aléatoires vectorielles indépendantes et propriétés
géométriques des espaces de Banach, Studia Math., 58 (1976), no. 1, 45-90.

A. Naor, L; embeddings of the Heisenberg group and fast estimation of graph isoperimetry,
in: Proceedings of the International Congress of Mathematicians, 2010, Hyderabad India, vol.
111, 2011, pp. 1549-1575.

A. Naor, Y. Peres, L, compression, traveling salesmen, and stable walks. Duke Math. J. 157
(2011), no. 1, 53-108.

M. 1. Ostrovskii, Coarse embeddability into Banach spaces, Topology Proc., 33 (2009), 163
183.

M. 1. Ostrovskii, Embeddability of locally finite metric spaces into Banach spaces is finitely
determined, Proc. Amer. Math. Soc., 140 (2012), 2721-2730.

M. 1. Ostrovskii, Metric Embeddings: Bilipschitz and Coarse Embeddings into Banach Spaces,
de Gruyter Studies in Mathematics, 49. Walter de Gruyter & Co., Berlin, 2013.

D.P. Williamson, D.B. Shmoys, The Design of Approzimation Algorithms, Cambridge Uni-
versity Press, 2011.

DEPARTMENT OF MATHEMATICS, ATILIM UNIVERSITY, 06830 INCEK, ANKARA, TURKEY
E-mail address: sofia.ostrovska@atilim.edu.tr

DEPARTMENT OF MATHEMATICS AND COMPUTER SCIENCE, ST. JOHN’S UNIVERSITY, 8000

UTopriA PARKWAY, QUEENS, NY 11439, USA

E-mail address: ostrovsm@stjohns.edu

16



