
A TRACE FINITE ELEMENT METHOD FOR
VECTOR-LAPLACIANS ON SURFACES

SVEN GROß∗, THOMAS JANKUHN† , MAXIM A. OLSHANSKII‡ , AND ARNOLD

REUSKEN§

Abstract. We consider a vector-Laplace problem posed on a 2D surface embedded in a 3D
domain, which results from the modeling of surface fluids based on exterior Cartesian differential
operators. The main topic of this paper is the development and analysis of a finite element method
for the discretization of this surface partial differential equation. We apply the trace finite element
technique, in which finite element spaces on a background shape-regular tetrahedral mesh that is
surface-independent are used for discretization. In order to satisfy the constraint that the solution
vector field is tangential to the surface we introduce a Lagrange multiplier. We show well-posedness
of the resulting saddle point formulation. A discrete variant of this formulation is introduced which
contains suitable stabilization terms and is based on trace finite element spaces. For this method we
derive optimal discretization error bounds. Furthermore algebraic properties of the resulting discrete
saddle point problem are studied. In particular an optimal Schur complement preconditioner is
proposed. Results of a numerical experiment are included.

Key words. surface fluid equations, surface vector-Laplacian, trace finite element method

1. Introduction. Fluid equations on manifolds appear in the literature on math-
ematical modeling of emulsions, foams and biological membranes, e.g. [36, 37, 3, 5,
31, 30]. We refer the reader to the recent contributions [18, 19] for derivations of
governing surface Navier–Stokes equations in terms of exterior Cartesian differential
operators for the general case of a viscous incompressible material surface, which is
embedded in 3D and may evolve in time. This Navier–Stokes and other models of
viscous fluidic surfaces or interfaces involve the vector-Laplace operator treated in this
paper. We note that there are different definitions of surface vector-Laplacians, cf.
Remark 2.1. In this paper we treat a vector-Laplace problem that results from the
modeling of surface fluids based on exterior Cartesian differential operators.

Several important properties of surface fluid equations, such as existence, unique-
ness and regularity of weak solutions, their continuous dependence on initial data
and a relation of these equations to the problem of finding geodesics on the group
of volume preserving diffeomorphisms have been studied in the literature, e.g., [10,
39, 38, 2, 20, 1, 21]. Concerning the development and analysis of numerical methods
for surface fluid equations there are very few papers, e.g., [4, 22, 34, 17, 16, 33] and
research on this topic has started only recently. Much more is known on discretization
methods for scalar elliptic and parabolic PDEs on surfaces; see the review of surface
finite element methods in [9, 27].

In this paper we introduce and analyze a finite element method for the numer-
ical solution of a vector-Laplace problem posed on a 2D surface embedded in a 3D
domain. The approach developed here benefits from the embedding of the surface
in R3 and uses elementary tangential calculus to formulate the equations in terms
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of exterior differential operators in Cartesian coordinates. Following this paradigm,
the finite element spaces we use are also tailored to an ambient background mesh.
This mesh is surface-independent and consists of shape-regular tetrahedra. As in
previous work on scalar elliptic and parabolic surface PDEs (cf. the overview paper
[27]) we use the trace of such an outer finite element space for the discretization of
the vector-Laplace problem. Hence, the method that we present is a special unfitted
finite element method. One distinct difficulty of applying (both fitted and unfitted)
finite element methods to surface vector-Laplace and surface Navier–Stokes equations
is to satisfy numerically the constraint that the solution vector field uh is tangen-
tial to the surface Γ, i.e., uh · n = 0, where n is the normal vector field to Γ, cf.
the discussion in Remark 2.2. The method that we present handles this constraint
weakly by introducing a Lagrange multiplier. The resulting saddle point variational
formulation is discretized by using standard trace finite element spaces. In the dis-
crete variational formulation certain consistent stabilization terms are included which
are essential for discrete inf-sup stability, algebraic stability, and for the derivation of
(optimal) preconditioners for the discrete problem.

The main contributions of this paper are the following. We introduce the La-
grange multiplier formulation for the continuous problem and show well-posedness of
the resulting saddle point formulation. We present a finite element variational formu-
lation which contains suitable stabilization terms and is based on trace finite element
spaces. For this method we work out an error analysis. This analysis shows that for
discrete stability and optimal discretization error bounds, the background space for
the Lagrange multiplier can be chosen as piecewise polynomial of the same order or
one order lower as for the primal variable. A further main contribution of the paper
is the analysis of algebraic properties of the resulting discrete saddle point problem.
In particular we derive an optimal Schur complement preconditioner. We note that
in the error analysis we do not include geometric errors induced by an approximation
Γh ≈ Γ. The analysis of the effects of such geometric errors is left for future research.

Our approach is very different from the one based on finite element exterior
calculus suitable for discretizing the Hodge Laplacian on hypersurfaces; see [17]. In
the recent paper [16] a finite element method for a similar vector-Laplace problem
is studied. That method, however, uses a penalty technique instead of a Lagrange
multiplier formulation and requires meshes fitted to the surface. Finally we note that
the finite element methods for surface Navier–Stokes equations presented in [22, 34]
are based on a surface curl-formulation, which is not applicable to the surface vector-
Laplace problem that we consider. We also note that no discretization error analyses
are given in [22, 34]. None of these related papers have considered unfitted finite
element methods.

This paper is meant to be the first one in a series of papers devoted to numerical
simulation of fluid equations on (evolving) manifolds; see [25] for the follow-up study
of the surface Stokes system. Our longer-term goal is to provide efficient and reliable
computational tools for the numerical solution of fluid equations on a time-dependent
surface Γ(t) including the cases when parametrization of Γ(t) is not explicitly available
and Γ(t) may undergo topological changes. This motivates our choice to use unfitted
surface-independent meshes to define finite element spaces — a methodology that
proved to work very well for scalar PDEs posed on Γ(t) [28, 26].

The remainder of the paper is organized as follows. We introduce in section 2
the vector-Laplace model probem and notions of tangential differential calculus. We
give a weak formulation of the problem with Lagrange multiplier and show its well-
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posedness. An unfitted finite element method known as the TraceFEM for the surface
vector-Laplace problem is introduced in section 3. In section 4 an error analysis of
this method is presented. We derive discrete LBB stability for certain pairs of Trace
FE spaces. The main result of this section is an optimal order error estimate in
the energy norm. An optimal order discretization error estimate in the L2 norm is
shown in section 5. In section 6 we prove that the spectral condition number of the
resulting saddle point stiffness matrix is bounded by ch−2, with a constant c that is
independent of the position of the surface Γ relative to the underlying triangulation.
We also present an optimal Schur complement preconditioner. Numerical results in
section 7 illustrate the performance of the method in terms of discretization error
convergence and efficiency of the linear solver.

2. Continuous problem. Assume that Γ is a closed sufficiently smooth surface
in R3. The outward pointing unit normal on Γ is denoted by n, and the orthogonal
projection on the tangential plane is given by P = P(x) := I−n(x)n(x)T , x ∈ Γ. For
vector functions u : Γ→ R3 we use a constant extension from Γ to its neighborhood
O(Γ) along the normals n, denoted by ue : O(Γ)→ R3. The closest point projection
is denoted by p : O(Γ) → Γ. Note that on Γ we have ∇ue = ∇(u ◦ p) = ∇ueP,
with ∇u := (∇u1 ∇u2 ∇u3)T ∈ R3×3 for vector functions u (note the transpose; this
notation is usual in computational fluid dynamics). For scalar functions u : O(Γ)→ R
the gradient ∇u denotes the column vector consisting of the partial derivatives. In
the remainder this locally unique extension ue to a small neighborhood of Γ is also
denoted by u. On Γ we consider the surface strain tensor [12] given by

Es(u) :=
1

2
P(∇u +∇uT )P =

1

2
(∇Γu +∇Γu

T ), ∇Γu := P∇uP. (2.1)

We also use the surface divergence operators for u : Γ → R3 and A : Γ → R3×3.
These are defined as follows:

divΓu := tr(∇Γu) = tr(P(∇u)P) = tr(P(∇u)) = tr((∇u)P),

divΓA :=
(

divΓ(eT1 A), divΓ(eT2 A), divΓ(eT3 A)
)T
,

with ei the ith basis vector in R3. For a given force vector f ∈ L2(Γ)3, with f ·n = 0,
we consider the following elliptic partial differential equation: determine u : Γ→ R3

with u · n = 0 and

−P divΓ(Es(u)) + u = f on Γ. (2.2)

We added the zero order term u on the left-hand side in (2.2) to avoid technical details
related to the kernel of the strain tensor Es.

Remark 2.1. In this paper we consider the operator P divΓ◦Es because it is a key
component in the modeling of Newtonian surface fluids, fluidic membranes and shells
[36, 12, 4, 19, 18, 14]. We note that in the literature there are different formulations
of the surface Navier–Stokes equations, and some of these are formally obtained by
substituting Cartesian differential operators by their geometric counterparts [39, 7]
rather than from first mechanical principles. These formulations may involve different
surface Laplace type operators. In the recent preprint [16] the Bochner (also called
rough) Laplacian u→ ∆Γu := P divΓ(∇Γu) is treated numerically. The finite element
method for (2.2) presented in this paper is also applicable to a vector-Laplace problem
with the Bochner Laplacian ∆Γ. Another Laplacian operator, which in a natural way
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arises in differential geometry and exterior calculus is the so-called Hodge Laplacian.
The diagram below (from [18]) and identities (2.3) illustrate some ‘correspondences’
between Cartesian and different surface operators. For u on Γ we assume u · n = 0.

In R3 : −div (∇u +∇Tu)
div u=0

= −∆u = (rotT rot−∇div )u
o o o

On Γ : −P divΓ(2Es(u))︸ ︷︷ ︸ divΓu=0

6= −∆Γu︸ ︷︷ ︸ 6= −∆H
Γ u︸ ︷︷ ︸

surface Bochner Hodge
diffusion Laplacian Laplacian

For a smooth surface Γ ⊂ R3 with Gauss curvature K we have, cf. Lemma 2.1 in [18]
and the Weitzenböck identity [35], the following equalities for a tangential field u :

−P divΓ(2Es(u)) = −∆Γu−Ku = −∆H
Γ u− 2Ku on Γ, (2.3)

where for the first equality to hold, u should satisfy divΓu = 0.

For the weak formulation of this vector-Laplace problem we use the space V :=
H1(Γ)3, with norm

‖u‖21 :=

∫
Γ

‖u(s)‖2 + ‖∇u(s)‖2 ds, (2.4)

where ‖ · ‖ denotes the vector Euclidean and matrix Frobenius norms. Note that due
to ∇u = ∇ue = ∇uP on Γ only tangential derivatives are included in this H1-norm.
The corresponding space of tangential vector fields is denoted by

VT := {u ∈ V | u · n = 0 on Γ }. (2.5)

For u ∈ V we use the following notation for the orthogonal decomposition into tan-
gential and normal parts:

u = uT + uNn, uT · n = 0.

We introduce the symmetric bilinear form

a(u,v) :=

∫
Γ

(Es(u) : Es(v) + u · v) ds =

∫
Γ

(
tr
(
Es(u)Es(v)

)
+ u · v

)
ds, u,v ∈ V.

For given f as above we consider the following variational formulation of (2.2): deter-
mine u = uT ∈ VT such that

a(uT ,vT ) = (f ,vT )L2(Γ) for all vT ∈ VT . (2.6)

The bilinear form a(·, ·) is continuous on VT . Ellipticity of a(·, ·) on VT follows from
the following surface Korn inequality, which is derived in [18]. We use the notation
‖ · ‖1 := ‖ · ‖H1(Γ).

Lemma 2.1. Assume Γ is C2 smooth. There exists cK > 0 such that

‖u‖L2(Γ) + ‖Es(u)‖L2(Γ) ≥ cK‖u‖1 for all u ∈ VT . (2.7)

Hence, the weak formulation (2.6) is a well-posed problem. The unique solution is
denoted by u∗ = u∗T .
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Remark 2.2. The weak formulation (2.6) is not very suitable for a finite element
Galerkin discretization, because we then need finite element functions that are tan-
gential to Γ, which are not easy to construct. Consider a polynomial uh on a given
simplex K with Γ ∩K 6= ∅; if Γ ∩K is curved, then it is easy to see that enforcing
uh · n = 0 on Γ ∩K may lead to ‘locking’, i.e. only uh = 0 satisfies the constraint.
Alternatively, one can approximate a smooth manifold Γ by a polygonal surface Γh (in
practice, this is often done for the purpose of numerical integration; moreover, only
Γh is available if finding the position of the surface is part of the problem). In this
case the surface Γh has a discontinuous normal field nh and enforcing the tangential
constraint, uh ·nh = 0 on Γh, for a continuous finite element vector field uh may lead
to a locking effect as well.

In view of the remark above we introduce, in the same spirit as in [15, 16, 18], a
weak formulation in a space that is larger than VT and which allows nonzero normal
components in the surface vector fields. However, different from the approach used in
these papers we treat the tangential condition with the help of a Lagrange multiplier.
The following basic relation will be very useful:

Es(u) = Es(uT ) + uNH, (2.8)

where H := ∇Γn is the shape operator (second fundamental form) on Γ. We introduce
the following Hilbert space:

V∗ := {u ∈ L2(Γ)3 : uT ∈ VT , uN ∈ L2(Γ) }, with ‖u‖2V∗ := ‖uT ‖21 + ‖uN‖2L2(Γ).

Note that V∗ ∼ VT ⊕ L2(Γ). Based on the identity (2.8) we introduce, with some
abuse of notation, the bilinear form

a(u,v) :=

∫
Γ

(
(Es(uT ) + uNH) : (Es(vT ) + vNH) + u · v

)
ds, u,v ∈ V∗. (2.9)

This bilinear form is well-defined and continuous on V∗; furthermore, for u,v ∈
[H1(Γ)]3, e.g., finite element functions, one can compute a(u,v) using the left-hand
side of (2.8) so that the knowledge of H is no longer needed. We enforce the condition
u ∈ VT with the help of a Lagrange multiplier. For given g ∈ L2(Γ)3 (note that we
allow g not necessarily tangential) we introduce the following saddle point problem:
determine (u, λ) ∈ V∗ × L2(Γ) such that

a(u,v) + (v · n, λ)L2(Γ) = (g,v)L2(Γ) for all v ∈ V∗,

(u · n, µ)L2(Γ) = 0 for all µ ∈ L2(Γ).
(2.10)

Well-posedness of this saddle point problem is derived in the following theorem.
Theorem 2.2. The problem (2.10) is well-posed. Its unique solution (u∗, λ) ∈

V∗ × L2(Γ) has the following properties:

1. u∗ · n = 0, (2.11)

2. u∗T = uT , where uT is the unique solution of (2.6) with f := gT = Pg, (2.12)

3. λ = gN − tr
(
Es(u

∗
T )H)

)
, for g = gT + gNn. (2.13)

Proof. Note that v ∈ V∗ satisfies (v · n, µ)L2(Γ) = 0 for all µ ∈ L2(Γ) iff v ∈ VT .
From this and (2.7) it follows that a(·, ·) is elliptic on VT , the subspace of V∗ consisting
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of all functions u that satisfy the second equation in (2.10). The multiplier bilinear
form (v, µ) 7→ (v · n, µ)L2(Γ) has the inf-sup property

inf
µ∈L2(Γ)

sup
v∈V∗

(v · n, µ)L2(Γ)

‖v‖V∗‖µ‖L2(Γ)
≥ inf
µ∈L2(Γ)

sup
vN∈L2(Γ)

(vN , µ)L2(Γ)

‖vN‖L2(Γ)‖µ‖L2(Γ)
= 1.

Furthermore, the bilinear forms are continuous. Hence, we have a well-posed saddle
point formulation, with a unique solution denoted by (u∗, λ). From the second equa-
tion in (2.10) one obtains u∗ ·n = 0. If in the first equation we restrict to v = vT ∈ VT ,
we see that u∗T satisfies the same variational problem as in (2.6) with f := Pg, hence,
(2.12) holds.

If in the first equation in (2.10) we take v = vNn and use u∗ · n = 0, we get

(λ, vN )L2(Γ) = (g, vNn)L2(Γ) − a(u∗, vNn)

= (gN , vN )L2(Γ) −
∫

Γ

tr
(
Es(u

∗
T )Es(vNn)

)
ds

= (gN , vN )L2(Γ) − (tr
(
Es(u

∗
T )H)

)
, vN )L2(Γ) for all vN ∈ L2(Γ),

hence we have the characterization as in (2.13).

From (2.13) it follows that if u∗T has smoothness u∗T ∈ Hm(Γ)3 and the manifold is
sufficiently smooth (hence H sufficiently smooth), then we have λ ∈ Hm−1(Γ). Note
that if H = 0 and gN = 0, then λ = 0.

Remark 2.3. In the proof above we used that the form a(·, ·) is elliptic on VT ,
the subspace of V∗ consisting of all functions that satisfy the second equation in
(2.10). Note the inequality

a(u,u) ≥ ε‖Es(u∗T )‖2L2(Γ) −
ε

1− ε
‖HuN‖2L2(Γ) + ‖u‖2L2(Γ)

≥ ε‖Es(u∗T )‖2L2(Γ) +
(
1− ε

1− ε
‖H‖2L∞(Γ)

)
‖u‖2L2(Γ) ∀u ∈ V∗, ∀ ε < 1.

With ε0 := 1
2 (1 + ‖H‖2L∞(Γ))

−1 and the Korn inequality (2.7) we get

a(u,u) ≥ ε0

(
‖Es(u∗T )‖2L2(Γ) + ‖u‖2L2(Γ)

)
≥ 1

2
ε0c

2
K‖uT ‖21 + ε0‖uN‖2L2(Γ)

for all u ∈ V∗. Hence, the bilinear form a(·, ·) is also elliptic on V∗. Note that the
ellipticity constant depends on the curvature of Γ.

Remark 2.4. Instead of the weak formulation in (2.10) one can also consider
a penalty formulation, without using a Lagrange multiplier λ. Such an approach is
used for a similar Bochner-Laplace problem in [16]. This formulation is as follows:
determine u ∈ V∗ such that

a(u,v) + η(u · n,v · n)L2(Γ) = (f ,v)L2(Γ) for all v ∈ V∗, (2.14)

with η > 0 (sufficiently large). From ellipticity and continuity it follows that this
weak formulation has a unique solution, denoted by û. Opposite to the solution u∗ of
(2.10), the solution û does not have the property û · n = 0, and in general ûT 6= u∗T
holds. Using standard arguments one easily derives the error bound

‖ûT − u∗T ‖V ∗ ≤ cη−
1
2 ‖f‖L2(Γ).
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Hence, as usual in this type of penalty method, one has to take η sufficiently large
depending on the desired accuracy of the approximation.

Remark 2.5. The analysis of well-posedness above and the finite element method
presented in the next section have immediate extensions to the case of the Bochner
Laplacian on Γ. For this, one replaces the bilinear form in (2.6) by

aB(u,v) :=

∫
Γ

(∇Γu : ∇Γu + u · v) ds, u,v ∈ V,

and instead of (2.8) one uses ∇Γu = ∇ΓuT + uNH for further analysis. In this case,
Korn’s inequality (2.7) is replaced by Poincare’s inequality on Γ (cf. [16]). Based on
the second equality in (2.3) and the tangential variational formulation for the Bochner
Laplacian, one can also consider the bilinear form

aH(u,v) :=

∫
Γ

(∇Γu : ∇Γu + (1 +K)u · v) ds, u,v ∈ V,

for an equation with the Hodge Laplacian. This formulation, however, is less conve-
nient for the analysis of well-posedness in the framework of this paper, since the Gauss
curvature K in general does not have a fixed sign. Moreover, in a numerical method
one then has to approximate the Gauss curvature K based on a “discrete” (e.g.,
piecewise planar) surface approximation, which is known to be a delicate numerical
issue.

3. Trace Finite Element Method. For the discretization of the variational
problem (2.10) we use the trace finite element approach (TraceFEM) [24]. For this,
we assume a fixed polygonal domain Ω ⊂ R3 that strictly contains Γ. We use a
family of shape regular tetrahedral triangulations {Th}h>0 of Ω. In the analysis, cf.
Corollary 4.4, we will assume (for convenience) that h ≤ h0 holds, for a given h0 ≤ 1.
The subset of tetrahedra that have a nonzero intersection with Γ is collected in the
set denoted by T Γ

h . For simplicity, in the analysis of the method, we assume {T Γ
h }h>0

to be quasi-uniform. The domain formed by all tetrahedra in T Γ
h is denoted by ΩΓ

h :=
int(∪T∈T Γ

h
T ). On T Γ

h we use a standard finite element space of continuous functions
that are piecewise polynomial of degree k. This so-called outer finite element space
is denoted by V kh . In the stabilization terms added to the finite element formulation
(see below), we need an extension of the normal vector field n from Γ to ΩΓ

h. For this
we use ne = ∇d, where d is the signed distance function to Γ. In practice, this signed
distance function is often not available and we then use approximations as discussed
in Remark 3.1. Another aspect related to implementation is that in practice it is often
not easy to compute integrals over the surface Γ with high order accuracy. This may
be due to the fact that Γ is defined implicitly as the zero level of a level set function
and a parametrization of Γ is not available. This issue of “geometric errors” and of
a feasible approximation Γh ≈ Γ will also be addressed in Remark 3.1. Below in the
presentation and analysis of the TraceFEM we use the exact extended normal n = ne

and we assume exact integration over Γ.

We introduce the stabilized bilinear forms, with U := {v ∈ H1(ΩΓ
h)3 | v|Γ ∈ V },
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M := H1(ΩΓ
h),

Ah(u,v) := a(u,v) + ρ

∫
ΩΓ

h

(∇un) · (∇vn) dx, u,v ∈ U,

b(u, µ) := (u · n, µ)L2(Γ) + ρ̃

∫
ΩΓ

h

(nT∇un)(n · ∇µ) dx

= (uN , µ)L2(Γ) + ρ̃

∫
ΩΓ

h

(n · ∇uN )(n · ∇µ) dx, u ∈ U, µ ∈M.

Such “volume normal derivative” stabilizations have recently been studied in [11,
6]. The parameters in the stabilizations may be h-dependent, ρ ∼ hq, ρ̃ ∼ hq̃.
While the stabilization with ρ > 0 is necessary to improve algebraic properties of the
method but not required for finite element convergence, setting ρ̃ > 0 is important
for both finite element method and algebraic stability; cf. Remark 4.1. In view of this
one can consider different parameter scalings, i.e. ρ 6= ρ̃. We would like the finite
element method to be stable and produce well-conditioned algebraic systems, hence
we consider ρ > 0 and ρ̃ > 0. Moreover to simplify the presentation, we set ρ = ρ̃.
Based on the analysis in [11] of scalar surface problems we restrict to

h . ρ = ρ̃ . h−1. (3.1)

Here and further in the paper we write x . y to state that the inequality x ≤ cy holds
for quantities x, y with a constant c, which is independent of the mesh parameter h
and the position of Γ over the background mesh. Similar we give sense to x & y; and
x ∼ y will mean that both x . y and x & y hold. For fixed k, l ≥ 1 we take finite
element spaces

Uh := (V kh )3 ⊂ U, Mh := V lh ⊂M,

for the velocity u and the Lagrange multiplier λ, respectively. The finite element
method (TraceFEM) that we consider is as follows: determine (uh, λh) ∈ Uh ×Mh

such that

Ah(uh,vh) + b(vh, λh) = (g,vh)L2(Γ) for all vh ∈ Uh

b(uh, µh) = 0 for all µh ∈Mh.
(3.2)

Remark 3.1. As noted above, in the implementation of this method one typically
replaces Γ by an approximation Γh ≈ Γ such that integrals over Γh can be efficiently
computed. Furthermore, the exact normal n is approximated by nh ≈ n. In the
literature on finite element methods for surface PDEs there are standard procedures
resulting in a piecewise planar surface approximation Γh with dist(Γ,Γh) . h2. If
one is interested in surface FEM with higher order surface approximation, we refer to
the recent paper [11], where one finds an efficient method based on an isoparametric
mapping derived from a level set representation of Γ. In [8] another higher order
surface approximation method is treated. In the numerical experiments in section 7
we use a piecewise planar surface approximation. Also for the construction of suitable
normal approximations nh ≈ n several techniques are available in the literature. One

possibility is to use nh(x) = ∇φh(x)
‖∇φh(x)‖2 , where φh is a finite element approximation of

a level set function φ which characterizes Γ. This technique is used in section 7. In
this paper we do not analyze the effect of such geometric errors, i.e., we only analyze
the finite element method (3.2).
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4. Error analysis of TraceFEM. In this section we present an error analysis of
the TraceFEM (3.2). We first address consistency of this stabilized formulation. The
solution (u∗, λ) of (2.10), which is defined only on Γ, can be extended by constant
values along normals to a neighborhood O(Γ) of Γ such that ΩΓ

h ⊂ O(Γ). This
extended solution ((u∗)e, λe) is also denoted by (u∗, λ). Hence we have ∇u∗n = 0,
n · ∇(u∗ · n) = 0, n · ∇λ = 0 on ΩΓ

h. Using these properties and (Uh)|Γ ⊂ V∗,
(Mh)|Γ ⊂ L2(Γ) we get the following consistency result :

Ah(u∗,vh) + b(vh, λ) = a(u∗,vh) + (vh · n, λ)L2(Γ) = (g,vh)L2(Γ) ∀ vh ∈ Uh,

b(u∗, µh) = (u∗ · n, µh)L2(Γ) = 0 ∀ µh ∈Mh.
(4.1)

We now address continuity of the bilinear forms. For this we introduce the semi-norms

‖u‖2U := Ah(u,u), u ∈ U, (4.2)

‖µ‖2M := ‖µ‖2L2(Γ) + ρ‖n · ∇µ‖2L2(ΩΓ
h), µ ∈M. (4.3)

Lemma 4.1. The following holds

Ah(u,v) ≤ ‖u‖U‖v‖U for all u,v ∈ U, (4.4)

b(u, µ) ≤ ‖u‖U‖µ‖M for all u ∈ U, µ ∈M. (4.5)

Proof. The result in (4.4) follows from Cauchy-Schwarz inequalities. Note that
due to ∇nn = 0 and the symmetry of ∇n we obtain n·∇uN = n·∇(u·n) = nT∇un+
nT∇nu = nT∇un. Hence, |n ·∇uN | ≤ ‖∇un‖2 holds (pointwise at x ∈ O(Γ)). Using
this we get for u ∈ U, µ ∈M :

|b(u, µ)| ≤ |(u · n, µ)L2(Γ)|+ ρ|(n · ∇uN ,n · ∇µ)L2(ΩΓ
h)|

≤ ‖u‖L2(Γ)‖µ‖L2(Γ) + ρ‖n · ∇uN‖L2(ΩΓ
h)‖n · ∇µ‖L2(ΩΓ

h)

≤
(
‖u‖2L2(Γ) + ρ‖∇un‖2L2(ΩΓ

h)

) 1
2
(
‖µ‖2L2(Γ) + ρ‖n · ∇µ‖2L2(ΩΓ

h)

) 1
2 (4.6)

≤ Ah(u,u)
1
2 ‖µ‖M = ‖u‖U‖µ‖M .

This completes the proof.

The following result is crucial for the stability and error analysis of the method.
Lemma 4.2. The following uniform norm equivalence holds:

h‖vh‖2L2(Γ) + h2‖n · ∇vh‖2L2(ΩΓ
h) ∼ ‖vh‖

2
L2(ΩΓ

h) for all vh ∈ V kh . (4.7)

Proof. A fundamental result derived in [11] (Lemma 7.6) is:

‖vh‖2L2(ΩΓ
h) . h‖vh‖2L2(Γ) + h2‖n · ∇vh‖2L2(ΩΓ

h) for all vh ∈ V kh . (4.8)

(This follows by taking Ψ = id in the analysis in section 7.2 in [11]). We combine this
with the following estimate, cf. [13]:

h‖v‖2L2(Γ) . ‖v‖
2
L2(ΩΓ

h) + h2‖v‖2H1(ΩΓ
h) for all v ∈ H1(ΩΓ

h), (4.9)

and a standard finite element inverse inequality ‖vh‖H1(ΩΓ
h) . h−1‖vh‖L2(ΩΓ

h) for all

vh ∈ V kh . This completes the proof.
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Using (4.7) and (3.1) we get

Ah(uh,uh) = a(uh,uh) + ρ

∫
ΩΓ

h

(∇uhn) · (∇uhn) dx

& ‖uh‖2L2(Γ) + h

∫
ΩΓ

h

(∇uhn) · (∇uhn) dx

=
3∑
i=1

(
‖(uh)i‖2L2(Γ) + h‖n · ∇(uh)i‖2L2(ΩΓ

h)

)
& h−1

3∑
i=1

‖(uh)i‖2L2(ΩΓ
h) ∼ h

−1‖uh‖2L2(ΩΓ
h),

(4.10)

for all uh ∈ Uh. This implies that Ah(·, ·) is a scalar product on Uh. Using (4.7) and
ρ & h we get

‖µh‖2M & h−1‖µh‖2L2(ΩΓ
h) for all µh ∈Mh. (4.11)

This in particular implies that ‖ · ‖M corresponds to a scalar product on Mh. We now
turn to the discrete inf-sup property.

Lemma 4.3. Take m ≥ 1. There exist constants d1 > 0, d2 > 0, independent of
h and of how Γ intersects the outer triangulation, such that:

sup
vh∈(Vm

h )3

b(vh, µh)

‖vh‖U
≥ d1(1− d2

√
ρh)‖µh‖M for all µh ∈ V mh . (4.12)

Proof. Take µh ∈ V mh . Note that

b(µhn, µh) = ‖µh‖2M .

Take vh := Im(µhn) ∈ (V mh )3, where Im is the nodal (Lagrange) interpolation oper-
ator. The latter is well defined, because both µh and n are continuous in ΩΓ

h. Now
note, cf. (4.6),

|b(vh, µh)| ≥ |b(µhn, µh)| − |b(Im(µhn)− µhn, µh)|
= ‖µh‖2M − |b(Im(µhn)− µhn, µh)|

≥
(
‖µh‖M −

(
‖Im(µhn)− µhn‖2L2(Γ) + ρ‖∇(Im(µhn)− µhn)n‖2L2(ΩΓ

h)

) 1
2
)
‖µh‖M .

(4.13)

From Es(µhn) = µhH we get a(µhn, µhn) . ‖µh‖2L2(Γ) and using this and Hn = 0
we obtain

‖vh‖U ≤ ‖µhn‖U + ‖Im(µhn)− µhn‖U . ‖µh‖M + ‖Im(µhn)− µhn‖U . (4.14)

We now consider the terms with Im(µhn) − µhn in (4.13) and (4.14). We use stan-
dard element-wise interpolation bounds for the Lagrange interpolant, the identity
|µh|Hm+1(K) = 0 for the Hm+1 seminorm of µh over any tetrahedron K ∈ T Γ

h , the
inverse inequality ‖µh‖Hm(K) ≤ ch−m‖µh‖L2(K), (4.7) and the local variant of the
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estimate (4.9). We then obtain

‖Im(µhn)− µhn‖2U
= a(Im(µhn)− µhn, Im(µhn)− µhn) + ρ‖∇

(
Im(µhn)− µhn

)
n‖2L2(ΩΓ

h)

.
∑
K∈T Γ

h

‖Im(µhn)− µhn‖2H1(K∩Γ) + ρ‖∇(Im(µhn)− µhn)n‖2L2(ΩΓ
h) (4.15)

.
∑
K∈T Γ

h

{
(h−1 + ρ)‖Im(µhn)− µhn‖2H1(K) + h|Im(µhn)− µhn|2H2(K)

}
. (h−1 + ρ)h2m

∑
K∈T Γ

h

|µhn|2Hm+1(K) . (h−1 + ρ)h2m
∑
K∈T Γ

h

‖µh‖2Hm(K)

. (h−1 + ρ)
∑
K∈T Γ

h

‖µh‖2L2(K) ∼ (1 + ρh)h−1‖µh‖2L2(ΩΓ
h) (4.16)

. (1 + ρh)(‖µh‖2L2(Γ) + h‖n · ∇µh‖2L2(ΩΓ
h)) . (1 + ρh)‖µh‖2M . ‖µh‖2M .

From this and (4.14) we get

‖vh‖U . ‖µh‖M . (4.17)

With similar arguments we bound the interpolation terms in (4.13):

‖Im(µhn)− µhn‖2L2(Γ) + ρ‖∇
(
Im(µhn)− µhn

)
n‖2L2(ΩΓ

h)

.
∑
K∈T Γ

h

{
h−1‖Im(µhn)− µhn‖2L2(K) + h‖Im(µhn)− µhn‖2H1(K)

}
+ ρ‖∇

(
Im(µhn)− µhn

)
n‖2L2(ΩΓ

h)

.
∑
K∈T Γ

h

{
h−1‖Im(µhn)− µhn‖2L2(K) + (h+ ρ)‖Im(µhn)− µhn‖2H1(K)

}
. (h+ ρ)h2m

∑
K∈T Γ

h

|µhn|2Hm+1(K)

. (h2 + ρh)‖µh‖2M . ρh‖µh‖2M

(4.18)

Combining this with the results in (4.13) and (4.17) completes the proof.

Remark 4.1. We comment on the scaling assumption (3.1). If we take ρ = ρ̃ = 0
(no stabilization) we are not able to derive a discrete inf-sup result as in Lemma 4.3.
The reason is the following. In the analysis as presented above we have to estimate
interpolation errors as, for example, the term ‖Im(µhn) − µhn‖H1(K∩Γ) in (4.15).
For this we use interpolation errors on the tetrahedra K that are intersected by Γ.
This automatically induces norms over the local neighborhood ΩΓ

h, e.g., the term
‖µh‖L2(ΩΓ

h) in (4.16). These can be controlled only by the stabilization term in the

M -norm with ρ & h. In section 7.1 we show results of a numerical experiment that
illustrate that for discrete inf-sup stability of the P1-P1 pair (i.e., m = 1 in (4.12))
the stabilization terms are essential. Hence, we conclude that the stabilization terms
are essential not only for satisfactory conditioning properties of the stiffness matrix,
but also for the discretization error analysis. If one allows a more general choice of

11



stabilization parameters with ρ 6= ρ̃ rather than (3.1), then a careful examination of
the proofs reveals that only ρ̃ > 0 satisfying (3.1) is essential for proving the inf-sup
property in Lemma 4.3 and for the subsequent discretization error analysis. The vol-
umetric stabilization of u can be skipped (i.e. ρ = 0 in the definition of Ah bilinear
form) provided Γ is not the zero level set of a function from V kh . In the latter case
(which occurs, e.g., if Γ is a sphere and k = 2), the bilinear from a(·, ·) has a kernel
on Uh and the stabilization with ρ > 0 is required for positive definiteness of Ah.
In any case, we need ρ > 0 satisfying (3.1) to bound the condition number of stiff-
ness matrices independent of the position of Γ in the background mesh; see section 6.

Corollary 4.4. Take m ≥ 1. Consider ρ = cαh
1−α, α ∈ [0, 2], and assume

h ≤ h0 ≤ 1. Take cα such that 0 < cα < d−2
2 hα−2

0 with d2 as in (4.12). Then
there exists a constant d > 0, independent of h and of how Γ intersects the outer
triangulation, such that:

sup
vh∈(Vm

h )3

b(vh, µh)

‖vh‖U
≥ d‖µh‖M for all µh ∈ V mh . (4.19)

Assumption 4.1. In the remainder we restrict to ρ = cαh
1−α, α ∈ [0, 2], with

cα as in Corollary 4.4.

Corollary 4.5. For b(·, ·) the discrete inf-sup property holds for the pair of
spaces (Uh,Mh) =

(
(V kh )3, V lh

)
with 1 ≤ l ≤ k. The constant in the discrete inf-sup

estimate can be taken independent of h and of how Γ intersects the outer triangulation,
but depends on k.

From the fact that Ah(·, ·) defines a scalar product on Uh and the discrete inf-sup
property of b(·, ·) on Uh ×Mh it follows that the discrete problem (3.2) has a unique
solution (uh, λh).

For the remainder of the error analysis we apply standard theory of saddle point
problems. We introduce the bilinear form

Ah

(
(u, λ), (v, µ)

)
:= Ah(u,v) + b(v, λ) + b(u, µ), (u, λ), (v, µ) ∈ U×M. (4.20)

Theorem 4.6. Let (u∗, λ) ∈ V∗ × L2(Γ) be the solution of (2.10) and assume
that this solution is sufficiently smooth. Furthermore, let (uh, λh) ∈ (V kh )3×V lh be the
solution of (3.2). For 1 ≤ l ≤ k the following discretization error bound holds:

‖u∗ − uh‖U + ‖λ− λh‖M
. hk

(
1 + (ρh)

1
2

)
‖u∗‖Hk+1(Γ) + hl+1

(
1 + (ρ/h)

1
2

)
‖λ‖Hl+1(Γ).

(4.21)

Proof. Using the consistency property (4.1), the continuity results derived in
Lemma 4.1, ellipticity of Ah(·, ·) on Uh and the discrete inf-sup property for b(·, ·) we
obtain, for arbitrary (wh, ξh) ∈ Uh ×Mh:

(
‖uh −wh‖2U + ‖λh − ξh‖2M

) 1
2 . sup

(vh,µh)∈Uh×Mh

Ah

(
(uh −wh, λh − ξh), (vh, µh)

)
(‖vh‖2U + ‖µh‖2M )

1
2

= sup
(vh,µh)∈Uh×Mh

Ah

(
(u∗ −wh, λ− ξh), (vh, µh)

)
(‖vh‖2U + ‖µh‖2M )

1
2

. ‖u∗ −wh‖U + ‖λ− ξh‖M .
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Hence, with a triangle inequality we get the Cea-type discretization error bound

‖u∗ − uh‖U + ‖λ− λh‖M . inf
(vh,µh)∈Uh×Mh

(
‖u∗ − vh‖U + ‖λ− µh‖M

)
. (4.22)

For (vh, µh) ∈ Uh ×Mh we take the interpolants vh = Ik
(
(u∗)e

)
, µh = Il(λ

e) (recall
that ge denotes the constant extension of g along normals on Γ), and assume sufficient
smoothness of u∗ and hence of λ, cf. (2.13). Then, thanks to the interpolation
properties of polynomials and their traces, cf., e.g., [32], we have the estimates:

‖u∗ − vh‖U + ‖λ− µh‖M
. ‖u∗ − vh‖1 + ρ

1
2 ‖u∗ − vh‖H1(ΩΓ

h) + ‖λ− µh‖L2(Γ) + ρ
1
2 ‖λ− µh‖H1(ΩΓ

h)

. hk‖u∗‖Hk+1(Γ) + ρ
1
2hk‖u∗‖Hk+1(ΩΓ

h) + hl+1‖λ‖Hl+1(Γ) + ρ
1
2hl‖λ‖Hl+1(ΩΓ

h)

. hk
(
1 + (ρh)

1
2

)
‖u∗‖Hk+1(Γ) + hl+1

(
1 + (ρ/h)

1
2

)
‖λ‖Hl+1(Γ),

which in combination with (4.22) yields the desired result.

Corollary 4.7. Assume that the solution of (2.10) is sufficiently smooth. We
obtain for l = k ≥ 1 the optimal error bound:

‖u∗ − uh‖U + ‖λ− λh‖M . hk(‖u∗‖Hk+1(Γ) + ‖λ‖Hk+1(Γ)). (4.23)

For l = k − 1 ≥ 1 and with ρ ∼ h we obtain the optimal error bound:

‖u∗ − uh‖U + ‖λ− λh‖M . hk(‖u∗‖Hk+1(Γ) + ‖λ‖Hk(Γ)). (4.24)

If λ = 0, cf. (2.13), the bound (4.24) holds for l = k−1 ≥ 1 and for any ρ that fulfills
Assumption 4.1. Using (2.13) we can bound the norm of λ in terms of the normal
component of the data gN and u∗:

‖λ‖Hm(Γ) . ‖gN‖Hm(Γ) + ‖u∗‖Hm+1(Γ). (4.25)

Note that for the original problem (2.6) the data f = g satisfy gN = 0.

5. L2-error bound. In this section we use a standard duality argument to derive
an optimal L2-norm discretization error bound, based on a regularity assumption for
the problem (2.6). We note that in the analysis we need the assumption ρ ∼ h.

Theorem 5.1. Assume that (2.6) satisfies the regularity estimate

‖uT ‖H2(Γ) . ‖f‖L2(Γ) for all f ∈ L2(Γ)3 with f · n = 0. (5.1)

Take ρ ∼ h, l = k ≥ 1 or l = k − 1 ≥ 1. The following error estimate holds:

‖u∗ −Puh‖L2(Γ) . hk+1
(
‖u∗‖Hk+1(Γ) + ‖λ‖Hl+1(Γ)

)
. (5.2)

Proof. We consider the problem (2.6) with fe := P(u∗ − uh) = u∗ − Puh. We
take g = fe in (2.10), hence gN = 0, and the corresponding solution of (2.10) is
denoted by (w∗, τ) ∈ V∗ × L2(Γ). The extensions (w∗)e, τe are also denoted by
w∗ and τ . From the regularity assumption and τ = −tr(Es(w

∗)H) it follows that
(w∗, τ) ∈ H2(Γ)3 ×H1(Γ) and that

‖w∗‖H2(Γ) + ‖τ‖H1(Γ) . ‖fe‖L2(Γ) (5.3)
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holds. With Ah(·, ·) as in (4.20) we get the consistency result

Ah

(
(w∗, τ), (v, µ)

)
= (fe,v)L2(Γ) for all (v, µ) ∈ U×M.

We take (v, µ) = (u∗ − uh, λ− λh) ∈ U×M and using the symmetry of Ah(·, ·) and
the Galerkin orthogonality we obtain

‖u∗ −Puh‖2L2(Γ) = ‖P(u∗ − uh)‖2L2(Γ) = (P(u∗ − uh),u∗ − uh)L2(Γ)

= (g,u∗ − uh)L2(Γ) = Ah

(
(w∗, τ), (u∗ − uh, λ− λh)

)
= Ah

(
(u∗ − uh, λ− λh), (w∗ −wh, τ − τh)

)
for all (wh, τh) ∈ Uh ×Mh. We use continuity of Ah(·, ·) and the results derived in
Corollary 4.7 and thus obtain

‖u∗ −Puh‖2L2(Γ) . hk
(
‖u∗‖Hk+1(Γ) + ‖λ‖Hl+1(Γ)

)(
‖w∗ −wh‖U + ‖τ − τh‖M

)
. (5.4)

We take wh = I1((w∗)e), τh = I1(τe) (recall that τe is a constant extension along
normals on Γ). Using (5.3) this yields

‖w∗ −wh‖U . ‖w∗ − I1(w∗)‖H1(Γ) + ρ
1
2 ‖w∗ − I1(w∗)‖H1(ΩΓ

h)

. h‖w∗‖H2(Γ) + ρ
1
2h‖w∗‖H2(ΩΓ

h)

. h(1 + (ρh)
1
2 )‖w∗‖H2(Γ) . h‖fe‖L2(Γ) . h‖u∗ −Puh‖L2(Γ)

and

‖τ − τh‖M . ‖τ − I1(τ)‖L2(Γ) + ρ
1
2 ‖τ − I1(τ)‖H1(ΩΓ

h)

. h‖τ‖H1(Γ) + ρ
1
2 ‖τ‖H1(ΩΓ

h)

. h(1 + (ρ/h)
1
2 )‖τ‖H1(Γ) . h‖fe‖L2(Γ) . h‖u∗ −Puh‖L2(Γ),

where in the second last inequality we used ρ ∼ h. Combining these estimates with
the result in (5.4) completes the proof.

Note that the term ‖λ‖Hl+1(Γ) in (5.2) can be replaced by ‖u∗‖Hl+2(Γ), cf. (4.25).
From the proof above it follows that for the special case λ = 0, we do not need the
assumption ρ ∼ h and the error bound (5.2) holds under the more general assumption
(3.1).

We address the question how accurate the discrete solution uh satisfies the tan-
gential condition u ·n = 0 on Γ. Due to the zero order term

∫
Γ
u ·v ds in the definition

of the bilinear form a(·, ·) in (2.9), the norm ‖·‖U in (4.21) gives control of the normal
components, and hence we get

‖uh · n‖L2(Γ) ≤ ‖uh − u∗‖U .

Therefore, under the assumptions of the Corollary 4.7 we obtain the estimate

‖uh · n‖L2(Γ) . hk. (5.5)

Another bound on uh · n can be derived from the second equation in (3.2). Denote
by Pl the orthogonal projection onto Mh with respect to the (·, ·)M scalar product,
then the second equation in (3.2) implies Pl(uh · n) = 0. Therefore, we have

‖uh · n‖L2(Γ) ≤ ‖uh · n‖M = ‖(I − Pl)uh · n‖M = inf
µh∈Mh

‖uh · n− µh‖M .
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6. Condition number estimate. It is well-known [23, 6] that for unfitted finite
element methods there is an issue concerning algebraic stability, in the sense that the
matrices that represent the discrete problem can have very bad conditioning due to
small cuts in the geometry. Stabilization methods have been developed which remedy
this stability problem, see, e.g., [6, 27]. In this section we show that the ‘volume
normal derivative’ stabilizations that we use in both bilinear forms Ah(·, ·) and b(·, ·),
with scaling as in (3.1), remove any possible algebraic instability. More precisely, we
show that the condition number of the stiffness matrix corresponding to the saddle
point problem (3.2) is bounded by ch−2, where the constant c is independent of the
position of the interface. Furthermore, we present an optimal Schur complement
preconditioner.

Let integer n > 0,m > 0 be the number of active degrees of freedom in Uh and
Mh spaces, i.e., n = dim(Uh), m = dim(Mh), and PUh : Rn → Uh and PMh : Rm →
Mh are canonical mappings between the vectors of nodal values and finite element
functions. Denote by 〈·, ·〉 and ‖ · ‖ the Euclidean scalar product and the norm. For
matrices, ‖ · ‖ denotes the spectral norm. Now we introduce several matrices. Let
A,Mu ∈ Rn×n, B ∈ Rn×m, Mλ, SM ∈ Rm×m be such that

〈A~u,~v〉 = Ah(PUh ~u, P
U
h ~v),

〈
B~u,~λ

〉
= b(PUh ~u, P

M
h
~λ),

〈Mu~u,~v〉 = (PUh ~u, P
U
h ~v)L2(ΩΓ

h),
〈
Mλ

~λ, ~µ
〉

= (PMh
~λ, PMh ~µ)L2(ΩΓ

h),〈
SM~λ, ~µ

〉
= (PMh

~λ, PMh ~µ)L2(Γ) + ρ
(
∇(PMh

~λ)n,∇(PMh ~µ)n
)
L2(ΩΓ

h)

for all ~u,~v ∈ Rn, ~µ, ~λ ∈ Rm. Note that the numerical properties of mass matrices
Mu and Mλ do not depend on how the surface Γ intersects the domain ΩΓ

h. Since the
family of background meshes is shape regular, these mass matrices have a spectral
condition number that is uniformly bounded, independent of h and of how Γ intersects
the background triangulation Th. Furthermore, for the symmetric positive definite
matrix SM we have 〈

SM~λ,~λ
〉

= ‖PMh ~λ‖2M for all ~λ ∈ Rm,

cf. (4.3). We also introduce the system matrix and its Schur complement:

A :=

[
A BT

B 0

]
, S = BA−1BT .

The algebraic system resulting from the finite element method (3.2) has the form

A~x = ~b, with some ~x,~b ∈ Rn+m. (6.1)

We will consider a block-diagonal preconditioner of the matrix A. For this we first
analyze preconditioners of the matrices A and S. In the following lemma we use
spectral inequalities for symmetric matrices.

Lemma 6.1. There are strictly positive constants νA,1, νA,2, νS,1, νS,2, ν̃S,1,
ν̃S,2, independent of h and of how Γ intersects Th such that the following spectral
inequalities hold:

νA,1h
−1Mu ≤ A ≤ νA,2h−3Mu, (6.2)

νS,1h
−1Mλ ≤ S ≤ νS,2h−3Mλ, (6.3)

ν̃S,1SM ≤ S ≤ ν̃S,2SM . (6.4)
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Proof. Note that

〈A~v,~v〉
〈Mu~v,~v〉

=
Ah(PUh ~v, P

U
h ~v)

‖PUh ~v‖2L2(ΩΓ
h)

for all ~v ∈ Rn. (6.5)

From (4.10) we get

νA,1h
−1 ≤ Ah(vh,vh)

‖vh‖2L2(ΩΓ
h)

for all vh ∈ Uh.

Using the local variant of (4.9) and a FE inverse inequality we get

‖vh‖21 . h−1‖vh‖2H1(ΩΓ
h) + h

∑
T∈T Γ

h

|vh|2H2(T ) . h−1‖vh‖2H1(ΩΓ
h) for all vh ∈ Uh,

and thus,

Ah(vh,vh)

‖vh‖2L2(ΩΓ
h)

≤ c
‖vh‖21 + ρ‖vh‖2H1(ΩΓ

h)

‖vh‖2L2(ΩΓ
h)

≤ c
h−1‖vh‖2H1(ΩΓ

h)

‖vh‖2L2(ΩΓ
h)

≤ νA,2h−3 for all vh ∈ Uh,

with a suitable constant νA,2. Combination of these results yields the inequalities in
(6.2). For the Schur complement matrix S = BA−1BT we have〈

S~λ,~λ
〉

〈
SM~λ,~λ

〉 = sup
~u∈Rn

〈
~u,A−

1
2BT~λ

〉2

‖~u‖2‖PMh ~λ‖2M
= sup
~u∈Rn

〈
B~u,~λ

〉2

‖A 1
2 ~u‖2‖PMh ~λ‖2∗

= sup
uh∈Uh

b(uh, µh)2

‖uh‖2U‖µh‖2M
, µh := PMh

~λ.

(6.6)

Using the results in (4.5) and Corollary 4.5 we obtain the result in (6.4). We also
have 〈

SM~λ,~λ
〉

〈
Mλ

~λ,~λ
〉 =

‖µh‖2M
‖µh‖2L2(ΩΓ

h)

, µh := PMh
~λ. (6.7)

Using h . ρ . h−1 and (4.7) we get

h−1‖µh‖2L2(ΩΓ
h) . ‖µh‖

2
M . h−3‖µh‖2L2(ΩΓ

h) for all µh ∈Mh.

Using this we see that the result in (6.3) follows from (6.4).

We introduce a block diagonal preconditioner

Q :=

[
QA 0
0 QS

]
of A.

Corollary 6.2. The following estimate holds with some c > 0 independent of
how Γ cuts through the background mesh,

cond(A) = ‖A‖‖A−1‖ ≤ c h−2. (6.8)
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Proof. Take QA := Mu, QS := Mλ. Let ξ be an eigenvalue of Q−1A. We apply
the result in Lemma 5.14 from [29] to derive from (6.2), (6.3):

ξ ∈ [νS,1h
−1, νS,2 h

−3] ∪

νA,1 +
√
ν2
A,1 + 4νA,1νS,1

2h
,
νA,2 +

√
ν2
A,2 + 4νA,2νS,2

2h3


∪

νA,2 −
√
ν2
A,2 + 4νA,2νS,2

2h3
,
νA,1 −

√
ν2
A,1 + 4νA,1νS,1

2h

 .
(6.9)

From this spectral estimate and the fact that Q has a uniformly bounded condition
number we conclude that (6.8) holds.

Similar to (6.9) we also get from (6.4) the following result.
Corollary 6.3. Let QA ∼ A be a uniformly spectrally equivalent preconditioner

of A and QS := SM . For the spectrum σ(Q−1A) of the preconditioned matrix we have

σ(Q−1A) ⊂
(
[C−, c−] ∪ [c+, C+]

)
,

with some constants C− < c− < 0 < c+ < C+ independent of h and the position of
Γ.

Note that the optimal Schur complement preconditioner SM is easy to implement
since the terms occurring in SM are essentially the same as in the bilinear form b(·, ·).
Furthermore, for ρ ∼ h we have the spectral equivalence

SM ∼ h−1Mλ, (6.10)

which follows from (4.7). Hence, systems with the matrix SM are then easy to solve.

7. Numerical experiments. In this section we present results of a few numeri-
cal experiments. We first consider the vector-Laplace problem (2.2) on the unit sphere.
We use a standard trace-FEM approach in the sense that the exact surface is approx-
imated by a piecewise planar one. Due to this geometric error (dist(Γh,Γ) . h2)
the discretization accuracy is limited to second order and therefore we consider the
discretization (3.2) with piecewise linears both for the velocity and the Langrange
multiplier. Higher order surface approximations with the technique introduced in [11]
will be treated in a forthcoming paper. To be able to use a higher order finite element
space, and in particular the pair (V 2

h )3-V 1
h for velocity and Lagrange multiplier (which

is LBB stable, cf. Corollary 4.5), we also consider an example in which the surface
is a bounded plane which is not aligned with the coordinate axes. For both cases
we present results for discretization errors and their dependence on the stabilization
parameter ρ. For the problem on the unit sphere we also illustrate the behavior of a
preconditioned MINRES solver.

7.1. Vector-Laplace problem on the unit sphere. For Γ we take the unit
sphere, characterized as the zero level of the level set function φ(x) = ‖x‖2−1, where
‖·‖ denotes the Euclidean norm on R3. We consider the vector-Laplace problem (2.2)
with the prescribed solution u∗ = P(−x2

3, x2, x1)T ∈ VT . The induced tangential
right hand-side is denoted by f and we use the saddle point formulation (2.10) with
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g = f . The associated Lagrange multiplier λ is then given by (2.13) with gN = 0.
The sphere is embedded in an outer domain Ω = [−5/3, 5/3]3. The triangulation Th`

of Ω consists of n3
` sub-cubes, where each of the sub-cubes is further refined into 6

tetrahedra. Here ` ∈ N denotes the level of refinement yielding a mesh size h` = 10/3
n`

with n` = 2`+1.
On the outer mesh T Γ

h we define the nodal interpolation operators Ik : C(ΩΓ
h)→

V kh . For the TraceFEM, instead of the exact surface Γ, we consider an approximated
surface Γh = {x ∈ ΩΓ

h : (I1φ)(x) = 0}, consisting of triangular planar patches. This
induces a geometry error with dist(Γ,Γh) . h2. The normals n are approximated
by nh := ∇φh

‖∇φh‖2 , where φh is the piecewise quadratic interpolant φh := I2(φ). For

the pair of TraceFE spaces
(
(V kh )3, V lh

)
in the saddle point formulation (3.2), with

Γ replaced by Γh, we use piecewise linear finite elements, i.e., k = l = 1, and we
first choose ρ = ρ̃ = h for the stabilization parameters. The numerical solution on
refinement level ` = 4 is illustrated in Figure 7.1. The very shape irregular surface
triangulation Γh is illustrated in Figure 7.2.

Fig. 7.1: Numerical solution on the
sphere for k = l = 1, ρ = ρ̃ = h and
refinement level ` = 4.

Fig. 7.2: Detail of the surface triangu-
lation Γh of the sphere for refinement
level ` = 4.

Figure 7.3 shows different norms of the errors for different refinement levels `.
Optimal convergence orders are achieved for ‖u∗−uh‖U and ‖u∗−Puh‖L2(Γh), cf.

the theoretical results in Theorems 4.6 and 5.1 (note that in the theoretical analysis
we do not treat geometric errors). For ‖λ − λh‖M we observe a convergence order
of about 1.5, which is better than the theoretical result for ‖λ − λh‖M . For the
normal component of uh we observe ‖uh · nh‖L2(Γh) ∼ h2, i.e., a faster convergence
as predicted by the bound (5.5). From further experiments (results are not shown) it
follows that the same convergence orders are obtained for the choice ρ = ρ̃ = 1, but
then the errors are slightly increased.

The experiments are repeated for a different choice of the stabilization parameters,
taking the other limit case ρ = ρ̃ = 1/h. The convergence results are presented in
Figure 7.4.

Compared to Figure 7.3, the reported errors are all larger, especially those for
‖λ−λh‖M and ‖uh ·nh‖L2(Γh), but the convergence orders still behave in an optimal
way, as expected from the error analysis. Only first order convergence is achieved for
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Fig. 7.3: Discretization errors for the sphere and k = l = 1 with ρ = ρ̃ = h.

1 2 3 4 5

10−3

10−2

10−1

100

101

102

Refinement level

E
rr

or

‖u∗ − uh‖U
‖u∗ −Puh‖L2(Γh)

‖uh · nh‖L2(Γh)

‖λ− λh‖M
O(h)

O(h2)

Fig. 7.4: Discretization errors for the sphere and k = l = 1 with ρ = ρ̃ = 1/h.

‖λ − λh‖M compared to order 1.5 for the choice ρ = ρ̃ = h. For ‖uh · nh‖L2(Γh) the
convergence order drops below 2.

As noted above, due to the geometry error we do not consider the higher order
case k > 1 here.

Next we study the performance of the iterative solver and the preconditioners.
To solve the linear saddle point system (6.1) a MINRES solver is applied using the

block preconditioner Q presented in Section 6. For the application of ~u = Q−1
A
~b,

the system A~u = ~b is iteratively solved using a standard SSOR-preconditioned CG
solver, with a tolerance such that the initial residual is reduced by a factor of 104.
The same strategy is used for the Schur complement, i.e., for the application of ~v =
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Q−1
S ~c, the system SM~v = ~c is iteratively solved using a standard SSOR-preconditioned

CG solver, with a tolerance such that the initial residual is reduced by a factor of
104. We note that these high tolerances are not optimal for the overall efficiency of
the preconditioned MINRES solver, but are appropriate to demonstrate important
properties of the solver. Furthermore, in practice it is probably more efficient to
replace the SSOR preconditioner for the A-block by a more efficient one, e.g., an ILU
or a multigrid method. Iteration numbers used for the solution of the linear systems
are reported in Tables 7.1 and 7.2. Here N denotes the number of MINRES iterations
needed to reduce the residual by a factor of 106 (initial vector ~x0 = 0). NA and NS
denote average PCG iteration numbers (per MINRES iteration) needed to apply the
preconditioners QA and QS , respectively.

level ` NA NS N

1 8.2 6.7 45
2 17.4 7.0 29
3 35.4 7.3 29
4 69.0 8.4 28
5 138.6 9.1 28

Table 7.1: Average PCG iteration
numbers (NA, NS) for application of
Q−1
A , Q−1

S , respectively, and MINRES
iteration numbers (N) for different re-
finement levels and ρ = ρ̃ = h.

level ` NA NS N

1 8.0 7.5 64
2 16.7 13.5 38
3 33.0 23.3 34
4 64.2 46.1 32
5 126.4 89.9 29

Table 7.2: Average PCG iteration
numbers (NA, NS) for application of
Q−1
A , Q−1

S , respectively, and MINRES
iteration numbers (N) for different re-
finement levels and ρ = ρ̃ = 1/h.

We first discuss the case ρ = ρ̃ = h, cf. Table 7.1. The number of MINRES
iterations does not grow if the refinement level ` increases, illustrating the optimality
of the block preconditioner, cf. Corollary 6.2. As expected, cf. (6.10), the numbers NS
are essentially independent of `. The numbers NA are doubled for each refinement
and show a behavior very similar to the usual behavior of SSOR-CG applied to a
standard 2D Poisson problem (discretized by linear finite elements). In this paper we
do not study the topic of more efficient preconditioners for QA.

For the case ρ = ρ̃ = 1/h, cf. Table 7.2, the average iteration number NS of the
Schur complement preconditioner shows a similar behavior as NA, i.e., a doubling of
the iteration numbers for each refinement step. These iteration numbers NS indicate
cond(SM ) ∼ h−2. Note that for (6.10) to hold we used a scaling assumption ρ = ρ̃ = h.
We also observe that (slightly) more MINRES iterations N are needed compared to
the case ρ = ρ̃ = h.

In view of the results for the discretization errors and the results for the iterative
solver obtained in these numerical experiments the parameter choice ρ = ρ̃ = h is
recommended.

Finally, we show results of a numerical experiment with ρ = ρ̃ = 0, cf. Remark 4.1.
To analyze the discrete inf-sup stability of the discrete saddle point problem we com-
puted the square root of the smallest eigenvalue of the matrix S−1

M S, cf. (6.6). The
results are presented in Table 7.3. For ρ = ρ̃ = h we observe a stable behavior, in
agreement with Corollary 4.4. For ρ = ρ̃ = 0, however, we observe a (strong) deterio-
ration, which is consistent with the comments given in Remark 4.1. A comparison of
discretization errors for these two cases is shown in Fig. 7.5. For ρ = ρ̃ = 0 we still
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observe optimal convergence behavior for the discrete velocity uh, but no convergence
for the discrete Lagrange multiplier λh. The latter is related to the deterioration of
the discrete inf-sup bound as illustrated in Table 7.3. For ρ = ρ̃ = 0 the convergence
of the preconditioned MINRES solver is extremely slow; therefore for this case we
only computed discrete solutions for levels ` = 1, . . . , 4. cf. Fig. 7.5.

level ` ρ = ρ̃ = h ρ = ρ̃ = 0

3 0.3665 0.0141
4 0.344 0.0079
5 0.316 0.0043

Table 7.3: Square root of the smallest eigenvalue of S−1
M S for different `.
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Fig. 7.5: Error norms for the sphere and k = l = 1 with ρ = ρ̃ = h and ρ = ρ̃ = 0.

7.2. Vector-Laplace problem on a planar surface. Let G be the plane
defined by zero level of the level set function φ(x) = −x3 + 4x1 − 13

3 and Ω ⊂ R3 a
bounded outer domain that is intersected by G. We take Γ := G ∩ Ω. We consider
the vector-Laplace problem (2.2) with the prescribed solution

u∗(x) = (
4

17
sin(πx2) sin(πx3), sin(πx2) sin(πx3),

16

17
sin(πx2) sin(πx3))T ∈ VT .

The induced tangential right hand-side is denoted by f and we use the saddle point
formulation (2.10) with g = f . The associated Lagrange multiplier is λ = 0. Concern-
ing the choice of the outer domain Ω there is an issue concerning Dirichlet boundary
conditions on ∂Ω∩G = ∂Γ. It turns out that we obtain significantly larger discretiza-
tion errors if the parts of ∂Ω that are intersected by G are not perpendicular to G.
This effect is not understood, yet. Therefore in this experiment we choose Ω as the

21



parallelepiped with origin (−2,−2,−65/48) and spanned by the vectors (4, 0,−1)T ,
(0, 4, 0)T and (0, 0, 4.25)T . Then the parts of ∂Ω that are intersected by G are perpen-
dicular to G. The construction is such that on ∂Ω∩G = ∂Γ we can use homogeneous
Dirichlet boundary conditions.

The triangulation Th`
of Ω consists of n3

` sub-parallelepipeds, where each of the
sub-parallelepipeds is further refined into 6 tetrahedra. Here ` ∈ N denotes the level
of refinement yielding a mesh size h` = 4

n`
with n` = 2`+2. Note that for this specific

example, the approximation of the surface Γ and the normals n is exact, i.e., Γh = Γ
and nh = n.

The numerical solution on refinement level ` = 4 is illustrated in Figure 7.6. The
(very shape irregular) surface triangulation is illustrated in Figure 7.7.

Fig. 7.6: Numerical solution on the
plane for k = l = 1, ρ = ρ̃ = h and
refinement level ` = 3.

Fig. 7.7: Surface triangulation for re-
finement level ` = 1.

Note that λ = λh = 0 due to H = 0, cf. (2.13), so in the following we only
consider errors in uh. In view of the recommendation at the end of the section above,
we only present results with the stabilization parameter ρ = ρ̃ = h. Figures 7.8 and
7.9 show the errors ‖u∗ − uh‖U and ‖u∗ − Puh‖L2(Γ) for the cases k = l = 1 and

k = 2, l = 1, respectively. In both cases, optimal convergence orders ‖u∗−uh‖U ∼ hk
and ‖u∗ − Puh‖L2(Γ) ∼ hk+1 are achieved. In this special planar setting we have
uh · nh = 0.
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