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Modélisation Mathématique et Analyse Numérique

AN EULERIAN FINITE ELEMENT METHOD FOR PDES IN
TIME-DEPENDENT DOMAINS * **

CHRISTOPH LEHRENFELD! AND MAXIM A. OLSHANSKII?

Abstract. The paper introduces a new finite element numerical method for the solution of partial
differential equations on evolving domains. The approach uses a completely Eulerian description of the
domain motion. The physical domain is embedded in a triangulated computational domain and can
overlap the time-independent background mesh in an arbitrary way. The numerical method is based on
finite difference discretizations of time derivatives and a standard geometrically unfitted finite element
method with an additional stabilization term in the spatial domain. The performance and analysis of
the method rely on the fundamental extension result in Sobolev spaces for functions defined on bounded
domains. This paper includes a complete stability and error analysis, which accounts for discretization
errors resulting from finite difference and finite element approximations as well as for geometric errors
coming from a possible approximate recovery of the physical domain. Several numerical examples
illustrate the theory and demonstrate the practical efficiency of the method.
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1. INTRODUCTION

Many mathematical models in physics, biology, chemistry and engineering involve partial differential equa-
tions (PDEs) posed on moving domains. Numerical simulations based on these models often face a challenge
of building discretizations, which handle accurately and efficiently both Lagrangian (displacement, material de-
rivative) and Eulerian (temperature, concentration, local fluxes, etc.) quantities. Several numerical approaches
to accomplish this are known from the literature. For example, in the popular arbitrary Lagrangian—Eulerian
approach [17] one transforms the problem from a moving domain to a fixed reference domain through an artifi-
cial mapping and further applies meshing to the reference domain for the discretization purpose. The approach
can be used both with spatial and space—time Galerkin formulations [24,45]. The method allows for good
resolution of the evolving domain boundary with a fitted mesh, but is known to be less practical in the case of
larger deformations and unable to handle motions with topological changes. To overcome this deficiency, several
methods based on a pure Eulerian description of the domain motion have been developed over the past decades.
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The immersed boundary method [34,35] uses a fixed time-independent mesh to discretize both Eulerian and
Lagrangian variables, linked by the Dirac delta function smoothed over several layers of mesh cells. Numerical
methods that treat prorogating interfaces in a sharp way were developed more recently using the unfitted finite
element technologies such as extended finite element methods [26] and ‘cut’ finite elements [3]. It is natural
to combine unfitted finite elements with space—time variational formulations of PDE in moving domain, and
this line of research was taken in [6] (for 1D problem) and more recently expanded in [16, 18, 21], including
PDEs posed on evolving manifolds [12,29,30]. These geometrically unfitted finite element methods are based
on a fully Eulerian view point and exploit the idea of using time-independent background finite element spaces.
Therefore, these discretizations simplify the construction of numerical methods for domains that exhibit strong
deformations or even topology changes.

Space—time Galerkin methods enjoy solid mathematical foundation (at least for scalar conservation laws)
and both low and high order methods are easily formulated. On a practical side however, the reconstruction
of space—time domains for the purpose of numerical integration is a difficult and possibly time consuming part.
To compensate for that, the space—time method in [16] introduces a variational crime by applying a quadrature
in time approach to approximate space-time integrals. The resulting method does not require a reconstruction
of space—time domains but only domain approximations at discrete time instances. However, to the best of the
authors knowledge there is no theoretical bound for the varational crime commited by the quadrature (in time)
of this method. Further, arising linear systems in all previously mentioned space-time methods that need to be
solved for are typically considerably larger than those of time stepping methods based on finite differences.

In this paper we abandon the use of a space-time variational framework and opt for a more straightforward
(and commonly used in steady domains) approach, where time discretization is based on finite difference approx-
imations and the (unfitted) finite element method is used to accommodate spatial variations. The approach is
based on the fundamental result of the existence of continuous extension operators (from a bounded domain to
R?, d = 2,3) in Sobolev spaces. The result allows to identify the solution to the PDE with its smooth extension
and further to design a finite element method, which solves at each discrete time instance for this extended
solution in the computational domain. The acquired numerical extension allows one to apply finite differences
to handle time derivatives in the physical domain. The remarkable feature of the method is that no explicit
information about the extension is required, but a suitable numerical approximation to it becomes available
through adding a simple stabilization term to a standard unfitted finite element method formulation. This term
acts in a narrow band containing the physical domain boundary. This extension mechanism is different from
the one in the classical fictitious domain methods [11], where the PDE is extended from the physical to the
computational domain.

The ideas similar to those elaborated in the present paper, were recently developed in [20,33] for the case
of PDEs on moving surfaces, where we combined stationary unfitted finite element discretizations (known
as trace FEM) with time discretization schemes based on finite difference approximations. In those papers,
the combination of both approaches has been enabled by adding a stabilization term which acts as a normal
extension and facilitates the transition of information from the surface of one time step to the surface of the
next time step. To carry over this idea to volumetric domains here, we require a different mechanism that
acts as a ‘smooth’ (rather than normal) extension in the unfitted finite element method. The idea of extending
finite element solutions from an active part of the mesh at one time step to the active part of the next time
step in order to apply a method of lines type approach is also found in [40, Section 3.6.3]. In [40] however only
direct neighbors are involved in the extension which leads to time step restrictions obeying a geometrical CFL
condition, At < ch. Further, in [40] the method has been applied without any theoretical error analysis. In this
work we propose and analyze a discretization without such a time restriction of CFL-type. For the stabilization
we consider a so-called ghost penalty method [2] and discuss three different version of it which share the same
essential theoretical properties. As a useful byproduct of the ghost penalty stabilization, the method possesses
robustness w.r.t. the cut configuration not only in terms of error but also in terms of the conditioning of linear
systems.
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The remainder of the paper is organized as follows. In Section 2 we formulate the model problem under
investigation and propose a semi-discretization in time based on the idea of extension operators in Sobolev
spaces in Section 3. The full discrete version of the method which includes a stabilization acting as a discrete
extension operator is presented in Section 4. The a priori error analysis of the scheme is treated in Section 5.
We demonstrate the performance of the method based on numerical examples in Section 6 before we conclude
with final remarks and open problems in Section 7.

2. MATHEMATICAL PROBLEM

Consider a time-dependent domain Q(t) C R%, d = 2,3 that is sufficiently regular for each t € [0,7], T > 0,
and evolves smoothly. More precisely, we shall assume the existence of a one-to-one continuous mapping

U(t) : Qo — Q) foreach t € [0,7], (1)

from the reference domain Qo C R%. Later for the analysis, we need that 9 is piecewise C? and Lipschitz
and U € C™*+1([0,T] x Qp), where m > 1 is the polynomial degree of our finite element space. A polygonal
background domain Q is chosen such that Q(t) together with its neighborhood is contained in Q for all times
te[0,T].

One example of the suitable setup is given by a smooth motion and deformation of the material volume Q(t),
e.g., volume of fluid. If w : Q(¢t) — R? is the material velocity of the particles from Q(t), then ¥(¢) can be

defined as the Lagrangian mapping from Q, = Q(0) to Q(¢), i.e. for y € Q, ¥(¢,y) solves the ODE system

0.0 =y, P — it wity), te 0,7) ©)

The conservation of a scalar quantity « with a diffusive flux in Q(¢) then leads to the equation

% +div(uw) —aAu =0 on Q(t), t € (0,7, (3)

with initial condition u(x,0) = ugp(x) for x € ©(0). Here o > 0 is the constant diffusion coefficient. This is the
model example of a parabolic PDE posed in a time-dependent domain that we use in this paper to formulate
and analyze the finite element method. For simplicity we shall assume that the flux (which is only the diffusive
flux) is zero on the boundary I'(t) := 09(t),

Vu-n=0 onTI(t), te(0,7], (4)

where n is the unit normal on T'(¢).
These are the appropriate boundary conditions for a conserved quantity u. To see this, we apply Reynolds’
transport theorem for moving domains:

d
— udx:/ gud:p+/ (W'n)udSZ/ @eriv(uw)dx:/aAudx:/ aVu-n ds.
dt Jagw o) Ot 20(t) NORAL: Q) 20(t)

Later, we comment on the numerical treatment of other boundary conditions, see Remark 4.2.

We emphasise that the proposed finite element method applies in a more general situation when one is only
given §)(t,) or its approximation in some time instances t,, € [0,T] without any explicit information about W¥.
For the analysis, we need to assume that such mapping from the reference domain to the physical one at least
exists and can be extended to a one-to-one mapping from a sufficiently large neighborhood O(£,) of Qg to
O(2(t)). This extended mapping, also denoted by ¥, is assumed smooth, ¥ € C™T1([0,7] x O(Qy)).
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For the analysis, we shall also need the notion of the space—time domain, where the problem (3) is posed,
and its spatial neighborhood:

o= |J Qo x{t}, 0o@= |J o@w)x{t}, Qco(Q cRr".

te(0,T) te(0,T)

3. DISCRETIZATION IN TIME

We first consider the discretization in time only. The goal of this paper is the study of a fully discrete
method, but the treatment of the semi-discrete problem gives some insight and serves for the purpose of better
exposition.

3.1. Time discretization method
For simplicity of notation, consider the uniform time step At = T/N, and let t,, = nAt and I,, = [t,—1,tn).

Denote by ™ an approximation of u(t,), define Q" := Q(t,,), I'™ :=T'(¢,).
We define the d-neighborhood of Q(t) by

O5(Q(1) = {x € RY : dist(x, (1)) < }. (5)
We require the neighborhood to be large enough so that
Q" cO0s(Q" Y forn=1,...,N. (6)
This can be assured by setting § proportional to At times the maximum normal velocity of T,

§ = cswi At, with wi := tg{lg};) [W-nl Lo @) and cs > 1. (7)

In its turn, we also assume for each n that Os(Q"~1) C O(Q"~1), a discretization independent ambient neigh-
borhood, where the extended mapping V¥ is defined. This is always the case for At not too big.

In the time stepping method we combine the solution for ™ on Q™ with its extension on Os(2") in every
time step. This guarantees that u™~! is well-defined on Q", and we can approximate the time derivative by a
finite difference. Thus, the implicit Euler method for (3) is

n_g n—1
% + div(u"w) — aAu™ = 0, on Q. (8)

Here, £ : HY(Q" 1) — HY(O(Q"1)) is a continuous extension operator. A suitable extension operator is
defined in section 3.2.1 below based on the mapping ® from (1). Although £ appears explicitly in (8), it turns
out that in the finite element setting (section 4) a suitable extension can be defined implicitly and there is no
need in any knowledge about ®.

Variational formulation in space
We seek for u™ € H*(2") such that for all v € H*(2") there holds

1 1
/n Ktu”v dr 4+ a™(u",v) = /Qn thunflv dx. (9)
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Here, a™(-, ) denotes the bilinear form for diffusion and convection where we use a skew-symmetric formulation
for the convection:

1
a"(u,v) ::/ aVu-Vudr + 3 / (w-Vu)v — (w- Vo) udx (10)
1 . 1 1/On
+ 5 div(w)uv dz + 3 (w - n)uvdz, u,v € H (Q").
We mention that the method has a straight-forward extension to higher order time integration, e.g. the

BDF2 scheme, cf. Remark 5.4 below. For ease of presentation we focus on the implicit Euler method first.

Unique solvability

To guarantee unique solvability in every time step, we ask for coercivity of the left-hand side bilinear form
in (9) with respect to || - [| g1 (qn).

Lemma 3.1. For u € H*(Q") there holds
n > 2Vl 2 ny — Ellul2 11
a” (u,u) > 2” UHL2(Qn) f”UHLz(Qn): (11)
i.e. (9) is uniquely solvable if
-1
At < 7= 2 (|| div(w)l| e on) + AW il g/ (40) + ) (12)

where cq 1s the constant of the multiplicative trace inequality ||u\|%2(rn) < callull L2y lull 21 (@n)-

Proof. Due to
n 1 . 1
a"(u,u) = 04||VU||2L2(m) - §H le(W)HLoC(m)HUH%"‘(m) - §HW : n||L°°(F”)HU||2L2(Fn)7
the multiplicative trace inequality and Young’s inequality we have
[w - | oo omy [ull 22 (pny < callW - n| oo (ony [[ull L2 (@) 10l 71 20
< W - nl|7 o pny/ (4Q) [[ullF2ny + allullF on)
= (W - 0l oy (40) + @) ullz ) + @IVl )
which yields

_ _ «
At Hull2gny + @™ (u,u) > (AT =€) ullF2qny + §||VU||%2(m)-
[l

Remark 3.1 (Dirichlet boundary conditions). If we consider u = gp for a given function gp € H2(I'(t)) as
boundary condition that is implemented through the Sobolev spaces in the variational formulation instead of
(4), the last integral involving the boundary integral in (10) would vanish and the condition in Lemma 3.1 would
simplify to At < 2|| div(w)Hz(}o(m).

3.2. Stability of the semi-discrete method

In this section we show a numerical stability bound for u™. We use the following abbreviations in norms and
scalar products for functions u,v in a domain G: (u,v)s = (u, U)LQ(G).
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3.2.1. FExtension operator

To define an extension operator from the time dependent domain to its neighborhood, we first assume such
an extension on the initial domain and define a corresponding extension for ¢ > 0 by transformation.

Let m > 1 be a fixed integer, since the boundary of € is piecewise smooth and Lipschitz, there is a continuous
linear extension operator & : L2(Q) — L*(0(Qy)), (Eou = u in Qy), with the following properties [43,
Section VI.3.1]:

|Eoullwrrow@y) < Coylullwrni,. forue Wr(Qy), k=0,....m+1, 1 <p < co. (13)

Note that we can always decompose v from L?*(€) as v = u + |[Qy|™! [, vdz and define the extension
0

Eov = Equ+ Q|1 ‘[QO vdx, then the updated extension operator satisfies same bounds as in (13) thanks to the
Poincaré inequality

V&llow,) < Cao,llVylla,, forue HY (). (14)
We shall need the following commutation property of the extension operator and time derivative.
Lemma 3.2. Let Qg := Q, x (0,T) and O(Qo) := O(£) x (0,T). For v € L*(Qo) such that v, € L*(Qo), it
holds (Eyv), € L*(O(Qo)) and

(&ov), = Eove  in O(Qo).

Proof. The result follows from the linearity and continuity of & and a density argument. For completeness we
included the elemtary proof in the appendix. O

The mapping ¥(¢) from (1) defines a diffeomorphism at every time ¢ between Q, and Q(¢) and O(€,) and
O(Q(t)), respectively. Using this mapping we define the extension

Eu(t) := (Ey(uo U(t))) o U™(t), for each t € [0,T]. (15)

Note that Eu can be also seen as an extension of u from Q to O(Q). Further we shall assume certain regularity
of solution to (3) in terms of space-time anisotropic spaces

L>®(0,T; H*(Q(t))) := {v € L*(Q) : vo W(t) € H*(Q,) for a.e. t € (0,T) and esssup |jv o V()| e,y < 00}
te(0,T)

k=0,...,m+ 1. Thanks to the smoothness of ¥, it holds

esssup |[v(t) || gx (o)) < oo for ve L>(0,T; HE(Q(1))).
te(0,T)

For v € L?(Q), v; denotes weak partial derivative w.r.t. the time variable, if it exists as an element of L?(Q).
We need the following properties of the extension.

Lemma 3.3. Foru € L>®(0,T; H™1(Q(t))) N W2°(Q) there holds

I€ull gx 05 1)) < crasallullar@eyy, k=0,...,m+1, (16a)
[V(Eu)llos@n )y < crsanllVullan(. (16b)
[Eullw2e(0,(0)) < crasellullw2(g), (16c)

with constants cr33q, Cr3.36, CL3.34 depending only on W. Furthermore, for u € L°(0,T; H™TY(Q(t))) such
that ug € L*°(0,T; H™(Q(t))) it holds

[(EWell mm o5y < crsse(llull mmer@ey) + [lwellzm @) (17)

IThe definition differs from that of Bochner-type spaces in time-dependent domains found in [1], but suffices for what follows.
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where cr3.3. depends only on V.

Proof. The proof of (16a)—(16c) follows by the standard arguments based on the transformation formulas (15),
the differentiation chain rule, the smoothness assumption for the mapping: ¥ € C™*+1([0,T] x Qq), (13)—(14),
Lemma 3.2 and O5(2(t)) C O(Q2(1)), Os5(Q) C O(Q). We draft the proof of (17), since it requires a little bit
more computations. By the definition of the extension, one gets (Eu); = (Eg(uo ¥ (t)));o W1 (t)+ (¥ 1),V (E(uo
U(t))) o U=1(t). Thanks to the smoothness of ¥ it holds

[(Ew)ell zrm (05 (t))) < eIV (Eo(uo W) am©050,)) + [(Eo(wo W (#)))llamo0s0,))):
Using the result of Lemma 3.2 and the smoothness of the mapping again, we proceed with

< c([|€o(uo W (t))[ rrm+1(0s0,)) + 1€0((wo ¥ (t))| rm050,)))
<c(fluo () mm+i(a,) + [[(wo (D)l mm(@,))

<c (||u||Hm+1(Q(t)) + W () V(uo U(t))| grm QO)) + [lu o ‘I’(t)HHm(QO))
< c([ull zm+iery) + llue o YO am @)

|(Ew)tll 505 t)))

3.2.2. Stability

Now we are ready to show the stability of the semi-discrete method. To avoid extra technical complication
for piecewise smooth boundary, we shall assume that 9 is C2.

Lemma 3.4. Foru e H'(Q"), n=1,...,N, there holds for any € > 0
[€ullB,@ny < A+ (L +e7) 8 crsaa) |ulldn + 6 crs.anel|Vullée (18)

for constants cp3.4q, Cr3.4p independent of At, n and u, once At is sufficiently small.
Proof. The proof largely follows the arguments found in [13, Theorem 1.5.1.10] and [7, Lemma 4.10]. Let us
define the strip S5(2") = Os(Q2™) \ Q™. Since
1Eul|Ds(amy = I€ul|Z;(@my + e

we need to prove

||5u||§5(gn) < (1 + 5_1) 50L3.4a||uH?2n + 5CL3.4175||V’U,||?271. (19)
We define a function ¢ such that ¢ is the signed distance function to I'™ in Ss(2). We have ||¢/5||CZ($§(QTL)) < ep,
for § < At, with ¢, and At depending only on the curvature of I'” [9], and hence

sup ||l czssany) < 6 (20)
1 N

with finite ¢ depending on Qg and W for sufficiently small At. We set ¢ := &5 to be the extension of ¢ to Os(Q").
Let T = {z € Ss(Q™) : ¢(x) =r}, r € [0,6], n, the outward normal vector and €, the r-neighborhood of Q"
ie., I', = 0Q,. Applying the Green’s formula, one shows the identity,

’U,2n7~' S = u u) - S U2 S.
/Fr(s) Vod 2/Qr(5 W (Eu) - Vod +/ (Eu)2Apd

Qr
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Using n,. - V¢ = 1, Cauchy-Schwarz and Young’s inequalities yields

/ (Eu)?ds < [[9llc(0sam) ( / 0]V (Eu)|ds + / <eu>2ds)
T Q.

r r

_ g
< 8llw2 s (u@ny (1 +7) €ulld, + ZIVEul?, ) -

Thanks to Lemma 3.3 and (20) it holds [|¢|[w2.s@n)) < ¢, with a constant ¢ independent of n. This, the
embedding Q, C Os(Q") and Lemma 3.3 again imply

n — n €
/F (Ew)?ds < C (g 5a(L+7Y) ullfn + i a0 IVulley ) - (21)

By the co-area formula and using |[V¢| = 1 in Ss(Q™) we have

4
||€u||§5(9n):/0 /F (Eu)2ds dr.

Therefore integrating (21) over r € (0, 4) yields (19). O

In the next lemma we show numerical stability of the semi-discrete scheme.

Lemma 3.5. For At sufficiently small and {u™},—1,. N the solution of (9) with initial data u® € L?(£)) there

holds
k

[uF ([ + AL a/2 [ Vu |G < explerssti)|u’g,, fork=0,...,N, (22)
n=1
for a constant cp3.5 that is independent of At and k.

Proof. We test (9) with 2u™ and get

"2+ " = Eum B+ 28ta" (" u") = [0 (23)

K
With Lemma 3.1, Lemma 3.4 and § from (7) we get

(L-26A)|u" |3 + Ate| Va3 < [|€um"]

<A+ (1 +e N eswersaaAt)|[u" |21 4 csW At crz ape|| Vu " H|Z, 1 (24)

b < €MD, @n-1)

_ n \—1 :
We choose € = a(2c¢r3.4pc5Ww5 )~ and obtain

(1=26A1)[u” [ + Ata| V" [[Gn < [I€u"7H[Gn < 1€, n1)

a
< (1 +cAt)|[u™Zn-1 + 5 At Va2, (25)
with ¢ = (1 4+ &71) csW™ cr3.44 independent of At. Summing up over n =1,....k, k < N yields
k k—1
(1=26A0) ¥ (|Bn + Ata/2 Y~ [V [[Gn < [u]f, + (26 + )AL Y [[w" |G- (26)
n=1 n=0

Assuming that At is sufficiently small so that £At < i we apply the discrete Gronwall inequality which yields
the results with cr3.5 = ¢ + 2£. O
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FIGURE 1. Sketch of active part of the mesh (left) and active facets (right) that are utilized in
the stabilization.

Now we turn to the fully discrete case. Besides the technical difficulties of passing from differential equations
to algebraic and finite element functional spaces, we need to handle the situation, when the smooth domain Q"
is approximated by a set of piecewise smooth Q}}, n =0,..., N.

4. DISCRETIZATION IN SPACE AND TIME

4.1. Meshes and finite element spaces

Assume a family of consistent subdivisions of Q into a quasi-uniform triangulation {7}, consisting of
simplexes with a characteristic mesh size h. V}, denotes the time-independent finite element space,

Vi, = {’Uh S C(Q) : Uh|5' € Pm(S),VS S 771}, m>1, (27)
where P,,(S) is the space of polynomials of at most degree m on S. The domains Q", n = 1,...,N, are
approximated by discrete approximations €}, n =1,..., N, e.g. using an approximated level set function, cf.

Section 5.2.

In the full discrete method, we combine the solution and the extension step that we have seen in the semi-
discrete method by one stabilized solve on a discretely extended domain. In every time step, we extend the
domain 2} by a layer of thickness §;, where we choose §; so that QZ“ is a subset of the extended domain to
Qp, 0p > wi, At. To this end, we define the active mesh, the set of all elements that have some part in this
extended domain,

Ts" :={S € Ty : dist(x, Q) < 05 for some x € S}, Of r:={xeS:5cT} (28)
See the left sketch in Figure 1 for an example. On these active meshes, we define the finite element spaces
Vit :i={v e C(O5 1) : vE Pyp(S),VSeTs}, m>1 (29)
These spaces are the restrictions of the time-independent bulk space V}, on all simplices from 7j*.

4.2. Variational formulation

The numerical method is based on the semi-discrete formulation (9). Instead of applying an extension step
separately we add a stabilization term s} (-, -) that realizes a discrete version of the extension. It reads as: For
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a given u% € V}? find up € V', n=1,..., N, satisfying
ul —ul !
[+ aR(uon) + s () =0 for all vy € V7 (30)
Qp

sp(-,-) is a stabilization bilinear form that is yet to be defined below, cf. Section 4.3, v = vs(h,ds) is a
stabilization parameter, cf. Section 4.4, and

1
ap (Up,vp) :z/ aVuy - Vo, dx + 5/ (W Vup) vy — (W®- Vo) up) do (31)
Qn Qy

1 1
+ 5 div(w®)upvp dx + 5/ (W - n)upvy dz, up, v, € HY(QF).
ar r

W
Here, w® is a suitable smooth extension of the velocity field w that is only defined on Q" # QF.

4.3. Stabilization bilinear forms

The stabilizing bilinear form s} (-,-) has multiple purposes. First, it should stabilize the solution of the
problem (30) due to irregular cuts. Secondly, it is responsible for the implicit definition of an extension to
Ogh,T' Thirdly, it provides condition number bounds that are independent of the cut position, cf. Remark 5.3
below.

We present three possible choices in the next subsections on how to choose the stabilization term. They are
all in a very similar flavour and share the crucial properties needed in this method. All these stabilizations have
in common that they add stabilization terms on facets in the region of the boundary I'y} = 9€Q}. To this end,
we define the elements that are in the boundary strip:

o =4S e Ty dist(x,T}) < Jj, for some x € S}. (32)

We notice that the boundary strip includes cut elements, but possibly also some elements that are completely
inside or outside of €2}. We define the set of facets between elements in 73" and Tg%:

Fp={TinTs : Ty €Ty, To € T, T1 # T»,measq_1(T1 NTz) > 0}. (33)

See the right sketch in Figure 1 for an example.

4.3.1. “Direct” version of the ghost penalty method

For F' € F}' let wr be the facet patch, i.e. wp = T1 UT; for T7 and T as in the definition (33). We define
for u,v € V!

n,dir n,dir . n,dir 1
sh’d (u,v) := Z Sh:% (u,v) with sh:% (u,v) := ﬁ/ (u1 — ug)(v1 — v2)dr, (34)
FeFy e

where u; = EFPulr,, us = EPulr, (and similarly for vy, ve) where EF : P, (S) — P,,(R?) is the canonical
extension of a polynomial to R?. This version of the ghost penalty stabilization has been proposed for the first
time — to the best of our knowledge — in [36]. Compared to other version of the ghost penalty method, cf. the
sections below, this version has the advantage that an implementation of the bilinear form is only implicitly
(through the extension £7) depending on the polynomial degree m.

For the analysis, we also define s7"" (u,v) for arbitrary functions u,v € L?(03 ). In this case, we set
uy = EXMp ulr, , ug = EPT,ulr, where 7, is the L2(T;)-projection into P,,(T;), i = 1,2. We notice that for
ve Vi, vy, =v

T;-
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4.3.2. LPS-type version of the ghost penalty method

The second version has been proposed for the first time in the original paper [2]. We call it the LPS (local
projection stabilization)-type version of the ghost penalty method. It also formulates integrals over the facet
patches wp. But now, the deviation from a polynomial on the patch is penalized:

SZ’LPS(U,U) = Z SZ:;PS(u,v) (35)
FeFrp

1 1
with SZ:II;PS(U,U) = ﬁ/ (u— T, u)(v—1,,v)de = ﬁ/ (u— 1, u)vde, wu,v € LQ((’)S‘MT),

F F

where Il,, : L?(wr) — Pn(wr) is the L? projection into the space of polynomials up to degree m on wr. We
note that the last equality in (35) holds due to the orthogonality of the L? projection.

4.3.3. Derivative jump version of the ghost penalty method
The most well-known version of the ghost penalty stabilization is the following based on penalizing jumps in
the (higher order) derivatives across facets, cf. e.g. [3,5,23,41]:
m h2k—1
k12

S () 1= 37 TP () with 5P, v) 1=

/F [0%, ][0k, vldz, u,v € H™(TZ), (36)
FeFp k=0

where 851 It the k-th directional derivative in the direction of the facet normal nr. We note that the summand
to k = 0 is not required in an implementation due to the continuity of functions in V;".

4.4. Stabilization parameter ~,

The stiffness between the unknowns on two elements 7' € 75 and 7" € T\ that is induced by the stabilization
bilinear form s}(-,-) depends reciprocally on the distance between the elements T and 7’ measured in terms of
the number of facets that need to be crossed to walk through the mesh from T to 7. This number K depends
on the anisotropy between spatial and temporal discretization,

K <ecg1(1+0n/h), On < ci 2t with ¢k 1, ck,2 independent of At and h. (37)

Below in the analysis we will see that we require v5 > c¢x 3K (with cx 3 independent of At and h) to compensate
for the weakening of the stabilization for extension strips of increasing size. Hence, we choose

s = ¥s(h,6n) = ¢y K with ¢, > 0 independent of At and h. (38)

4.5. Additional remarks
Remark 4.1 (Unique solvability). Similarly to Lemma 3.1 we can easily check that

n a
ap, (un, up) > EHvuh”sQ);; - thUhH?z;ﬁa (39)
if At<g =2 (|| div(w®) | e gy + 0 + By, [W© - n||2Lw(Q;t)/4a) . (40)
Hence the left hand side bilinear form in (30) is coercive on V;* w.r.t. the norm

o 2 2 n 1/2
lolln == ( S1IVollgy + [lvllgy +vssh(v,v)) (41)
2 h h

That this is actually a norm on V;” is due to the properties of s}(-,-) treated below, see Lemma 5.2.
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Remark 4.2 (Implementation of Dirichlet boundary conditions). We comment on the use and implementation
of Dirichlet boundary conditions. If we consider Dirichlet boundary conditions u = gp, we suggest to use (the
unfitted version of) Nitsche’s method for its implementation. In this case, the following bi- and linear forms
have to be added to the discretization in (30):

np (Up,vp) 1= {(=Vup - n)vp + (=Vop, - n)up + Apupvp } ds, (42)
ry

1
o) = [ g (~Tonnt Mo + 5w m)on) d, (43)
r

n
h

where g% is a suitable extension of gp from I',, to I'". Coercivity of the arising left hand side bilinear form is
then obtained for sufficiently large A\, and s, cf., e.g., [4].

5. ANALYSIS OF THE FULLY DISCRETE METHOD

In this section we carry out the numerical analysis of the fully discrete method.

5.1. Preliminaries and notation

In order to reduce the repeated use of generic but unspecified constants, further in the paper we write z < y
to state that the inequality x < cy holds for quantities x,y with a constant ¢, which is independent of the mesh
parameters h, At, time instance t,,, and the position of I" over the background mesh. Similarly we give sense
to x 2 y; and x ~ y will mean that both x <y and z 2 y hold.

In the analysis we require different domains stemming from the extension. We define strips which are sharp
in the sense that they do not include full elements. These are the boundary strips

S(;ih Q) == {x € Q : dist(x,I'}) < §,} and S;'(QZ) = {x e Q\Qp :dist(x,I}) < 6} (44)

Analogously we define Si(ﬂ”) and Sg;(Q”) to Q". Further, we define the overlaps Os,(Q}}) := S(?;(QZ) uQy,
05, (Q™) = S(;ih (Q™)U Q™. We notice that S;Eh (QF) includes points from the interior of Q7 as well as points that
are outside of QF. All elements that have some part in the strip ng(ﬂﬁ) (or S;; (€23)) are collected in T (or
T2+ ). We specify

op =c5,Why At with 1 <c¢s, <cs, (45)

and have that the size of the extension strip scales with dj, |85ih (Q7)] =~ 0p,. The set of elements that have some
part in Q} is denoted by

T":={S €T : measy(SNQL) > 0}.

We refer to Figures 1 and 2 for sketches of the different domains and parts of the mesh.
In the analysis below we require that ¢ is sufficiently large so that forn =1,..., N

O3 7 C 0s(Q2") and QO C Os(Q(2)), t € L. (46)
For the discrete extension layer, we have with (45) that there holds
cs, sufficiently large implies 2y C Og:l, n=1,...,N. (47)

This condition is the discrete analog to (6) and it is essential for the well-posedness of the method.



TITLE WILL BE SET BY THE PUBLISHER 13

INONONININONININININININININNN
\AANNNNNNNINININININNN
AVAVAVAVAVAV%X#X#V#V#VAVAVAVAVAV

VAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAN

\AANANNNNNNNNINNINNN/A
NINININININININININININININININ/
Vavava-sYAVAVAVAVAVAVAVAVAVAVAVA
ININININININISON NN/ NINININININ/
NINESESAON/NINNN N/N/NININN/A
VAVAVAVAVAV A \VAVAY \VAVAVAVAVAVAYS
A\VAVAVAVAVAVAVAYAVAVAVAVAVAVAVAVAY
JAVAVAVAVAVAVAVA\" \VAY \VAVAVAVAVAY/
\VAVAVAVAVAVAVAVAV' \VA\'AVAVAVAVAVA
INININININONNNINSINNINNINPA

NN/
\AAANN
NN/

\VAVAVAVAVAVAVAVAVA 74V, VAYAVAVA'(IAVAVAVAVAVAVAVA
VAV AYAVAVSY g (VAN VAV A%AVA A%
TN PATAVAV VYAV PIAVAVLSV
AVAVAVAVAVAVAVAV/ JAVAVAVAVAVAVA " ===
\VAV/ y \AAANNNNNN = \ANNNNNNS
n + +
2 Sy (2 Sy (Q2y)

F1GURE 2. Sketch of discrete domains and different parts of the mesh.

5.2. Geometry approximation

We assume that the approximation of the geometry is of higher order in the sense that
dist(Q™, Q) < heHH (48)

where ¢ is the geometry order of approximation and we assume that integrals on Q}, n = 1,..., N can be
computed accurately. Furthermore, we assume that there is a mapping ® : Os,(Q) — Os, (27) that allows to
map from the approximated (extended) domain to the exact (extended) domain and assume that the mapping
® is well-defined, continuous and there holds Q" = ®(Q}) and O;, (") = ®(O5,(Q2})) and

1@ —id || Lo (0s,cp)) S hTHY, |D® = I s 05,000y S hY- (49)

Further, for h sufficiently small ® is invertible. Such a mapping has been constructed in [14, Section 7.1]
and [31, Lemma 5.1] based on a level set based approximation of the geometries, c¢f. Remark 5.1 . We use such
a mapping to map from the discrete domain to the exact one. For u € V;* we define ul :=uo® 1. Due to (49)
we have that

[l o= [ o= [ deDO) o= ful gy July =R (50)
Os, (™) Os, ()~~~
and similarly 1913, @ = 19l oy [Vullhy ~ (Va2 (50b)
h h h h

Remark 5.1 (Level set based domain descriptions). One popular method to obtain geometry approximations
is based on level sets [42]. Assume a level set function ¢™ is known so that Q" = {x € Q| ¢" < 0}. Further
assume that ¢" is smooth and ||[V¢™|]2 ~ 1 close to the domain boundary 9Q". In practice one typically
only has an approximation ¢} to ¢™ that may have been obtained from interpolation or solving a transport
problem based on w* and an initial level set functions. Using this discrete approximation ¢} we then define
O ={xe 0 | o7 < 0}. If ¢} is a suitable good approximation to ¢™ the approximation assumption (49) holds
true where ¢ is the degree of the approximation for ¢j. Most often only the case ¢ = 1 is considered as only
then 0} is a polygonal domain which facilitates the implementation of numerical integration. Below, in the
numerical examples we also restrict to ¢ = 1. However, we mention that also higher order geometrical accuracy
can be realized for level set domains, cf. [10,19,27,32,37].
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5.3. Stability of discrete extensions through s}(-,-)

In this section we give some fundamental properties which hold for all variants of the stabilization s} (-,-)
presented before. Let us mention that very recently in [15] a similar analysis that unifies the properties of the
ghost penalty versions from Section 4.3.2 and Section 4.3.3 has been use for stationary unfitted problems.

For all versions of the ghost penalty stabilizations mentioned above, we can split s7 (-, -) into facet-contributions:

1 1 n
sh() =33 > shp(yo), (51)
FeFp

where sp (-, ) provides the following local stabilization property.

Lemma 5.1. Let Ty € Tgy and Ty € T§", Th # Ts so that for F' = Ty NTy there holds measy_1(F) > 0. Then
we have for u|r, € Pp(T;), i = 1,2 that there holds

lullZ, < lulld, + si e (u,w), (52a)

1 n
IVullZ, < IVul, + 7,2 5h.r (). (52b)

Proof. For the derivative jump version the results are given in [4] for m = 1 and extended to the higher order
case in [23, Lemma 5.1]. For SZ”?;Y(-, -) we use [36, Lemma 3.1] for (52a) and turn our attention to (52b): Note

that Vu|r, € [Pn_1(T})]%, i = 1,2, so that we can apply (52a) componentwise, i.e.
n,dir
IVulg, S IVullg, + 537 (Va, Va). (53)

Now applying an inverse inequality gives sZ:%ir(Vu, Vu) < #s}f’dir(u, u). Finally, with

)

s (0,0) = Y for =l $ Y llon = Mapollf, + oo = Mool = D o — Mopoll?,

i=1,2 i=1,2 i=1,2
LPS
S D o= Mol = Y o = Mopoly, = llo = Mool = iz (0,0), (54)
i=1,2 i=1,2
equations (52a) and (52b) follow also for s} 25 (-, -). O

We now want to apply this stabilizing mechanism globally. To this end, we make an assumption on the
meshes 7g', and 73" which we comment on in Remark 5.2
Assumption 5.1. To every element in T, we require an element in T*\TZ, that can be reached by repeatedly
passing through facets in Fj'. We assume that there is mapping that maps every element T' € T4 to such a path
with the following properties. The number of facets passed through during this path is bounded by K < (1+ %)
Further, every uncut element T € Tg* \ TZy is the final element of such a path in at most M of these paths
where M is a number that is bounded independently of h and At.

Remark 5.2. We briefly explain why Assumption 5.1 is reasonable if the smooth domain boundary I'" is
sufficiently well-resolved by the mesh. To this end we construct a mapping between elements: B : Tg, —
T\ T&.. We take an inner point xr (e.g. the circumcenter) of an element in 7" € 7, and map it by a distance
of &, towards the interior, y7 := x + d,(p(X7) — x7) where p is the closest point projection on I'". There is
an element 7" C 73" \ T, that contains y7/ or can be reached from yz+ by passing only through a few (< 1)
facets in F;'. Hence, due to shape regularity, the number K of facets in Fj' that are intersected by the path
{xr + s(p(xr) — x7), s € [0,0,]} are bounded by c¢(h + dp)/h. Due to the geometrical construction of B and
the assumed resolution of the boundary we further have that only a few elements in 7g", will be mapped to the
same element 7" € T\ T&,, ie. [B~YT")| < M <1, VI" € T\ T
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With this assumption we have control on the overlap to obtain the following result.

Lemma 5.2. Under Assumption 5.1, there holds for uw € V}':

el oy < s < Nl + K B2 sf(u, ), (55a)

IV, e < IVl S VUl + K siuu). (55b)
Proof. We start with (55a). First, we notice that there holds

lly gy < lulldy = 3 b= 3 Tt X Juld< 3 ful+ lullfy  (56)

TeTS TeTZy TeTyMNTS, TeTy,

Now, we repeatedly apply the previous lemma to pass from each T € T2, toa T" € T{*\ T, . Due to Assumption
5.1 every element in T € 7" \ TZ, will appear only M < 1 times and every facet F' € F}' will only appear K
times. Analogously, (55b) follows. O

In the analysis of the time stepping, the critical region to control is the extension strip S(;(QZ) We can
bound the L? norm on this strip by norms on Os,(Q}) and a scaling with dj,.

Lemma 5.3. For u € H'(Os,(Q})) and any € > 0 there holds
lullss (g S 01+ Dlullo, ap) + InellVulls,, qp)- (57)

Proof. We notice that ® in Section 5.2 maps S;:(QZ) on S;: (Q™). By applying the transformation rules as in
(50) it suffices to show

913 oy S 0001+, ey + D1V, (59)
for u! = uo ®= 1 u € H*(Os,(27)). This however has been shown in Lemma 3.4 (with only a different size of

the extension strip). O

To bound the norms on Os,(Q2)) by corresponding norms in Qf we finally make use of the stabilization and
obtain as a direct consequence of Lemma 5.2 and 5.3:

Lemma 5.4. Using Assumption 5.1, for u € V' and any € > 0 there holds

Hu||§5+) @) S o (1+ 6_1)Hu||?22 +dn 5||Vu||?2;: + 0, K (14 e )R? + &)si (u, ). (59)

As a direct consequence we have for a constant cps.4 independent of h and At
ulld,, ap) < (Mers.aa(e) At)|ulldy + crs.an(e) alt|Vullfn + crs.ac(e, h) At Ksp (u, u), (60)

where crs.44(€) = crsacs, W(1 + e 1), crs.a(e) = crsacs, whe/a and cpsac(e,h) = crs.acs, wh (e + h% +
h2e~1).

Finally, we treat consistency aspects of the stabilization:
Lemma 5.5. For s} € {527‘1", SZ’LPS, sZ7djmp} as in the Sections 4.8.1, 4.3.2 and 4.3.3, respectively, and

w e Hm+1(ogl’“7_), n=1,...,N, there holds

spw,w) < hzmeH%Im“(O?h.T)'

(61a)
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Let T be the Lagrange interpolation operator. Then for w € HW‘H(OZ{”T), n=1,...,N,

$hw = Tw,w — Tw) S W] 3 o (61b)

th).

Proof. We start with (61a). There holds s}"%™(w,w) = 0 due to the continuity of the corresponding (higher
order) derivatives, i.e. we only have to consider s} € {sZ’dlr,sZ’LPS}. We start with ;""" and consider one

facet contribution for F' € Fj'. Let w; ) = EPNrw|r,, i = 1,2, then

s (w,w) = [wn —wenl2, Y Nwin = Mopw|2, = > > flwin — HopwlfF,

i=1,2 i=1,2 j=1,2

(%)

SO lwin = Topwlf, S llw = Mypwll2, + Y llw —winllF, (62)
i=1,2 i=1,2

S (w,w) + RPN w Gy,
i=1,2

where we used shape regularity in (*) to bound the L? norm of a polynomial on T} by its L2 norm on T3 (and vice
versa). Finally, a standard approximation result of the L? projection gives ||w—IL,, w2, < h2k+2||w||§{k+1(w).
Adding over all facets and noting that we have a finite overlap of at most d+1 contributions per element concludes
the proof.

We turn our attention to (61b) and start with s}"“™P(-,-). Let e, = w — Zw and Tr be an element so that

F C 0Tp. With trace inequalities we obtain

m
. h2k71
»d _
s (ewsew) < DD o (h7HID ewllT, + BIIDM ew |7, ) - (63)
FeFpk=0
The claim follows for ;"™ from |[D*ey |7, < W™ |w|| gmsi(rpy, k = 0,...,m + 1. Now consider s €

{sZ’dir, SZ’LPS}. With the stability of the L? projections and the polynomial extension operator £ : P, (Ty) —

P,,(T»), one easily checks
Silewsew) S H2leuldy | SR 2w oy . (61)

O

Remark 5.3 (Algebraic stability). The stabilization bilinear form s} (-,-) is based on the active mesh rather
then the concrete boundary/mesh intersection. This results in stability properties which are robust with respect
to the cut positions. Furthermore, this robustness also carries over to the conditioning of linear systems. In the
original paper [2] it was already shown for an elliptic model problem that the condition number can be bounded
independent of the cut position. We notice that this result can also be carried over to the linear systems arising
from (30).

5.4. Stability analysis

Theorem 5.1. Under Assumption 5.1, sufficiently large c, in (38), and At sufficiently small, the solution of
(30) satisfies the following estimate:

k
2 + At 3" (/2 1VupllEn + sk up)) < explers.iti)luf o (63)

n=1

with cps.1 independent of h, At andk=1,....,N and || - |lo as in (41).
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Proof. We test (30) with u}’ and multiply by 2A¢ which yields:

[[up | ?z;; + [lup, — u271| ?z;t + 2At aj (up, uy) + 28t vssp (upy, upy) = ||“Zil‘ ?2;;- (66)
Using [Ju} — u2_1||?22 > 0, the lower bound on a}(-,-), cf. (39), and Lemma 5.4, we get
(1=260 A1) [ Iy + Atal|Vup Gy + 29sAtsh (uft, up) < Jlup ™ [iGy < lup ™I, ooty (67)

<(1+ crs.4a(e) At)|luy™ ||Qn 1+ ersan(e) Ata||Vuy™ ||Qn 1+ crsac(e, R)ALK sy~ (up ™ up ).

We choose ¢ < a/(2¢r5.4¢5, W) so that cpsap(e) < 1/2 and cr5.44(¢) and ¢rs.4c = crs.4c(g, h) are bounded

independent of h and At. Further, we assume v > cp5.4.K. Summing up over n =1,....k, k < N yields

k k
(=26 A0)|[uf[1E + /288 Y ([Vuplfe +vsA Y sh(uiy, up)

n=1 n=1
k—1
< (Wl + (crs.aa + 260) ALY [[w |G + vsAts) (uf), uf) + /2 AtV [ 0. (68)
n=0
Now we can apply Gronwall’s Lemma with &, At < i and obtain the result with cr5.1 = cp5.4q + &n- O

5.5. Consistency estimates

Testing (3) with v} = v, 0 ®~1, v, € V*, where ® as in Section 5.2, we see that any smooth solution to (3)
satisfies
dru(ty)vh, de + a™(u(ty,),vh) =0  for all v}, = v, 0 @71, vy, € V. (69)
Qn
For the solution u to (3) we identify its extension &u, cf. (15), from Q to O5(Q) with w.
Thanks to (46) u"~' = u(t,—1) is well-defined on Q} and u" = u(t,) is well-defined on O} . Let E" =
u™ — u}, subtracting (30) from (69) we obtain the error equation

En — E» 1 ) )
/ thdx +ap(E™ vp) + vssp(E™ vp) = EG(vp), (70)

n

with (again v} = vj 0 ®71) I L I

u — un—l
EG(vy) = / wy (ty )0l do — /n thdac—l—a"(u”,vﬁl) —ap(u”,vp) +yssp(u”, vp) .
h

Lemma 5.6. Assume u € W%>(Q) N L>(0,T; H™1(Q(t))), then the consistency error has the bound

€6 (on)| S (At + AT+ T K2) (lullw2. (o) + e [ull s ey) lonlln: (71)
S

)

Proof. We treat £0(vp,) term by term, starting with Iy:

I, = / / utt dt vy, dox — / ug(tn)op dx + / ut(tn)vz dx.
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We have with Q} € O5(€2(t)), t € I, and (16c)

t
" t_tnfl
Uy ————— dt vp, ds
/Z /tn1 AL h

1
< SAtuwllL~ 050 llvnllziep S Atlullwe(g)llonllay,

and

J

where we used the change of variables, the second bound in (49) and

ut(tn)vhdsc—/ g (ty )0}, d| =

n

/Q ut(tn) — (ug 0 ®)(t,)(1 — det(DP))vy, dx

n
h

n
h

S IVl Lo 05y lvnllap S A lullwe.o o) llvnllag,

ui(2,tn) = (ur © @) (2, tn)| < [[Vur]| Lo (05(0my 2 — @(2)]

with the first bound in (49). The bound for I analogously follows from the differentiation chain rule and (49),
see, e.g., [14, Lemma 7.4],

2| < hullw2.(0)llvnllmr(ap)-
For the third term, I3, we first use the Cauchy—Schwarz inequality and further the result of Lemma 5.5,

N
N

1 1
sp (™ vn) < sp(u” u™) 2 sp(vn, vn)* S ™[l gm0y sk (vn,vn)? S R |ull mes@ny sk (vn, vn) 7

In the last bound we used Of  C O5(2") and (16a). O

We notice that the latter part in the consistency error, h™ K %7 vanishes for the derivative jump formulation
as sy (u,vp) = 0 for all u € H™ (0} ), v, € V)"

5.6. Error estimate in the energy norm

We let u = Zu™ € V" be the Lagrange interpolant for u™ in Of » C Os(2"); we assume u" sufficiently
smooth so that the interpolation is well-defined. Following standard lines of argument, we split E” into finite
element and approximation parts,

E™ = (u" —u}) + (uf —uj).

e” ey e vy
Equation (70) yields

n n—1
e} —e
/ (hAth) vpds 4 al(er, vp) + vest (U, vn) = EF(vn) + E&(vr), Y on € V)T, (72)
Qn
with the interpolation term
enion) = — [ (C 2 s — a2 (e on) — vesp (e
I h) - an At Vp ASh a/h(e 7Uh) fyssh(e 7Uh)-
h

We give the estimate for the interpolation terms in the following lemma.

Lemma 5.7. Assume u € L°(0,T; H™T1(Q(t))) N W2>(Q) and u; € L°°(0,T; H™(Q(t))), then it holds

€7 ()| S R K> tS[léI;](||UHHm+1(Q(t)) + llutll zm@ey) lonlln- (73)
elo,



TITLE WILL BE SET BY THE PUBLISHER 19
Proof. We use standard interpolation properties of polynomials to conclude
le™log , +hIVellog . <A™ Hu | mmiios@my) S B U | gmss o). (74)

Sp, T ™

The last inequality is thanks to (16a). On Q} we extend u’} for all t € [t,—1,t,] as the Lagrange interpolant

of u(t) in all nodes from O} r so that u} = u~!on QF for t = t,_;. Since (u}); appears to be the nodal

interpolant for u;, we have with (16a) and Of » C O5(Q2(t)), t € I, that
letllop <A™ luellamop ) S K™ luellamos@wy S ™ lullam@w), t€In. (75)

We treat the first term in £} (vp,) using Cauchy—Schwarz, (75), and (17),

e — en—l)
Ee— ﬂhdSh
|, (==

tn
1
< |At™z (/ lee(t) Iy dt') lonllop <A™ sup  Nluellmmop llonllep

en — en—l

<
- At

on = |At|_1

tTI,
/ (&3 (t/) dtl
t

n—1

[[vn
Qp

[[vn]
ap

n
2

=

(76)

tE[tn—1,tn]

tn—1

S ™ sup (Hu||Hm+1(Q(t)) + ”utHHm(Q(t)))HUh”QZ'
t€[0,T]

We handle the term a}}(e™,vy) in a straight-forward way using the Cauchy-Schwarz inequality and (74):
1
lap, (€", vn)| S B [[u” || g1 (@n) (lonllop + 2 [[Vonllap).
The stabilization term is treated using the Cauchy—Schwarz inequality and Lemma 5.5,
1
2

sp(em,vn) < s, e™) 2 s (v, vp) T S ™ |ul| g S5 (0, o) 2.

We summarize the above bounds into the estimate of the interpolation term as in (73). g

Theorem 5.2. We make Assumption 5.1, and assume ¢, in (38) to be sufficiently large, At sufficiently small,
u the solution to (3), u € W2°(Q) N L>(0,T; H"(Q(t))) and uy € L>®°(H™(0,T;Q(t))), ¥ to be sufficiently

smooth. Forul, n=1,...,N, the finite element solution of (30), and E" = u} —u" the following error estimate
holds:
113 + 5 ;(QVE’CH?)Q s (B E") ) S explers ata) R(u) (A + B2 + h2"K),  (77)

with R(u) := supte[oﬂ(||u||§1,,,b+1(9(t)) + Hut”%{m(gz(t))) + Hu||%vz,oc(g) and crs.o independent of h, At, n and of
the positions of Q) over the background mesh.

Proof. We set vy, = 2Ate] in (72). This gives
lerlity —llen™ gy + ller — en ™ Idy + 2Ataj (ef, ef) + 2Aty,si (e, eiy) = 2A4(EF (en) + E(en))-

Repeating the arguments as in the proof of Theorem 5.1, we get

k k
- n ni,mn ,n
(1-2¢,A8)leh Iy + 5 At D IVeRlidy +vsAt > si(up, up) (78)
n=1 n=1
k—1 a k
< [1e%G + (crsaa + 26) AL D lle" By + s Atsh(eh, ef) + 5 At|Vep|[Bo + 288 Y (EF (ef) + EB(eR))-

n=0 n=1



20 TITLE WILL BE SET BY THE PUBLISHER

To estimate the interpolation and consistency terms, we apply Young’s inequality to the right-hand sides of
(71) and (73) yielding

A
2NHER(ER) + ET () < e AUAR + 20 + M K)R() + 5 (]

o ,
?2;; + §HWZ

2 n/ ,n ,n
ap %Sh(emeh)) )

with a constant ¢ independent of h, At, n and of the position of the surface over the background mesh.
Substituting this in (78) and noting e} = 0 in OF - we get

k k
1 o n ni,n ,n
(1= 26 A0)lleh 3, + 5 (2 ALY VR +7A8 Y <uu>>
n=1

n=1
1 k—1
< (crs.aa + 26 + 5) At > lle™[&n + cR(u)(AL? + h*9 + KT K).
n=0

We apply the discrete Gronwall inequality with &, At < 1/4 to get
1 k «
He’,j”é;i + 3 Z At (§||Veﬁ||?)ﬁ + vssp(ep, eZ)) < exp(ers.otn) R(w) (AL + k21 + B2 K) =: exp(crs.oty) Q..
n=1

Now the triangle inequality, (74) and (78) give

k

1 « ,

IE* 12 + 5 D At (SIVE" I3 + sk (B",E"))
n=1

k
1
< explersati)Qe + l€¥13y + 5 3 At (all Ve [ +vshle ")
n=1

Sexp(ers.aty)Qe +  sup ||U||Hm+1(m)h2mK.
k

n=1,...,

This completes the proof. O

Remark 5.4 (Extension to BDF2). To keep the analysis manageable, we restricted to the backward Euler
discretization. However, the method is easily extendable to higher order time stepping methods. For example,
it is straightforward to extend the method to the second order accurate in time BDF2 scheme. Indeed, the
finite difference stencil for the time derivative is changed from wtoutTl g, 3“71_4“;&4“%2 in the semi-discrete
method in (8) and for the fully discrete method in (30). Accordingly, the width of the neighborhood extension
has to be increased so that Q" C O(Q"~1)NO(Q"2) and QF C O(Q 1) NO(Q) ™). This is done by changing
O in (45) to d, = 2cswi At. Further, in the proof of the coercivity in the (spatially) continuous and discrete
setting we have to change the time step restrictions (12) and (40) according to the changed coefficient in the
BDF formula. The Gronwall-type arguments in Section 3.2 and in Theorem 5.1 have to be replaced with
corresponding versions for the BDF scheme. To handle the time derivative terms, one can use the polarization
identity (6.33) from [8]. Finally, the consistency analysis in Section 5.5 can then be improved, specifically the
term I; leading to a higher order (in At) estimate in Lemma 5.6 and Theorem 5.2.

6. NUMERICAL EXPERIMENTS

In this section we present numerical experiments for the method proposed and analyzed before. First, we
introduce the general setup of the experiments and define the parameters that are shared or varied between the
experiments (Section 6.1) before we investigate the performance of the method for moving domain problems,
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cf. Section 6.2, 6.3 and 6.5. While the setups in Section 6.2 and 6.3 consider smooth domains with a smooth
evolution and are supposed to validate the theoretical prediction, in Section 6.4 we address concerns related to
the conservation properties of the method. Finally, in Section 6.5 we consider a problem with topology changes
that demonstrates the usability of the method beyond the theoretical assumptions made.

6.1. General setup

We discuss the geometry approximation that is used in all numerical experiments, discuss the discretization
parameters that are varied and the quantities of interest that are measured during the numerical studies.

6.1.1. Domain approzimation with level sets

In the numerical experiments we use a level set description of the domains 2™, i.e. we assume that we are
given a level set function ¢ : Q — R so that Q" = {¢(t,) < 0}. For the approximation of the domain we use
an interpolation of ¢(t,), denoted by ¢}. Thereby, we define the approximate geometries as Q) = {¢} < 0}.
Further, we use a level set function which is an approximate signed distance function so that we can use ¢} to
make sense of the strip domains ng (Q7) which are then replaced by {|¢}| < 0} defining 73" and F}'. In all
numerical examples we consider a piecewise linear approximation of the geometry, i.e. ¢ = 1.

6.1.2. Implementational details

In all experiments we use the bilinear form

ap, (un, vn) =/
Q

which is slightly different compared to the bilinear form in (31) that has been used in the analysis. Further, we
introduce a right hand side source term f(vy) := [, fun dz to (30) that we use in some of the examples.
h

aVuy - Vo, dx + /

(w® - Vup) vy + / div(w®)upvp dz, (79)
Q

n n n
h h Q h

All implementations are done in ngsxfem [28], an Add-On package for unfitted finite elements in the general
purpose finite element solver Netgen/NGSolve [38,39)].

6.1.3. Discretization parameters

In every of the following examples we consider unstructured triangular, quasi-uniform meshes with an initial
mesh size which we denote by hg and consider an initial time step size Aty. Starting from here, we apply
successive uniform refinements in space and in time and denote the corresponding space and time refinement
levels as L, = 0,... and Ly =0,...,s.t. h =hg- 2~Le and At = Aty - 271+, For the stabilization we choose
s7(--) = sy, -) and 4 = ¢, K where for K we choose K = [§;,/h] which is an estimate of the thickness of
the stabilization strip in terms of elements and there holds K ~ K ~ 1+ §;,/h. Here, 6, = w™ At where we
exploit that we know wj, explicitly in all following examples. For c, we choose ¢, = 1 if we do not address
the parameter otherwise. To check for the influence of the stabilization, we consider different choices for ~, in
Section 6.2.3. The time steps in all the numerical experiments are chosen such that the (in these cases mild)
condition (40) is fulfilled.

In all numerical examples we consider polynomial degree m = 1. We consider the use of the implicit Euler
method primarily treated in this work, but also of a BDF2 discretization, cf. Remark 5.4.

6.1.4. Quantities of interest

We consider the errors in the discrete space-time norms

N
?z;;a l[un — UeH%Z(Hl) = Z AtV (up — Ue)”?}ga
n=1 (80)

N
lun = w72 (p2y = Y Atllup, — u|
n=1

lun — u®||Loe(z2y = max [lup — ue||Q;;7

10
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Li {|\Ly— 0 1 2 3 4 5 6 7 eoct
0 1.6-10°1 9.7.1072 6.1-1072 4.2-1072 34.-102 3.0-1072 29-1072 28-1072 —
1 1.4-10-1 85-10-2 4.8-1072 29-1072 20-1072 1.7-102 1.6-1072 1.5-102 0.89
2 1.4-10-1 7.8-1072 4.3-10°2 23-102 1.4-10~2 10.0-10~® 8.6-107% 8.2-1073 0.91
3 1.4-10-1 7.7-1072 4.0-1072 2.1-10"2 1.1-1072 6.8-1073 5.0-1073 4.4-1073 0.89
4 1.4-10-1 7.6-1072 3.9-1072 2.0-10"2 1.0-10"2 5.5-1073 34-1073 25-1073 0.81
5 1.4-10-1 7.6-1072 3.9-1072 2.0-1072 10.0-1073 5.1-1073 2.7-1073 1.7-1073 0.59
6 1.4-10"1 7.6-1072 3.9-1072 20-1072 99-107% 5.0-1073 26-1073 1.4-1073 0.30
7 1.4-10-1 7.6-1072 3.9-1072 2.0-1072 9.9-1073 5.0-1073 25-1073 1.3-10—3 0.11
€ocy — 0.88 0.96 0.99 1.00 1.00 0.99 0.97
€0Cyt — 0.89 0.99 1.03 1.02 1.01 1.01 1.00

TABLE 1. L?(H?!) error for the implicit Euler method for Example 1.

which we also denote as the L?(L?), the L?(H') and L>°(L?) error, respectively. We notice that we have the a
priori error estimate |lup —u®|| 21y S (R +AL)-(1+ %)% from the error analysis of the implicit Euler method.
For the BDF2 scheme we expect an improved rate in time and we expect (without theoretical justification yet)
also an additional order in space for the norm |fup — u®||r2(12).

To display the asymptotical convergence rates in space and time, we use the “experimental order of con-
vergence” (eoc) in space and time ( eocy / eocy) which is computed based on two errors of successive levels.
Additionally, we compute the eoc for combined refinements in space and time (eocy). For the case of the
L?(L?) norm where we expect a convergence rate (At + h?) - (1 + %)% for the implicit Euler method, we also
add the eoc of combined refinement in space and time where to each level of refinement in space we use two
levels of refinements in time (eo0Cyy).

6.2. Example 1: Traveling circle

As a first example we consider a circle traveling with a time-dependent velocity field that is constant in space
through a background mesh. The setup is taken from [36].

6.2.1. Setup

We fix the background domain to Q = (—0.7,0.9) x (—0.7,0.7) and consider the time interval [0, 7] with
T = 0.2. The geometry evolution is based on the following functions,
d(x,t) = ||x — p(x,t)|| = Ro, p(x,t) = (1/mwsin(2nt),0)7,

w(x,t) = wé(x,t) = Oyp(x,t), Rp=0.5.

We set a = 1 and the (extended) solution is given as

. T
u®(x,t) = cos? (EHX - p(X,t)Hz) )

which fulfills the boundary conditions due to (=Vu® - n)|py = 0, t € [0,T]. We choose f according to u®.
Initial temporal and spatial resolution are chosen as hg = 0.2, At = 0.1.

6.2.2. Convergence in space and time

In Table 1 and Table 2 we display the L?(H*') norm and the L?(L?) norm for 8 different time and space levels
and corresponding eocs for the implicit Euler method. We observe the convergence behavior [jup, —u®||2(g1) <
(h+ At). This is better than predicted as we do not observe the influence of the anisotropy factor K ~ 146y, /h.
Below, in the other experiments we also do not see a significant impact of this factor on the results. In the
L?(L?) norm we observe the improved convergence rate |Jup — u®||p2(r2) S (h? + At). In Table 3 we consider
the L*(L?) norm error of a BDF2 discretization and observe |u, — u®||r2(12) S (h* + At?).

~
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Li {|\Ly— 0 1 2 3 4 5 6 7 eoct
0 1.9-10°2 9.0-107% 6.1-1073 5.1-1073 4.8-103 4.6-10"2 4.6-1073 4.5.1073 —
1 1.4-1072 5.6-1073 3.3-1073 2.7-1073 2.5-1073 24-.1073 24-1073 24-1073 0.92
2 1.3-1072 4.0-1073 1.9-1073 1.4-1073 1.3-10~3% 1.3-10~3 1.3-10=3 1.3-1073 0.93
3 1.3-1072 3.6-1073 1.2-107% 7.6-10-* 6.8-10~* 6.6-10-* 6.5-10~* 6.5-10~* 0.96
4 1.3-1072 3.5-107% 9.9-107* 4.4-10~* 3.5-10-* 3.4-10~* 3.3-107* 3.3-107* 0.97
5 1.3-1072 34-1073 9.2-10~% 3.1-10~% 1.9-10~% 1.7-10—% 1.7-10—%* 1.7-10~% 0.98
6 1.3-1072 34-1073 8.9-107% 25-107% 1.1-10~% 9.0-107° 8.6-10~° 8.5-107° 0.99
7 1.3-1072 3.4-1073 88-107* 2.3.-107* 7.9-107° 4.9-107° 4.4-107° 4.3-10"%° 0.99
€ocy — 1.92 1.97 1.92 1.55 0.70 0.16 0.03
€0Cxt — 1.74 1.57 1.31 1.11 1.03 1.01 1.00
€0Cxt — — — — 1.95 1.96 1.98

TABLE 2. L?(L?) error for the implicit Euler method for Example 1.

Li {\Ly— 0 1 2 3 4 5 6 7  eocy
0 2.2-102 1.2-1072 76-1073 6.0-1073 5.3-1073 5.0-1073 4.9.-1073 4.8.1073 —
1 1.6-1072 6.3-107% 3.6-1073 2.7-1073 2.4.1073% 2.2-10~% 2.1-107% 20-1073 1.24
2 1.4-1072 4.6-107% 1.7-10-% 9.1-10~%* 7.0-107* 6.4-107* 6.1-107* 6.0-107* 1.76
3 1.4-10-2 3.8-107% 1.2-1073 3.9-10-%* 2.1.-10* 1.7-10~% 1.7-10~* 1.7-10~* 1.86
4 1.3-1072 3.6-1073 9.4.107% 2.7-107% 9.1-10°° 5.2.107° 4.6-107° 4.6-107° 1.85
5 1.3-1072 3.5-107% 9.0-10~* 2.3-107% 6.3-1075 2.2-10°° 1.4-107° 1.2-107° 1.88
6 1.3-1072 3.5-1073 8.8-107% 2.2.-107% 5.6-107° 1.5-107° 5.5-10=% 3.5-107¢ 1.82
7 1.3-1072 3.5-1073 8.8-107% 2.2.-107* 5.4.107° 1.4.107° 3.8.107% 1.4.10-% 1.36
eocy — 1.91 1.98 2.01 2.00 1.98 1.87 1.46
€0Cxt — 1.77 1.89 2.13 2.10 2.04 2.02 2.01

TABLE 3. L?(L?) error for the BDF2 method for Example 1.

Ly |\Ly— 0 1 2 3 4 5 6 7  eocy
0 9.7-102 4.9-1072 3.6-102 3.1-1072 29-1072 29-1072 28.1072 28.1072 —
1 85-1072 3.0-10°2 1.8-1072 15-1072 1.4-102 1.3-1072 1.3-1072 1.3-1072 1.08
2 86-1072 21-1072 1.1-10~2 8.0-1073 7.5-1073 7.4-1073 7.4-1073 7.4-1073 0.83
3 89-1072 2.1-1072 6.8-1073 4.5-103 4.0-1073 4.0-10~3 4.0-1073 4.0-1073 0.91
4 9.2-1072 2.2-1072 5.4.-1073% 2.7-1073% 22-10°% 2.1-107% 2.1-1073 2.1-1073 0.93
5 9.3-1072 231072 56-107% 1.8.107% 1.2-1073 1.1-103 1.1-10~3 1.1-1073 0.96
6 9.4-1072 23-1072 58.107% 1.4-107% 6.9-100% 57-100% 55-10% 54-107% 0.98
7 9.4-102 231072 5.9-107% 1.5-1073 4.5-10% 3.1.-107% 28.10~% 2.8-10~%* 0.98
€ocy — 2.01 1.99 2.01 1.70 0.54 0.13 0.03
€0Cxt — 1.72 1.47 1.25 1.05 1.00 0.99 0.99
€0Cxtt — — — — 1.78 1.88 1.96

TABLE 4. L*(L?) error for the implicit Euler method for Example 1.

23

In Table 4 and Table 5 we also show the convergence of the implicit Euler and the BDF2 method in the
L*°(L?) norm. We observe the same convergence rates as in the L?(L?) norm.

6.2.3. Influence of the stabilization parameter

Next, we are interested in the sensitivity of the error on the choice of the stabilization scaling ~s. To this
end, we fix L; = 3 and we vary L, € {0,...,7} and ¢, € {1/100,1,100}. Further, we consider two cases: First,
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Ly {\Lz— 0 1 2 3 4 5 6 7 eoct
0 1.1-10-! 6.6-1072 4.6-102 3.6-102 3.2.1072 3.0-1072 29-1072 28.-1072 —
1 9.4.102 3.4-102 22.1072 1.7-1072 15-1072 1.4-1072 1.3-1072 1.3-1072 1.11
2 9.6-10~2 2.6-102 9.6-10~% 6.6-1073 5.7-1073% 5.3.107% 5.2.107% 5.1.-107% 1.35
3 9.5-1072 24-1072 6.4-1073 25-10~% 2.0-1073 1.8-1073 1.8-1073 1.8-1073 1.53
4 9.5-1072 24-1072 6.1-107% 1.6-1073 7.2-10* 6.2.10~* 6.0-10~* 6.0-10~* 1.57
5 9.5-1072 24.-1072 6.1-1073 1.5-1073 4.0-10~* 2.0-10~* 1.9-107* 1.9-107* 1.68
6 9.5-1072 2.4-10~2 6.0-10~% 1.5-10~% 3.8.10~* 10.0-107% 5.7-10"%° 5.4.-107° 1.79
7 9.5-1072 24-1072 6.0-1073 1.5-1073 3.8-100* 9.5-107° 25.107° 1.5-10°° 1.84
€ocy: — 2.00 1.97 1.99 2.00 1.99 1.94 0.71
€0Cxt — 1.66 1.84 1.93 1.81 1.82 1.84 1.90

TABLE 5. L*(L?) error for the BDF2 method for Example 1.
L, 0 1 2 3 4 5 6 7
K 1 1 1 2 3 5 9 17
7 =001-K 12-1072 33.-1073 1.2-1073 7.3-107% 6.7-107% 6.5-107% 6.5-10~% 6.5-10~4
vs =K 1.3-1072 36-107% 1.2-1073 7.6-10-* 6.8-10* 6.6-10~* 6.5-10~* 6.5-10~*
~vs=100-K 3.5-102 84-107% 22.107% 99-10~%* 7.6-10-* 7.0-10* 6.8-10~* 6.7-10~*
~s = 0.01 1.2-1072 3.3.107% 1.2-107% 7.3-107* 6.7-10~* 6.5-10~* 6.5-10~* 6.5-10*
vs =1 1.3-1072 3.6-107% 1.2:1073 7.4-10~* 6.7-107* 6.5-10~* 6.5-10~* 6.5-10~*
~s = 100 35-1072 84-107% 22.107% 9.7-107% 75-100% 6.9-107* 6.6-10* 6.5-10~4

TABLE 6. L2(L?) error for implicit Euler method in Example 1 for different stabilization
scalings vs, L, =0,...,7, Ly = 3.

we use the scaling of v, with K, the thickness of the extension strip and secondly, a constant scaling of s,
ie. v = cy.

In Table 6 the results for a fixed time resolution are shown. We observe that there is only a very mild
dependency of the numerical results on the choice of the stabilization parameter. Further, we observe that the
anisotropy scaling with K seems not to have a significant effect.

6.3. Example 2: Growing / shrinking circle

In this example we consider growing and shrinking circles which are described below in similar setups.

6.3.1. Setups

We fix the background domain to be = (—1.25,1.25) x (—1.25,1.25) and fix the time interval to [0, 7], T =
In(2). The geometry evolution for the growing circle is based on the following functions:

1
#(x,t) = ||x|| — R(t), R(t) = Roe', Ry = 2 w(x,t) = X.
For the shrinking sphere we take accordingly
d(x,t) = ||x|| — R(t), R(t)=Roe™ ", Ro=1, w(x,t)=—x.

This corresponds to a circle growing from radius % to radius 1 for the one case and a circle shrinking from radius

1 to radius % for the other. We obtain the constants w2 =1, div(w) = +2. We choose the diffusivity o = 0.2

and the right hand side f so that the manufactured solution is (in both cases)
u®(x,t) = cos(mr/R(t)),

which fulfills the boundary conditions. As initial resolution we choose h = 0.4, At = 0.5.
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Li {\Lz— 0 1 2 3 4 5 6 7 eoct
0 3.0-10°! 22.107' 1.6-107' 1.4-10-! 1.2-10°%' 1.1-10' 1.0-10' 9.6-1072 —
1 2.5-1071 1.3-10°! 8.0-1072 4.9.-1072 3.5-1072 26-1072 2.1-1072 1.8-1072 2.37
2 2.5-107! 89-1072 4.3-10°2 2.4-1072 1.4-1072 9.1-107% 6.7-1073 5.6-1073 1.72
3 2.3-107! 781072 24.1072 1.1-10°2 5.9.-1073 3.5-1073 26-1073 2.1-1073 1.39
4 2.3-10°! 7.0-1072 2.0-1072 5.7-107% 24-107% 1.3-1073 83.100%* 6.5-10~* 1.71
5 22.-107! 6.6-1072 1.7-1072 4.4.-1073 121073 5.0-10~* 2.7-107% 1.9-107% 1.80
6 2.2.10~! 6.3-1072 1.6-102 3.9-1073 9.9.10~* 2.7-10~* 1.0-10~* 5.9-107° 1.68
7 2.2-107! 6.2-1072 15-1072 3.7-1073 9.0-107* 2.3-107* 6.2-107° 2.3-10°° 1.35
€ocy — 1.80 2.01 2.06 2.04 1.99 1.87 1.42
€0Cxt — 1.16 1.64 1.99 2.20 2.26 2.24 2.19

TABLE 7. L?(L?) error for the BDF2 method for the growing circle in Example

L J\Lz— 0 1 2 3 4 5 6 7  eoct
0 1.3 82-107! 5.0-10°! 3.8-10°! 3.5-107! 3.6-107! 3.8-107! 4.0-107! —
1 31.10-' 1.7.10°' 1.0-107' 78.1072 78.1072 87-1072 9.5-1072 1.0-10~' 1.97
2 2.3-107% 88-1072 4.5-1072 2.8-1072 2.5-1072 2.6-1072 2.8-1072 3.0-1072 1.75
3 2.1-107! 72.1072 23-1072 1.1-10°2 7.6-107% 7.3-1073 7.8.1073 83.1073 1.85
4 2.0-10°! 6.4-1072 1.8-1072 5.4-107% 2.6-10"% 2.0-107% 2.0-1073 2.1-1073 1.97
5 1.9-1001 6.0-1072 16-1072 4.1-1073 1.2.1073 6.1-10°% 5.0-107% 52-107% 2.04
6 1.9-10°' 57-1072 1.5-1072 3.7-1073 9.3-10~* 2.8.-107* 1.4-10~* 1.2-107* 2.06
7 1.9-1071 5.6-1072 1.4.1072 3.4.-107% 84.107* 2.1.107* 6.5-107° 3.5-10°° 1.84
€ocy — 1.72 1.98 2.05 2.04 1.97 1.72 0.90
€0Cxt — 2.94 1.90 2.02 2.09 2.10 2.07 2.05

25

TABLE 8. L*(L?) error for the BDF2 method for the shrinking circle in Example 2.

6.3.2. Convergence in space and time

In the Tables 7 and 8 the L?(L?) errors for the examples are shown using the BDF2 method. We again
observe an error behavior of the form h? + At?. The results are in agreement with the previous observations.

6.4. Example 3: Mass conservation

In Section 2 we give a conservation property that is fulfilled by the exact solution to the problem. However,
due to the fact that we rely on a discrete extension, we do not preserve this property on the discrete level.
In this final example we want to investigate the mass loss for the geometrical setup of the first example.
We set v’ = sin(n||x — p(x,t)|]2) and a = 0.1. This time we consider f = 0 so that the total mass of
the exact solution, i.e. U = UF = fm uFde,k = 1,..,N, is constant over time. Analogously we define the

discrete mass U;f = ka uZ dz,k =1,..,N. In Table 9 we display the maximum deviation from the inital mass
h

B3 = maxp—1,. N |U}’LC -U ,‘L)| We observe that this deviation is not zero, but converges with at least the same
rate as the L?(L?) norm.

To enforce a global constraint on the solution we use a Lagrange multiplier formulation as it has been done
in [?]. In the context of unfitted FEM the enforcement of exact global conservation has also been considered

in [16]. This changes our formulation from (30) to the following formulation: For a given uf) € V! find
(up,\) e Vi xR, n=1,..., N, satisfying
P — !
/ e h oy da A+ al (uf, o)+ yssh(ul, vp) + A v dx—i—u/ up dxzu/ up~tdw (81)
25 At op an op-!
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0 1 2 3 4 5 6 7 eoc.
0 3.6-10°2 26-102 1.8-102 1.4-1072 1.4-1072 15-1072 1.6-10~2 1.7-1072 —
1 3.9-1073 6.2-10~3 5.3-1073 3.8.1073 24.1073 1.3-1073 1.8-1073 22.1073 295
2 2.2-107% 24-1073 1.8-1073 1.3-10% 84-10~* 5.1-10~* 2.8.-10~* 2.6-10* 3.09
3 59.107*% 6.8-107*% 4.1-107* 29-10-* 2.0-107* 1.3-107* 82-107° 9.6-107° 1.41
4 82-107% 23-107% 4.9.-1075 5.9-107% 3.7-10°° 25-107%° 1.7-107° 2.3.1075 2.04
5 9.3-10~* 3.3-107* 82.107° 13-107° 7.6-107% 4.7-10-% 3.2.1076 4.7.1076 231
6 9.5-107% 35.100% 94.1075 1.4-1075 3.1-107% 1.0-10% 5.6-10=7 85-107 248
7 9.5-107* 3.6-10* 9.6-107° 15-107° 3.5-107% 6.7-1077 22-1077 1.5-10°7 2.50
eoc: 1.40 1.90 2.65 2.13 2.39 1.62 0.53
diag 2.54 1.81 2.62 2.96 2.97 3.06 1.91
TABLE 9. Max. deviation from conservation, F;'*%, for BDF2 method in the example of
Section 6.4.
0 1 2 3 4 5 6 7 eoc.
0 2.3-10°2 1.5-102 9.3-1073% 7.4-10~% 7.9-107% 94-1073 1.1-1072 1.2-102 —
1 4.4-107% 7.0-1073 5.9-1073% 4.3-107% 2.7-1073 1.4-1073 4.2-10~% 25-107% 5.59
2 1.6-1073 2.1-1073 1.4.-10°3 85.-107% 4.4.-107* 1.3-107% 1.2.-107% 2.9.-107% —0.22
3 2.4.1075 3.8.107*% 24.107% 1.3-10~%* 4.7-107° 14.107% 6.6-107° 1.1-107% 1.41
4 36-107% 3.2-1075 3.4-1075 2.1-10° 5.6-10-% 5.0-1076 1.6-1075 2.6-1075 2.04
5 4.6-10% 5.7-1005 35-100% 27.-1006 26-1077 9.5-10~7 3.0-10% 5.3-107% 231
6 4.7-10% 7.3-1075 4.8-107% 3.8-1077 1.2-107% 2.3.-1077 5.2-1077 9.6-107 2.48
7 4.7-100%* 7.8.1005 6.4-107% 1.3-107% 1.3-107% 1.9-10-7 1.1-10~7 1.7-10—7 251
eoc 2.60 3.61 2.30 0.00 2.74 0.86 —0.65
diag 1.71 2.31 3.49 4.49 2.56 0.86 1.63

TABLE 10. L?(Q)) norm difference at ¢t = T between the two methods discussed in Section 6.4.

for all v, € V', p € R. Here A is the Lagrangian multiplier to the scalar constraint fm up dr = an—l uzfl dx.
h h

The adaptation to the BDF2 scheme is straight-forward. We denote this solution as u;"*. By construction this

approach conserves mass exact. To demonstrate that it does not destroy the accuracy of the original method,
we display the difference of the methods in the L2(QY) norm, [luy ™ — uy [lqy, in Table 10. We observe that
the difference converges with the same order of convergence as the error of the original method as the norm of
the difference tends to zero with the same order in space and time, although the eoc is a bit less regular as in
the experiments before. We conclude that the convergence properties of the original method is preserved, i.e.
we can combine the method with a formation that ensures exact global conservation.

6.5. Example 4: Example with topology change

In this example we consider a geometrically singular configuration. The level set function to two colliding
and afterwards separating circles is

¢(x,t) = min(|lx — s1 ()2, [x = s2(t)ll2) = R, s1(t) = (0,¢ = 3/4), sa(t) = (0,3/4 1),

where s1(t) and s2(t) is the center of the two circles. As the time interval we choose T = 3/2, so that
o(x,0) = ¢(x,T). The corresponding velocity field is discontinuous at y = 0 and ¢t = T'/2:

(2.9.1) = 0, DT ify>0andt<T/20ry<0andt>T/2,
WALYE =0 (0,-1)T ify<0andt<T/2o0ry>0andt>T/2.

As initial concentration we choose ug = —1 for y < 0, i.e. in the lower circle and ug = 1 for y > 0, i.e. in the
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F1GURE 3. Simulation results of the example in Section 6.5. The first row displays the results
for At = T'/10, the second row the results for At = T'/80. The elements marked in green are
the ones in 7j".

upper circle. We choose the globally (not component-wise) conservative method (81), a = 0.1, h = 0.07 and the
time step sizes At = T/10 and At = T'/80. In Figure 3 the results of the simulations are displayed. Note that
this setup is not covered by the analysis as the domain and its evolution is not smooth. Obviously, the method
is stable even for this example with non smooth domains. Note that there can be an artificial mass exchange
between the two phases if the extension layers intersect before the physical domains intersect, cf. for instance
the picture to At = T/10 and ¢t = 0.17. However, for finer time steps these artificial intersections are reduced,
cf. the result for At =7/80 and t = 0.17.

7. CONCLUSIONS AND OPEN PROBLEM

In this paper we introduced a numerical method for solving PDEs on evolving domains. The method is
easy to implement as it bases on standard stationary unfitted finite element discretizations and standard finite
difference approximations in time. We were able to derive optimal order error bounds in the energy norm for
this method. Unlike space-time Galerkin methods, the present approach does not require a physical domain
reconstruction on each time slab. In fact, one only needs approximations of physical domain at time instances
tn. No reconstruction of a Lagrangian or arbitrary mapping ¥ from a reference domain is needed either, which
makes the method particularly attractive for application, where the domain deformation is given by a series of
snapshots without further information about the underlying motion: One example is the blood flow simulation
in a human heart when the patient-specific motion of the heart walls is recovered from a sequence of medical
images; see, e.g., [22,25,44] and references therein.

At the end of this study, let us discuss a few points where extensions and possible modifications of the
presented method or its analysis are worth pursuing.

So far, in the method we used an extension to the domain 2} based on a priori estimated strip size. One
could improve this by only involving elements that are relevant on the next time step based on QZH if this
information is available. Furthermore, one could separate the stabilized solution step and the extension into
two steps as has been done in the semi-discrete method.
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In the analysis we only derived error estimates for the H'! norm in space, but observed a higher order
convergence (in space) in the L? norm. Using duality techniques we expect that improved rates can also be
obtained for L? norm estimates.

In this paper we treated only implicit Euler discretizations in the analysis and commented on extensions
to BDF2 discretization which we also used in the numerical experiments. An extension to more general time
stepping scheme has not been used so far, but is an interesting topic.

We only consider a comparably simple model problem. Many applications will involve more complex prob-
lems, e.g. two-phase Navier-Stokes equations. An extension of the method to these problems should be inves-
tigated and analyzed in the future.

For the numerical examples we used a geometry approximation and finite element order ¢ = m = 1 although
the analysis allows also for higher order schemes in space. Due to practical reasons such as accurate and robust
numerical integration, the development and implementation of higher order methods can be difficult, but should
not — based on recently developed techniques [10,19,27,37] — pose a major obstacle.

APPENDIX A. PROOF OoF LEMMA 3.2

Proof. The result follows in three steps.
Step 1. Define a sequence of v™ € C*°(Qy) such that v — v in L?(Q) and v)® — v; in L?(Qp). Functions
v can be constructed by the following standard argument. First note that from inequality v2(0) = v?(t) —

fOt(UQ)tds < v3(t) + 2( OT v2ds)z ( OT v2ds)z it follows that v(z,0) is well defined as an element of L2(Qp).
Similar v(T) € L*(Qp). Thus we consider

v(z,t) for z € Qq, t € (0,T)
v(z,0) for z € Qy, t <0
v(x,T) for x € Qy, t > T

0 otherwise

o(x,t) =

)

and define v = w,,, *v with a smooth mollifier w, and ¢, — 0 with m — oco. By the basic properties of mollifiers
VI = we, * U, and v™ € C(Qy) is the desired sequence. Due to the continuity of & : L%(Qp) — L?(O(Q)),
it holds

T T
| Eow)||2 = / / |Eow|? dx dt < c/ / w? dx dt = c||wl||2 for any w € L*(Qo).
L2(0(Qo)) o Jow) o Ja, L2(Qo)

Since & is linear, we infer that & is continuous from L?(Qg) to L?(O(Qy)) and hence the convergence v™ — v
in L2(Qo) and v — v; in L*(Qo) imply Eu™ — Ew in L?(O(Qo)) and Egvl™ — Eyvy in L2(O(Qp)).
Step 2. We now show that for a smooth function w = v™ € C*(Qp) (m is fixed) the extension and time
derivative commute, i.e., (Sow), = Ew; in O(Qp). We have for fixed ¢t € (0,7) and || sufficiently small:
Eow(t) — Eow(t + ) = Ey(w(t) — w(t + 0))
t+6
= Eo(dwy(t) — &) with &(-) = / wy(s,)sds
¢
= 5€0wt(t) - 5055 in O(Qo),
where we used the linearity of &. By the continuity of & in L>(Qp), it holds

€851l L= (0(20)) < €ll€sll Lo (o) < €l6 lwitll Lo (o) < CI817,

where C' is independent of 6. Since ¢ was taken arbitrary from (0,T), this proves (Eyw), = Ew; in O(Qo).
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Step 3. Finally, we show (Eyv), = vy by a density argument. Using L?(O(Qp))-convergence from step 1
and the commutation property from step 2, we get for any finite function n € C'(O(Qo)):

| @omd = fim [ (gt = -t [ (GG,
0(Qo) M0 O(Qo) M0 S O(Qo)
= — lim (Eov*)nd(z,t) = —/ (Eove)nd(z,t).
m=e0Jo(Qo) O(Qo)
Thus (Egv), = &y holds by the definition of the weak partial derivative. O
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