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Abstract

In the early 2000s, Littlejohn and Wellman developed so-called nth left-definite theory. Namely, they
fully determined the ‘left-definite domains’ and spectral properties of powers of self-adjoint Sturm—
Liouville operators associated with classical orthogonal polynomials. We study how these left-definite
domains relate with explicit classical Glazman—Krein—Naimark (GKN) boundary conditions.

When 7 is small, we significantly simplify previously challenging analysis by introducing an explicit
method for checking whether a given set of functions yields GKN conditions. This reduces to computing the
rank of a relatively small matrix. We include explicit computations for n = 2, ..., 5. Further, for arbitrary
powers n of Sturm-Liouville operators with a complete system of orthogonal eigenfunctions, we show
that these left-definite domains are given by GKN boundary conditions involving some of the polynomial
eigenfunctions. We also study and extend a conjecture by Littlejohn—Wicks regarding the equality of four
different formulations for these domains.
© 2018 Elsevier Inc. All rights reserved.
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1. Introduction

A wide variety of literature concerns the study of left-definite theory applied to Sturm—
Liouville differential operators. The interest arises primarily from the groundbreaking paper
of Littlejohn and Wellman [17]. The paper describes the creation of a continuum of left-
definite spaces and left-definite operators associated with an arbitrary self-adjoint operator that
is bounded below by a positive constant in a Hilbert space. Prior to [17], research had been
conducted only in the “first” left-definite setting. This theory has been applied to many types of
self-adjoint differential operators, including those stemming from the second-order differential
equations of Hermite, Legendre, Jacobi, Laguerre, and Fourier. Excellent surveys of these results
are [6] and [18].

The paper of Littlejohn and Wellman [17] managed to characterize these left-definite spaces in
terms of other Hilbert spaces defined with integral operators. A key point of left-definite theory is
that each left-definite space will be nested and dense within the original Hilbert space. However,
some critics felt somewhat uneasy with the fact that the left-definite spaces (in their opinions)
lack an explicit mention of boundary conditions.

One of the goals of this paper is to address these concerns. We present classical boundary
conditions that exist for self-adjoint differential operators which possess a complete system of
orthogonal eigenfunctions. These boundary conditions are formulated in terms of Glazman—
Krein—Naimark (from now on abbreviated by GKN) theory, which entirely describes self-adjoint
extensions for a closed, symmetric operator with equal deficiency indices.

This framework allows for the construction of the boundary conditions for the left-definite
spaces of the classical Legendre differential operator explicitly. Previous work using GKN
conditions to describe the left-definite domains is limited to very recent progress by Littlejohn
and Wicks [19,20]. Their results concern the classical Legendre differential operator exclusively
and give GKN conditions describing the fourth left-definite domain, which is associated with the
square of the differential operator, L2. Additionally, Littlejohn and Wicks formulate their results
in terms of “separated” boundary conditions, whereas “coupled” boundary conditions are used
throughout this paper. This is a matter of preference, but using coupled boundary conditions
simplifies calculations considerably, as they are easier to access via the sesquilinear form dealt
with by GKN theory.

In this work we introduce a systematic approach, which reduces the amount of cumbersome
computations in this field. This perspective enables us to harvest the finite dimensional nature
of defect spaces. An alternative approach to this problem is through Sturm-Liouville theory,
e.g. [11,15], but the literature focuses on the first left-definite theory and does not produce GKN
conditions.

The interest in differential operators which possess a complete system of orthogonal
eigenfunctions originates with a result in [17] that says this same system will be present in each of
the different left-definite domains. Hence, there is an indicator for when a self-adjoint extension
is a left-definite domain, and this simplifies the process. A second-order linear differential
equation satisfied by a complete orthogonal system of polynomials with absolutely continuous
measures of orthogonality has a second linearly independent solution [14, Section 3.6]. This
second linearly independent solution is often called a function of the second kind, and their
existence plays an essential role in our examples.

The Legendre differential operator example is particularly important because there are essen-
tially only four Sturm—Liouville operators with a complete set of orthogonal eigenpolynomials.
The Bochner classification [4] tells us that, up to a complex linear change of variable, the only
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such operators with polynomial eigenfunctions are Jacobi, Hermite, Laguerre and Bessel. Of
these, the Jacobi differential expressions require the most boundary conditions. The Legendre
expression is a special case of Jacobi that has an immense amount of literature, so it was ideal
for such an exploration of GKN conditions with respect to left-definite theory. The framework
of Section 4 both extends to other Jacobi differential expressions (other values of the parameters
a and B), and reduces to cover the cases of Hermite, Laguerre and Bessel. The broader concepts
of Section 6 are expressed with this in mind as well.

While our applications to the classical systems use polynomial eigenfunctions, a keen
reader may observe that our general results consider systems of eigenfunctions, which are not
necessarily polynomials. This general approach suggests other open problems: What adjustments
are necessary when the self-adjoint operator has a spectrum that is not discrete? That is, given
some non-standard extension of a differential operator, can we describe the corresponding left-
definite domain? How about the left-definite domain for compositions of such an operator?

The approaches and ideas used in our three distinct types of results in Sections 3 through 6
differ vastly from one another. As a consequence, the setup changes slightly from one section to
another.

1.1. Plan of the paper and summary of main results

Section 2 deals primarily with two different areas: left-definite theory and self-adjoint
extension theory. The left-definite theory mainly follows the classical results contained in [17],
and includes the structure of left-definite spaces as well as key facts about their spectra. The
self-adjoint extension theory follows the classical text of Naimark [21], and culminates in GKN
theory. Section 2.5 describes the graph norm that can be endowed on a Hilbert space and justifies
intuition about the decomposition of the maximal domain.

In Section 3 we construct a systematic framework around the method of finding GKN
conditions that make differential expressions into self-adjoint differential operators. We show
that eigenfunctions of a self-adjoint operator, which are linearly independent modulo the minimal
domain, yield GKN conditions for the operator. This reduces previously tedious analysis to
finding the rank of a square (2m x 2m)-matrix, where (m, m) are the defect indices of a symmetric
operator (see Theorem 3.2 and its Corollaries). When working with orthogonal functions that
satisfy eigenvalue equations, this matrix simplifies.

In Section 4, explicit self-adjoint extensions are given by showing that eigenfunctions
themselves lead to suitable GKN conditions for powers L” of the classical Legendre operator L.
The case n = 2 was the topic of [20]. One key feature is the utilization of functions of the second
kind. In examples, we prove that the first n eigenfunctions work for L" forn = 2,...,5. The
statement has been verified numerically for n < 16. We discuss a condition for eigenfunctions
and functions of the second kind to be suitable “test” functions for linear independence modulo
the minimal domain.

Motivated by the Legendre example, it is shown in Theorem 5.1 and Corollary 5.2 that for
left-definite operators with pure point spectrum (only eigenvalues) there exist eigenfunctions
(corresponding to some eigenvalues) that generate GKN conditions. We believe this to be the
first general result in this direction. The method of proof for this result differs from the explicit
computations that were used in the Legendre example. It relies on working with the graph
norm. The idea is to reduce the problem to its essence: finite dimensional linear algebra. This is
accomplished by using the fact that the defect spaces and minimal domain are orthogonal with
respect to graph norm, and properties of the eigenfunctions.
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In Section 6, the goal is to determine which boundary conditions describe left-definite
domains for Sturm-Liouville differential operators with a complete system of orthogonal
polynomials. This question is then explored by comparing these left-definite domains and their
GKN boundary conditions (see Theorems 6.2 through 6.5). The work improves and simplifies a
proof of a fact from [19]. The central conjecture stating the equality of the following four sets is
still partially open (see Conjecture 6.1):

e The nth left-definite domain.

e The maximal domain with GKN conditions determined by the first m orthogonal polyno-
mials. (Here, m denotes the deficiency indices.)

e The maximal domain with GKN conditions determined by some m orthogonal polynomi-
als.

e The maximal domain with certain explicit boundary conditions.

Other ramifications and specific discussions of individual systems of orthogonal polynomials
and their differential equations follow.

1.2. Notation

We use £ to denote differential expressions (on a separable Hilbert space 7). We mostly
work with general Sturm-Liouville expressions in symmetric form. In Section 4 we focus on the
Legendre expression. Sets and spaces are generally denoted with “mathcal”; the Hilbert space
‘H, the minimal domain D,y;,, the defect spaces D, and D_, etc.

Further, we use the notation {¢, X'} to refer to an operator associated to £ with domain X. Since
we work with unbounded operators, the operators are defined on dense subspaces X C H. The
maximal domain is denoted by Dy« (the largest subset of H with £(Dyx) C H). Sometimes,
Dmax(€) is used to emphasize the expression. Boldface letters are used for operators and matrices.
We abbreviate the maximal operator by Lax, 1.€. Linax = {£, Dmax}. In analogy, Linin = {£, Dpin}
is the minimal operator, and in this context L = {£, Dy } is used to denote self-adjoint operators.

When we consider a general operator A, we refer to its domain by D(A).

Often, we work with powers L of operators, e.g. we consider the left-definite operator
induced by the expression £". Abusing notation, we use L} =~ = {¢", D} } where D = =
Dmax(£"). Further, we let [ -, -] denote a general sesquilinear form, and [ -, -], stand for the
sesquilinear form associated with £".

We generally have (m, m) be the deficiency indices of L,;,. We note that the deficiency indices
of L. then amount to (nm, nm).

2. Background

Consider the classical Sturm—Liouville differential equation

d dy _
Ix [p(X)g} +q(x)y = —Aw(x)y,

where y is a function of the independent variable x, and p(x), w(x) > 0 a.e. on (a,b),
—00 < a < b < 0o, and g(x) real-valued a.e. on (a, b). Furthermore, 1/p(x), g(x), w(x) €
L lloc[(a, b), dx]. Additional details about Sturm-Liouville theory can be found in [5,24,25]. This
differential expression can be viewed as a linear operator, mapping a function f to the function

L[ f] via

_ L (4],
UfIE) = = s ( dx[ (x) dx(x)}w(x)f(x)). @1
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This expression can be viewed as an unbounded operator acting on Hilbert space L’[(a, b), w],
endowed with the inner product (f, g) = j; b F(x)g(x)w(x)dx. In this setting, the eigenvalue
problem £[ f](x) = Af(x) can be considered. The operators of interest, £ on L?[(a, b), w],
are assumed to possess a set of orthogonal eigenfunctions that is complete in the domain. The
expression £[ - ] given in Eq. (2.1) has been well-studied, see [14] for an in-depth discussion of its
relation to orthogonal polynomials. However, the operator £ on L?[(a, b), w] is not self-adjoint
a priori. Section 2.2 details the imposition of boundary conditions to ensure self-adjointness.

Furthermore, the operator £"[ - ] is defined as the operator £[ - ] composed with itself » times,
creating a differential operator of order 2n. Every formally symmetric differential expression
2" -] of order 2n with coefficients a;, : (a,b) — R and a; € C*(a,b) fork =0,1,...,n and
n € N has the Lagrangian symmetric form

e =) (Y (@) fP)Y, x € (a,b). 22)
j=1
Further details can be found in [8, Section XIII.2] or [19].
The classical differential expressions of Jacobi, Hermite, and Laguerre all admit such a
representation, and are semi-bounded. Semi-boundedness is defined as the existence of a constant
k € R such that for all f in the domain of the operator A the following inequality holds:

(AS, )z k(S f).

This additional property, combined with self-adjointness, allows for a continuum of nested
Hilbert spaces to be defined within L’[(a, b), w] via the expressions ¢"[-]. Indeed, this
continuum is a Hilbert scale, and many facts about the spectrum and the operators can be deduced
using this point of view (e.g. [7,18]). More details about Hilbert scales can be found in [1,16].
This particular Hilbert scale with self-adjoint operators that are semi-bounded is the topic in
left-definite theory [17], part of which we explain in Section 2.1.

The combination of left-definite theory applied to differential expressions and self-adjoint
extension theory allows for the necessary discussion of boundary conditions for these operators
in later sections. Another necessary technicality is the use of the graph norm, in Section 2.5. This
subsection allows the maximal domain that the examined differential expression is defined on,
to be decomposed into an orthogonal direct sum. This decomposition is essential to the results in
Section 5.

2.1. Left-definite theory

Left-definite theory deals primarily with the spectral theory of Sturm-Liouville differential
operators. The terminology itself can be traced back to Weyl in 1910 [26]. A general framework
for the left-definite theory of bounded-below, self-adjoint operators in a Hilbert space was not
developed until 2002 in the landmark paper by Littlejohn and Wellman [17]. Specifically, the
left-definite theory allows one to generate a scale of operators (by composition), each of which
possess the same spectrum as the original.

Let V be a vector space over C with inner product (-, -) and norm || - ||. The resulting inner
product space is denoted (V, (-, -)).

Definition 2.1 (//7, Theorem 3.1]). Suppose A is a self-adjoint operator in the Hilbert space
H =, (-, -)) thatis bounded below by kI, where k > 0.Letr > 0. Define H, = V,, (-, -)»)
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with
V, = DA%
and
(x,y), = (A"?x, A”?y) for (x, y € V).
Then H, is said to be the rth left-definite space associated with the pair (H, A).

It was proved in [17, Theorem 3.1] that H, = (V,, (-, -),)is also described as the left-definite
space associated with the pair (H, A"). Specifically, we have:

(1) H, is a Hilbert space,

(2) D(A”) is a subspace of V.,

(3) D(A") is dense in H,,

@) (x,x), =k"(x,x) (x € V,), and

(5) (x,y)r = (A"x,y) (x € DA"), y € V).

The left-definite domains are defined as the domains of compositions of the self-adjoint
operator A, but the operator acting on this domain is slightly more difficult to define.

Definition 2.2. Let H = (V, (-, -)) be a Hilbert space. Suppose A : D(A) C H — Hisa
self-adjoint operator that is bounded below by £ > 0. Let r > 1. If there exists a self-adjoint
operator A, : H, — H, that is a restriction of A from the domain D(A) to D(A,), we call such
an operator an rth left-definite operator associated with (H,A). For 0 < r < 1 we obtain an
rth left-definite operator associated with (H, A) analogously, but by taking the closure of the
domain D(A) with respect to the norm induced by the inner product < -, - >,.

The connection between the rth left-definite operator and the rth composition of the self-
adjoint operator A is now made explicit.

Corollary 2.3 ([17, Corollary 3.3]). Suppose A is a self-adjoint operator in the Hilbert space
‘H that is bounded below by k > 0. For each r > 0, let H, = (V,, (-, -),) and A, denote,
respectively, the rth left-definite space and the rth left-definite operator associated with (H, A).
Then

(1) D(A") = V,,, in particular, D(AY?) = V| and D(A) = V,;
2) DA,) = DATD/2) in particular, D(A) = D(A%?) and D(A,) = D(A?).

The left-definite theory is particularly important for self-adjoint differential operators that are
bounded below, as they are generally unbounded. The theory is trivial for bounded operators, as
shown in [17, Theorem 3.4].

Our applications of left-definite theory will be focused on differential operators which possess
a complete orthogonal set of eigenfunctions in H. In [17, Theorem 3.6] it was proved that the
point spectrum of A coincides with that of A,, and similarly for the continuous spectrum and
for the resolvent set. It is possible to say more, a complete set of orthogonal eigenfunctions will
persist throughout each space in the Hilbert scale.

Theorem 2.4 ([/7, Theorem 3.7]). If {@,}.2 is a complete orthogonal set of eigenfunctions of
A in H, then for eachr > 0, {¢,}2, is a complete set of orthogonal eigenfunctions of the rth
left-definite operator A, in the rth left-definite space H,.
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Another perspective on the last theorem is that it gives us a valuable indicator for when a
space is a left-definite space for a specific operator.

On the side we note that left-definite theory can be extended to bounded below operators by
applying shifts. Uniqueness is then given up to the chosen shift.

A description of these left-definite spaces in terms of standard boundary conditions on a
Hilbert space has been noticeably missing, despite the broad framework and range of results
described above. This is not to say that there are no descriptions of the left-definite spaces, just
that they are not classically expressed by GKN theory.

Example. Let A denote the usual self-adjoint operator with the Laguerre polynomials as a
complete set of orthogonal eigenfunctions {¢,};>,. Fora > —1 and j € Ny, let Li + j(O, 00)
be the Lebesgue space with norm induced by the inner product fooo f(Hgn)e*tie~'dt. The nth
left-definite Hilbert space associated with the pair (H, A) = (Lg(O, 00), A), also possessing this

complete set of eigenfunctions, is defined as H,, = (V,, (-, - ).), Where

V,,::{f:(O,oo)—>(C

£ e AC" D0, 00); f™ e L2, (0, oo)}

loc a+n
and
n 00 ) . )
(P q)n = ij(n,k)f PP D)t e dr for (p,q € P),
j=0 0

where P is the space of all (possibly complex-valued) polynomials. The constants b;(n, k) are
defined as

J it /i
bin k=3 j), (f)(k+i)".

i=0

This description of a specific left-definite space is only included as a reference for the
complexity of the results in this paper, and details can be foundin [17]. &

2.2. General Glazman—Krein—Naimark (GKN) theory

There is a vast amount of literature concerning the extensions of symmetric operators. Here
we present only that which pertains to self-adjoint extensions and applications to GKN theory.
This will be primarily applied to linear differential operators.

Definition 2.5 (Variation of [21, Section 14.2]). For a symmetric, closed operator A on a Hilbert
space H, define the positive defect space and the negative defect space, respectively, by

D, ={feDA" | A*f=if} and  D_:={feDA" | A*f =—if}.

On the side we note that, in light of [8, Theorem XII.4.8], we can assume without loss of
generality that all considered operators are closed because we are concerned exclusively with
self-adjoint extensions of symmetric operators.

We are most interested in the dimensions dim(D,) = m, and dim(D_) = m_, which are
called the positive and negative deficiency indices of A, respectively. These dimensions are
usually conveyed as the pair (., m_). The deficiency indices of A correspond to how far from
self-adjoint A is. A symmetric operator A has self-adjoint extensions if and only if its deficiency
indices are equal [21, Section 14.8.8].
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Theorem 2.6 (21, Theorem 14.4.4]). If A is a closed, symmetric operator, then the subspaces

D(A), Dy, and D_ are linearly independent and their direct sum coincides with D(A*), i.e.,
DA =DA)+ Dy +D_.

(Here, subspaces Xy, X,, ..., X, are said to be linearly independent, if > 7 ,x; = 0 for
x; € &; implies that all x; = 0.)

Here + denotes the direct sum.
2.3. GKN theory and Sturm—Liouville operators

Let £[ - ] be a Sturm—Liouville differential expression on some Hilbert space L?[(a, b), w] as
in (2.1). Furthermore, let £[ - ] generate an expression £"[ - ] of order 2n via composition, n € N.
The analysis of self-adjoint extensions does not involve changing the differential expression
associated with the operator at all, merely the domain of definition, by applying boundary
conditions.

Definition 2.7 (/21, Section 17.2]). The maximal domain of ¢"[ - ] is given by

fPx) € ACiela, b), k=0,1,...,2n—1;

max

D! = Dpax(£") = {f :(a,b) > C

£, €[] € L*[(a, ), w]}.

The designation of “maximal” is appropriate in this case because Dy, (£") is the largest
possible subspace for which ¢” maps back into L?[(a,b), w]. For f,g € Dmnux(") and a <
a < B < b the sesquilinear form associated with £” is defined by

B B - -
LS &l :=/ [ f)]g(x) — €[] f ()} w(x)dx. (2.3)

Eq. (2.3) is Green’s formula for £”[ - |, and is an equivalent definition to the classical one from
Sturm-Liouville theory utilizing Wronskians [19, Equation (3.5)].

Theorem 2.8 ([21, Section 17.2]). The limits [ f, g1,(b) := lim,_,,~[f, glx |Z and [ f, gl.(a) =
lim,_,.+[f, glx }f exist and are finite for f, g € Dmax(£").

Definition 2.9 (/21, Section 17.2]). The minimal domain of ¢"[ -] is given by
Diin = Duin(€") = {f € Dmax(€") | [f, g]n|Z =0 Vg € Dunax(€)}.

The maximal and minimal operators associated with the expression £"[-] are defined as
L. ={¢",Dr. Yand Ly = {¢", Dy }respectively. By [21, Section 17.2], these operators are
=L"

adjoints of one another, i.e. (L, )* =L and (L}, )* e

In the context of differential operators, we work with a special case of Theorem 2.6:

Theorem 2.10 (/2/, Section 14.5]). Let Dy, and D; . be the maximal and minimal domains

max
associated with the differential expression €"'[ -], respectively. Then, for n € N,

Dl‘l — Dn

max min

DL 4D 2.4)
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Eq. (2.4) is commonly known as von Neumann’s formula. Here, the spaces D", D" are
the defect spaces associated with the expression £"[ - ]. The decomposition can be made into an
orthogonal direct sum by using the graph norm, see Section 2.5.

From [21, Section 14.8.8] we know that, if the operator L. has any self-adjoint extensions,
then the deficiency indices of L . have the form (m, m), where 0 < m < 2n and 2n is the order
of £"[-]. Glazman [12] proved that the number m can take on any value between 0 and 2n. In
regards to differential expressions, the order of the operator is greater than or equal to each of
the two deficiency indices by necessity. Hence, Sturm—Liouville expressions that generate self-
adjoint operators have deficiency indices (0, 0), (1, 1) or (2, 2). This is related to the discussion
of an expression being limit-point or limit-circle at endpoints, see [3,8,13,21] for more details.

In order to formulate the GKN theorems, we recall an extension of linear independence to one
that mods out by a subspace. This subspace will be the minimal domain in applications.

Definition 2.11 (/2/, Section 14.6]). Let X} and X, be subspaces of a vector space A such
that X7 < A&5. Let {x, x2, ..., x,} € A&>. We say that {x, x5, ..., x,} is linearly independent
modulo A& if

Za;xi € X implieso; =0foralli =1,2,...,r.
i=1

The following two theorems form the core of GKN theory.

Theorem 2.12 (GKNI, [21, Theorem 18.1.4]). Let L" = {£", D} be a self-adjoint extension

of the minimal operator L, = {£", D} . } with deficiency indices (m, m). Then the domain Dy,
consists of the set of all functions f € Dy .., which satisfy the conditions
b
Lfiweln| =0, k=1,2,...,m, (2.5)
a
where wy, ..., w,, € Dy are linearly independent modulo D, for which the relations

b

[wj,wel,| =0, jk=1,2,...,m (2.6)

a

hold.

The requirements in Eq. (2.6) are commonly referred to as Glazman symmetry conditions.
The converse of the GKN1 Theorem is also true.

Theorem 2.13 (GKN2, [2], Theorem 18.1.4]). Given arbitrary functions wy, wa, ..., W, €
Dy .« Which are linearly independent modulo D}, and which satisfy the relations (2.6), then £"
with the domain { f € Dy, : (2.5) holds} is a self-adjoint extension of Ly, .

These two theorems completely answer the question of how boundary conditions can be used
to create self-adjoint extensions. Applications of this theory hinge on determining the proper

wy’s that will define the domain of the desired self-adjoint extension.
2.4. Test for linear independence modulo the minimal domain

Consider a symmetric expression £ of some order with deficiency indices (m,m) on
the Hilbert space L>[(a, b), w]. The following simple result will be used to test for linear
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independence modulo Dy,;,. The main idea is to find a sufficient condition in terms of a certain
matrix of sesquilinear forms (corresponding to £) having full rank.

Proposition 2.14. Given vectors wy, ..., W, € Dnax, ¥ < 2m. Assume that the r X r matrix
M with entries M;, = [w;, wk]|2f0r 1 < i,k < r has full rank. Then wy, ..., w, are linearly
independent modulo Diyp.

We will prove this proposition in a moment.

In virtue of Linear Algebra (dimension counting, and realizing that removing vectors from a
basis leaves behind a linearly independent set) we obtain an immediate consequence, which both
Sections 3 and 4 rely heavily on.

Corollary 2.15. Given vectors wi, ..., w, € Dnax, r < 2m. Assume that for some vectors
Wrilyevos Wy € Diax, ¥ < 5 < 2m, the s x s matrix M with entries M;, = [w;, u)k]lla7 (for
1 < i,k <s) has full rank. Then wy, ..., wy are linearly independent modulo Dy, and so are
the vectors wy, . .., Wy.
Remark. In our applications below, we usually have r = m and s = 2m. Moreover, wy, ..., Wy,
will be eigenfunctions, and w41, .. ., Wy, Will be functions of the second kind.
Proof of Proposition 2.14. Our goal is to show that the set wy, ..., w, is linearly independent
modulo the minimal domain Dyy;,. To that end, suppose
r

Zak Wi € Dinin. .7

k=1
We want to show that oy = O forallk=1,...,r.

The definition of the minimal domain says that y € Dy, if and only if [y, w]lz = 0 for all
W € Dax. Letting y = w;, w = Y, _;owy and using the linearity of the sesquilinear form, we
see that (2.7) implies

Zak[wi, wy]

k=1

b
=0fori=1,...,r (2.8)

a

Now, interpreting (2.8) for a specific i as the ith row of a matrix equation, we see that (2.8) is
equivalent to the matrix equation

b b
(wi,wl|, ... [wwl|, )
Ma=0 with M= , oa=| 1,
b b
[w,, i, [w,, w,]], ar
and the zero vector 0 € R".
And since we assume that M has full rank, we conclude that ¢y = O forallk =1,...,r. O

2.5. Graph norm

Let A be a densely defined symmetric operator on a separable Hilbert space H. Furthermore,
for x, y € D(A¥), denote the graph inner product by

(X, ), = (x, )y + (A%x, A%y),,.
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This section will use the convention that D(A*) has the topology defined by the graph norm
lx]l, = (x, x)i/ 2 induced by the inner product (x, y) +» unless the contrary is explicitly stated.
The graph norm allows for some more elegant results in the theory of self-adjoint extensions,
and will be central to our main theorems.

Lemma 2.16 (/S, Lemma XI1.4.10]). Using the above conventions, we have that:

(1) D(A), Dy, and D_ are closed orthogonal subspaces of the Hilbert space D(A*).
(2) DA*) = DA)®,D+®,D_. Here ®, denotes the orthogonal sum, with respect to the
graph inner product.

The previous lemma can be viewed with regards to differential operators by using that
the maximal and minimal operators are adjoints of one another. Our differential operators are
assumed to be closed, so it is possible to replace D(A) with Dy, and D(A*) with Dy,
while still assuming that Dy,,x is endowed with the graph norm. Hence, the lemma translates
into von Neumann’s formula (2.4), but the decomposition is orthogonal due to the different
norm. The r/2 graph norm of A will be of particular interest, and is denoted by (x, y)Ar n =
(x,y),, + (A"%x, A"/?y). . The operator A is assumed to be self-adjoint and bounded below by
k > 0, as in Section 2.1.

Lemma 2.17. The rth left-definite norm is equivalent to the r /2 graph norm. Concretely,

2 2 2 /2
lelly < llxll, , = Clixll; Jor x € D(A™7),

where the constant C depends on k and r.

Proof. The rth left-definite inner product can be defined via Definition 2.1 as ||x||f =
(x,x), = (A"/?x, A"/?x),,. Also, recall that the definition of the rth left-definite space implied
the stipulation (x, x), > k" (x, x),,. Then,

612, = (A2, A72x), + (e ), = 7 + DI, = el
and
2 = = (x, ), + = 06, %)
;= Sbea) 45l a),

> E(x x) +l(x x)

> (X x)y, + 5 (),

= % [ (x, x),, + (A7?x, A%x), ]

1

v

. r 2
5 minfk” 1 6],

Furthermore, no problems arise by passing to the /2 graph norm instead of the usual r graph
norm. This is because the domain of the /2 graph norm coincides with the r/2th left-definite
space and D(A,/2) D D(A,). We conclude that the two norms are indeed equivalent. []

3. Glazman—Krein—Naimark (GKN) conditions using eigenfunctions

Consider a symmetric expression ¢ with deficiency indices (m,m) on the Hilbert space
L*[(a,b), w].LetL = {¢, Dy} be a self-adjoint extension. Assume that the domain of L includes
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a complete set of orthogonal eigenfunctions, say {P;}72,. The GKN1 Theorem (Theorem 2.12)
states that all self-adjoint extensions are obtained by imposing m GKN conditions on the maximal
domain. GKN conditions are induced by functions wy, ..., w,,, which satisfy three conditions:

(C1) The functions wy, ..., w, must be linearly independent modulo the minimal domain.
(C2) The complete system of orthogonal eigenfunctions must be included in the domain,
pursuant to Eq. (2.5).

(C3) The functions wy, ..., w, must satisfy the Glazman symmetry conditions in Eq. (2.6).
Later we will choose wy, ..., w,, to be eigenfunctions. In that case, the first item (C1) implies
both (C2) and (C3).

Remark 3.1. In fact, item (C3) can in general be obtained from (Cl1), if we allow for an
insignificant modification of the wy, ..., w,,. Indeed, the Glazman symmetry conditions (C3)
are easily attained by taking linear combinations of vectors satisfying (C1) via a procedure that
is similar to the Gram—Schmidt orthogonalization, using the sesquilinear form instead of an inner
product. We notice that such linear combinations will not change (C1). They will span the same
domain modulo Dy,. So they will also not change property (C2).

By assumption we have dim(D, + D_) = 2m. A basis of this space mod (Dy,;,) would be

ideal. But, if wy, ..., w,, are linearly independent modulo the minimal domain, then they can be
completed to a basis wy, ..., Wy,; and vice versa.
Consider the matrix
[wi,wi] ... [wi, wal [wi, w1l ... [wr, wol
[wma wl] .. [wm’ wm] [wma wm+l] cee [wm’ w2m]
M= , 3.0
(Wt wil oo [Witt, Wl | [Wingts Wingt] oo [Wing1, Wam]
[w2m» wl] e [w2m» wm] [mev wm+1] cee [mes w2m]

where each sesquilinear form is evaluated from a to b.

We formulate sufficient conditions under which eigenfunctions act as GKN conditions.
Though the set up seems less natural, the result will be shown to bear useful consequences.
The theorem shows that, under the assumption that eigenfunctions { Py, }/L, can be completed to
a basis of D, + D_, these eigenfunctions are then appropriate GKN conditions.

Theorem 3.2. Let L = {¢, DL} be a self-adjoint operator on the Hilbert space L*[(a, b), w],
and be an extension of a minimal symmetric operator that has deficiency indices (m, m).
Assume that Dy, includes a complete set of orthogonal eigenfunctions, {P}72 . Furthermore,
assume that a basis modulo Dy, of the defect spaces Dy + D_ is given by the collection
{Peysooos Prys f1o ooy fn)e

Then Dy, is given by imposing {Py,, ..., Py, } as GKN conditions on Dyax.

Before we prove this result, we take an excursion via two corollaries.
In combination with Corollary 2.15, a slight modification of the proof of Theorem 3.2
immediately yields a similar result for general wy, ..., wa,.
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Corollary 3.3. Consider a symmetric operator with expression £ on L*[(a, b), w] that has
deficiency indices (m,m). If M defined as in Eq. (3.1) has full rank for some choice of
Wi,y ..., Wy € Dmax(£), then any subset of m of these induces GKN conditions so long as
we drop the symmetry condition (C3).

In Corollary 3.3, we do not claim that these conditions induce a particular self-adjoint
extension, but rather just one of the infinitely many possible ones, again, not expecting the GKN
symmetry condition (C3).

In the next section, we will apply another immediate consequence of the Theorem to powers
of a self-adjoint extension associated with the Legendre expression. Assuming that L is bounded
below, we can consider the self-adjoint operator (associated with the differential expression
£") that arises from the 2nth left-definite domain for L. Consider the matrix M,,,, where the
sesquilinear forms [-, -] are the ones corresponding to ¢", which we generally denote by

['9 ']n-

Corollary 3.4. Assume that nm of the wy, . .., Wo.y, functions are eigenfunctions (e.g. wy = Py
for k = 1,...,nm). If the corresponding (2 nm) x (2 nm) matrix M from Eq. (3.1) has full
rank, then the domain of the 2nth left-definite operator can be represented by imposing GKN
conditions with those eigenfunctions on the maximal domain.

Examples in Section 4 show that, for small values of n, the first m eigenfunctions can in fact
serve as half of these basis vectors. Therefore, they can be used to form GKN conditions.

In accordance with Eq. (3.2), orthogonal functions which also satisfy the eigenvalue equation,
are automatically symmetric in the sense of Glazman’s condition (C3). So, the entire problem of
imposing appropriate GKN conditions on symmetric operators to yield left-definite self-adjoint
extensions is reduced to showing that the upper-right quadrant of the matrix M has full rank. We
explore this further below in Proposition 3.5.

Proof of Theorem 3.2. The collection { P, ..., P, fi, ..., fin} forms a basis of D, +D_,s0
all self-adjoint extensions of the minimal operator come from using m distinct GKN conditions
written as:

Gi=a; 1P, +aipPiy, + -+ A Pry + Gimir1 f1 + Qima2 o+ + iom fins
fori =1,...,m. The GKNI1 Theorem 2.12 implies that
DL ={f € Dnax | LS, G,-]|Z =0, i =1,..., m for some choice of a; ;’s}.

The claim is then that @; ; = O for all j > m. In particular, this choice of constants a; ;’s

needs to include the subset of orthogonal eigenfunctions { P, ..., Py, } in the domain. Notice
that an application of Green’s formula for the sesquilinear form yields
b

b b b
[P, Pj] =/ E[P,»]ijdx—/ PiZ[Pj]wdxz(Ai—kj)/ P,Pjwdx =0. (3.2)

a
Here, if i = j thenA; — A; = 0, and if i # j then we use the orthogonality of P; and P;.

The Glazman symmetry conditions (C3) follow immediately.

Fix the index i and test the chosen G; against these orthogonal eigenfunctions in the
sesquilinear form as follows:

0=1[Py, Gl =0+ -+ 0+ aiunilPe, llE+ -+ aioml Pr,s fiull2,
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0=[Py, GillE =04 +0+amii[Pey ills + -+ @i oml Prys full’,

0=1[P,,GllE =0+ +0+aini1lPr, fillL+- +aiomlPrps fulll.

This problem can be recast in terms of the upper half of the finite 2m Xx 2m matrix M
as above. The upper-left quadrant of M is then 0. Explicitly, this problem represents the
upper-right quadrant of M multiplied by a column vector of a; ;’s. However, the collection
{Pi,> ..., P, f1, ..., fm} constitutes a basis for D + D_, see Proposition 3.5. Hence, the
upper-right quadrant of M has full rank. The only way to yield the necessary column vectors of
0’s, in the above equations, is for all of the a; ;’s to be 0. Hence, a; ; = 0 for all j > m. The
calculation was for a general fixed i so necessarily

G; =a,»_1Pkl +a,~,2Pk2 + o4 ajm P, foralli =1,...,m.

The G;’s themselves must also be linearly independent modulo the minimal domain. So, modulo
Dhnin, their span is identical to that of { Py, ..., P,}. U

If we work with orthogonal functions that satisfy the eigenvalue equation (e.g. eigenfunctions
of some self-adjoint extension), then the matrix M displays some simplifying structural
properties:

Proposition 3.5. Consider a symmetric operator on the Hilbert space L*[(a, b), w] that has
deficiency indices (m, m). Assume that w, ..., w,, are non-trivial orthogonal functions from
Dmax(£) that all satisfy the eigenvalue equation £{w;](x) = A;w;(x).

Then the (2m x 2m)-matrix M is antisymmetric and takes the form

0 |B
M =
-B" | C
so that detM) = [det(B)]%. In particular, if the other Wy 41, ..., Wy, are chosen so that B has
full rank, then {wy, . .., wa,} forms a basis of Dmax modulo Dip.

Proof. The antisymmetry of M follows immediately from Green’s Formula (2.3).

In the first quadrant of the matrix, we encounter the case when the sesquilinear form is
evaluated for functions that satisfy the eigenvalue equation f; = P; and gy = P;. Due to this
and due to their orthogonality of the inner product in

1

Lfi gl = (Lfi] gx) — {f. Lle]) = [Aj — Acl( Sy &) (3.3)
—1

evaluates to zero when j # k. For j = k, the coefficient in front of the inner product vanishes.
By linear algebra, the determinant of M can be calculated using

det(M) = det[(0")(C) — (—BT)(B)] = det(B'B) = [det(B)]?

and the proposition follows. [

4. GKN conditions for powers of Legendre

When considering a specific differential operator, the problem of finding GKN conditions can
be written rather explicitly in terms of the matrix M from the previous section.
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The explicit tools developed here can be adapted to study spectral theory for powers of other
Bochner—Krall polynomial systems. Here we focus our attention on the powers of the Legendre
operator.

On the one hand, these examples expand the observations in [20]. On the other hand, they
motivate and tie into our main results, see Section 5. The method established here is more explicit
than the abstract approach in Section 5.

The investigation into the boundary conditions associated with left-definite theory begins
by considering the classical Legendre differential operator L = {¢, Dp} on the Hilbert space
L?*(—1, 1), given by

ylx) = —((1 = x2)y'(x)) 4.1
together with the domain
Dr, = {f € Duax; (1 —xH) f'(0)|", =0} 4.2)

with connected boundary conditions. This domain contains the Legendre polynomials { P},
and L is a self-adjoint operator, see e.g. [19]. Recall that Dp,x was provided in Definition 2.7.
Both lim,_, 41 (1 — x?) f'(x) exist by Theorem 2.8, and because —(1 — x2) f'(x)|", = [£, 11]*,.

Remark. In [19], it was proved that Dy, is equal to the domain induced by left-definite theory.
The equality of such domains for L is discussed in Section 6.

This operator possesses the Legendre polynomials Py(x), k € Ny, as a complete set of
eigenfunctions. That is, the polynomial y(x) = P(x) is a solution of the eigenvalue equation

Llyl(x) = k(k + Dy(x), (4.3)

for each k we have Py € Dy, and span{P;};2 is dense in L*(—1, 1).

Left-definite theory allows for the construction of a sequence of Hilbert spaces whose domains
are operated on by integer composition powers of L. It is no hindrance that for odd powers
of composition, we encounter fractional left-definite spaces, e.g. when n = 3 the operator L?
corresponds to V3,,. The case n = 2 has been investigated by Littlejohn and Wicks in [20]
and [19]. They showed that the left-definite domain in this case could be defined via the GKN1
Theorem using w; = 1 and wy(x) = x in Eq. (2.5). The literature does not provide results for
n>3.

Since the minimal Legendre operator Ly, = {¢, Dnin} has deficiency indices (1, 1) (as is
visible from (4.2)), the powers L, = {£",D;. } of the Legendre operator have deficiency
indices (n, n). In other words, we have m = n here.

In the remainder of this section we present a few results for general n, while focusing on
some special cases for more explicit results. We are mostly interested in n = 3, but also work
with n = 4 and n = 5, and include some new observations when n = 2.

4.1. The structure of the sesquilinear matrix M,

These explicit results can be extended by analogy to larger values of n. For general n, the
matrix M,, will be (2n) x (2n) and the entries are sesquilinear forms corresponding to expression
£" in Green’s formula. If n is even, choose Py, Py, ..., P,—1 and Qq, Q1, ..., Q,—1 (Legendre
functions of the second kind). If » is odd, choose Py, Py, ..., P,_; and Qy, O, ..., Q,. These
will be the choice for basis candidates unless otherwise stated. In the following example we
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explain why these are good choices. Apart from its pedagogical value, this example also settles
the case n = 3 with little computational effort. The case n = 2 was the main topic of [20].

Example. Let n = 3. The first two Legendre polynomials are Py = 1 and P;(x) = x, so a
reasonable guess in this case would be to try to use as GKN conditions

1
%51,1mm=x,1ﬁm=§oﬁ—n.

It will be shown that these GKN conditions indeed yield the desired domain. The most difficult
condition to prove is the linear independence modulo the minimal domain. For n = 3, the
deficiency indices are (3, 3). So we have m = n = 3 and a basis of Di + D3 willbe 2n = 6
dimensional.

To show that a set wy, wo, ..., wg is linearly independent modulo D,
the matrix described in Section 3 to yield

3

- in» Tollow the setup of
[wi, wi]  [wi, wa]  [wr, w3] | [wi, wa] ] ]
[wa, wa]  [wa, wa] | [w2, w4l ] ]
[ws, wo]  [w3, w3] | [ws, wa] [w3z, ws] [w3, wel
] ] ]
] ] ]
] ]

M;

[ws, wa] [ws, w3] | [ws, ws
[ws, w2]  [ws, w3] | [we, wy

]
1
[wa, w1]  [wa, wa] [wa, w3] | [wy, wy
]
]

where [ -, -] stands for the sesquilinear form in Eq. (6.1) for n = 3 and is evaluated from —1 to
1 by taking limits.

For one moment, let us assume that all those limits exist. Now the idea is that we will be
choosing all of the w; to be either Legendre eigenfunctions or Legendre functions of the second
kind, all of which satisfy eigenvalue equations £[y] = Ay. The representation through Green’s
formula

[w;, wg]

1 1 1
:/ 63[wj]wkdx—f wj€3[wk]dx
-1 —

1 -1

will be of use.
The Legendre functions of the second kind are commonly denoted by Oy, k € Ny. The explicit
representations for the first four of them are:

1 14+x X 14+ x

= -1 = —1 -1
Qo(x) 2n<1_x), 01(x) 2n<1_x> :

3x2—1 1+x 3x

= 1 _ =,
Q2(0) 4 n(l—x) 2

5x3 —3x 1+x 5x2 2

= 1 = 4
Qs(0) 4 n(l—x) 2 T3

More information can be found in [9,22].
Explicitly, take

wr=F, wy=P, ws="PF, ad ws=0;, ws=0s we=0s.
Let us ensure that the limits in these sesquilinear forms are well-defined. &

We turn back to general n. Since Py are eigenfunctions, they trivially belong to D} .. In
conjunction with Theorem 2.8 the following result shows that the limits of the sesquilinear forms
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lim,_, _j+[w;, wg](x) and lim,_, ;- [w;, wi](x) both exist when w; and wy are eigenfunctions or
polynomials of the second kind.

Proposition 4.1. The Legendre functions of the second kind are in the maximal domain D}, . for
every value of n.

Proof. By Definition 2.7 the maximal domain of £" is given by
D ={v: (L1 —>C |y eACu(-1,1), k=0,1,....2n — ;
y, £'[yl € L*(—1, D}.

These functions are in L2(—1, 1) and their integrals are explicitly known [9]:
7% —2(1 4 cos*(km))y'(k + 1)
22k + 1)
where the function ¥ (x) = I"(x)/I'(x) is the so-called digamma function. Derivatives of the
functions Qy have singularities only at —1 and 1, so Q,(:) € C®[a, B] for all r € N and all
[, B] C (—1, 1). Hence, each derivative is itself locally continuously differentiable and locally

absolutely continuous. The fact that the functions Q; are solutions to the eigenvalue equation
(4.3) trivially implies that £"[ Q] € L?>(—1, D forallk e Ny. O

In the remainder of this section we will always assume that the first n of the w; are Legendre
polynomials and the others are Legendre functions of the second kind (with indices in Np).
Simple conclusions about the structure of M,, follow directly from Proposition 3.5:

)

1
/ 1(Qk(x»%lx =

Corollary 4.2. The matrix M,, is antisymmetric and takes the form

" 0 |B,
"\ -B! | C,

so that det(M,,) = [det(B,)1%. In particular, if B, has full rank, then the w j used to produce the
entries of M,, form a basis of Dax modulo Diyin.

Several immediate consequences of Eq. (3.3) regarding the particular entries of M,, are now
apparent. As before, let f; = P; or f; = Q; and gy = Py or g = Q. First notice that
1
[fj.&l] =0 forj=k.

-1
Fortunately, formulas are known to calculate the relevant inner products [22, pp. 236], and
also exist in the cases where two different P;’s and two different Q;’s are considered: When
both functions are Legendre functions of the second kind it is known that
[W(j + 1) — ¥k + DI + cos(jm) cos(km)] + 37 sin((k — j)mr)
k—j)j+k+1)

(Qj, Q) =
for j # k.
The case where the functions are of mixed type is given by

2sin(jm)costkm)[Y(j + 1) — w(k + D]+ cos((k — jIm) — =
ntk—j)H)j+k+1

(Pj, Qr) =
for j # k.

The function ¥ (x) is the digamma function in the above two formulas.
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The formulas are only necessary for j, k € Ny, reducing the computations significantly. In
particular, for j, k € Ny:
1

-1
29+ D =k + DIGPG + D = Bk + 1)°]
- k=DG+k+1)
= Pjks j+kevenand j #k,
0, Jj+koddorj=k.

Analogously, for j, k € Ny:
1 =203 + D = Kk + 1)°]

[P, Okl = k—DG+k+1
-1 0, j + k even.

= @jr, J-+kodd, “5)

The definition of the matrix entries given in Eqgs. (4.4) and (4.5) immediately yield that
D = —Pj and pjr = —¢y;. In particular, the blocks B, and C, from Corollary 4.2 can be
explicitly computed for even n as

0 ®o1 0 003 .- Pom—1)
@10 0 P12 0o ... 0
0 @21 0 03 ... P2y
B, = ¥30 0 ¥32 0o ... 0 ,
0 @41 0 043 oo Qa1
Ya-10 0 @u-12 0 ... 0
0 0 Doy 0 0
0 0 0 D3 - @1(,,,1)
Dy 0 0 0 0
c,=|0 D3 0 0 P3(u-1)
Dy 0 Dy 0 0
0 @(,,_1)1 0 ¢(n—l)3 . 0

The case where 7 is odd can similarly be written down in terms of the above formulas.
Mathematica can be used to ease the trouble of populating the matrix with the relevant entries.

Example. We return to the case n = 3. The following matrix is the result of setting w; = Py,
wy = P, w3y = Py, ws = 01, ws = Qa, and we = Qs:

8 0 288
0 0 104 0

" 104 0 504
’ -8 0 —104| 0 0
0 —104 0 | 0 0 0
—288 0 —504| =R o

Now, the upper right quadrant B; of Mj clearly has full rank. And, in accordance with
Corollary 4.2, we obtain that wy, . . ., we form a basis of Dy,,x modulo Dipyiy.
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Now, Corollary 3.4 asserts that these are in fact the desired GKN conditions for the cube of
the Legendre differential operator. &

In virtue of Corollary 4.2 higher values of n are more easily accessible, as they are less
computationally expensive and the digamma function in the lower right quadrant is avoided.

The cases where n = 4 and n = 5 are included below to illustrate how this method can be
generalized.

Example. For n = 4 choose the functions P, ..., P3 and Qo, ..., Q3 as candidates for basis
vectors. The relevant matrix can be computed to be:

0 16 0 3456

16 0 640 0

0 640 0 6430
3456 0 6480 O

B, =

This matrix is of particular interest, because it is representative of all cases where 7 is even and
the basis vectors are chosentobe Py, ..., P,_; and Qy, ..., Q,_1. In these cases, the matrix B,
is symmetric.

The invertibility of B4 immediately reduces to showing that both submatrices

16 3456 d 16 640
640 6480) “"C 3456 6480
have non-zero determinant. This is trivially true.
Therefore, the GKN conditions Py, ..., P3 yield a self-adjoint operator and since all

eigenfunctions Py satisfy these conditions, we obtain the left-definite operator that is associated
with L*. &

Example. For n = 5 choose the functions Py, ..., P, and Qy, ..., Qs as candidates for basis
vectors. The relevant matrix can be computed to be:
32 0 41472 0 1620000

0 3872 0 355552 0

Bs = | 3872 0 80352 0 2024352
0 80352 0 737792 0

355552 0 737792 0 4220000

Again, it can easily be shown that Bs has full rank. &

Example. Matlab has allowed us to verify that the first n Legendre polynomials are suitable for
L" when n < 16. Vast stratification in magnitude of matrix entries is responsible for this early
failing of the numerical computations. &

4.2. Necessary condition and conjecture

It is clear the methods developed above are powerful, albeit limited to calculation, and can be
expressed in more generality. Apart from increasing n, another way to generalize stems from
choosing a more general set of indices for the Legendre polynomials, and for the Legendre
functions of the second kind, as hinted at in Theorem 3.2.
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There is a necessary condition for the truncated matrix B,, having full rank which requires
some additional requirements on the indices of both the Legendre polynomials and the Legendre
functions of the second kind.

Proposition 4.3. Let M, define a basis of functions for the space D', + D" when n is general.
Let the choice of functions for this basis be P;, Pj,, ..., P;, and Qx,, Ok,, - .., Qr,. Define
J:={1,..., jur k1, ..., kn} be the collection of indices for these functions. Then J contains n
even and n odd elements.

Proof. Assume M, has full rank, so that P;, Pj,,..., P;, and Qy,, Oy,, ..., Ok, are indeed
a basis for D,y modulo Dp,. Without loss of generality, also assume that there are more even
numbers in J than odd numbers. By Corollary 4.2, the Glazman conditions and anti-symmetry
of the matrix then completely reduce our problem to showing that B,, does not have full rank.

Recall that the (i, [)-entry of B, equals [P;,, Qk,]lﬂ1 for 1 <i,l < nandis given by Eq. (4.5).
So, these entries are only nonzero when j; + k; is odd. Hence, interchange rows of B,, to group
the even indices first for the set of P;,’s, and interchange columns to group the even indices first
for the set of Qy,’s. This creates two blocks of entries on the anti-diagonal in the upper right
quadrant, where the P index is even and the Q index is odd, and one where the P index is odd
and the Q index is even. The rank of B, is the sum of the rank of these two blocks. However,
because there are more even indices than odd ones, neither of these blocks are square, so the sum
of their ranks cannot be equal to n. The means M,, cannot have rank 2n, which is a contradiction.
Therefore, the number of even and odd numbers in the set J must be equal. [

The matrix B, raises several important questions concerning the rules that are necessary
and/or sufficient on the indices (other than the requirement of Proposition 4.3) in order to ensure
that the B, has rank n. Unfortunately, the answer to this question can only be conjectured
currently. Progress in this direction using theoretical aspects of the setup is shown in the next
two sections.

Conjecture 4.4. Let P, Pj,, ..., P, be any set of n distinct Legendre polynomials, with n;
odd indices and n, even indices so that ny + ny = n. Then these Legendre polynomials can be
used as GKN conditions to define the n/2 left-definite domain.

In particular, choose any n distinct Legendre functions of the second kind Qy,, Ox,, ..., Ok,
with ny odd indices and n even indices. Then together these 2n functions constitute a basis of
the space D' + D".

Immediate inspiration for the conjecture stems from the n = 2 case.

Example. Consider the n = 2 case for simplicity. If one odd index and one even index are
chosen for the P;’s (say P; and P, with even j and odd k) then the claim follows: B, only has
entries on the anti-diagonal and hence is rank 2. &

Example. Now, again for n = 2, assume that both chosen indices are odd, so that both of the
indices for the Qy’s are even. As a further simplification, choose Q¢ and Q,. The matrix of
interest is

, = Qo @2
“o Pr2)’

where j and k are both odd.
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To reduce to row echelon form, the row operation necessary is a@;o + ¢ = 0 so that
a = —@ro/@jo- This changes ¢, to be Qo = ag j2 + @r2. This can be written out explicitly
to be

P = (KP(k + D)%) — DG*G + D* = 36)(j* + j)(—k* —k + 6)
— (2 + DD = Dk 4 1)* = 36)(k* + k) (—j* — j + 6).

Mathematica shows that @, = 0 has no solutions for distinct j and k, where both are odd and
positive. A similar equation is relevant for the case where both j and k are even and Q; and Q3
are chosen as the paired basis vectors. Mathematica similarly shows it is not possible to get j
and k to be distinct, even and positive. This shows that any 2 distinct indices for the Legendre
polynomials will be sufficient to define the first left-definite domain via GKN conditions. &

There is further evidence that the conjecture is true.

Example. Let n = 4 and choose the functions Py7, Py, Py, P15 and Qa4, Qso, Qo7, Q178 as
candidates for the basis vectors. The relevant matrix can be computed to be:

821988432 660210828928 0 65319097828480

B, — 0 0 2118187203328 0
+ 7| 38811250000 968624405632 0 70078111267456
8123415750000 13280257143232 0 120291674577856

It is not hard to see that this matrix possesses full rank. &

Unfortunately, the complexity of the matrix operations and higher values for n mean verifying
that solutions are not of the desired form is computationally expensive. However, to add a little
more weight to the conjecture, the above form can be easily adapted to the n = 3,4 cases where
there are two even or two odd choices of indices of the P;’s. In conclusion the assertion in the
conjecture about the choice of indices for the P;’s is verified using Mathematica for n = 2, and
it is true in special cases whenn = 3 and n = 4.

5. General left-definite theory yields GKN conditions

The following theorems apply to general left-definite settings so it is imperative to clarify
some of the subtler points of abstraction. It should be understood that the differential expression
that is being generated from left-definite theory is not changing under the classical extension
theory, only that the minimal domain is being augmented to include more functions and become
self-adjoint. Specifically, Ly, and L possess domains Dy, and Dy, respectively, but both operate
on functions using ¢[ - ]. Also, recall that an operator defined by left-definite theory means that it
is generated by composing self-adjoint differential operators with themselves to create a Hilbert
scale of operators. The domains of these operators shrink as the number of compositions increase.
For more details refer to Section 2.1.

The following results play the role of an indicator for identifying left-definite domains in
terms of GKN conditions.

Theorem 5.1. Let L be a self-adjoint operator defined by left-definite theory on L?*[(a, b), w]
with domain Dy, (which is a restriction of the maximal domain Dy ) that includes a complete
orthogonal system of eigenfunctions. Enumerate the eigenfunctions as { P )72 . Furthermore, let
L be an extension of the minimal (symmetric, closed) operator L, with domain Dy, where L
and Ly operate on their respective domains by [ - |, and Ly, has deficiency indices (m, m).
Then, the GKN conditions for the self-adjoint operator L are given by some { Py, ..., P, }.
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Remark. It was pointed out to us by one of the reviewers that this result probably does not
critically hinge on the left-definite setting. We expect the conclusions to be true for any self-
adjoint operator with a complete system of eigenfunctions.

Proof. The case m = 0 is trivial, since then Lj, = L = L.x. Let m > 1.

The main work lies in showing that some of the eigenfunctions yield appropriate choices for
wi, ..., w, from the perspective of Theorem 2.12 (the GKN1 Theorem). That is, we need to
show that there are m members {Py,, ..., Py, } of the collection { P¢};2,, which both satisfy the
Glazman symmetry conditions (2.6) and are linearly independent modulo the minimal domain
Dhnin, see Definition 2.11.

First, we show that all possible choices of {F,, ..., Py,} satisfy the Glazman symmetry
conditions. Recall that an application of the Green’s formula for the sesquilinear form yields
[P, P;1|” = Ofori, j € No, see Eq. (3.2).

Next, we show that there exist functions { P, ..., Py, } that are linearly independent modulo
Dhin- Part (2) of Lemma 2.16 states that the maximal domain decomposes orthogonally with
respect to graph norm into Dax = Dmin®, D1 @, D—. Define the auxiliary functions {fN’k},fon to
be the orthogonal projection (in accordance with the graph norm) of the P;’s onto D, &, D_.

Recall that L;, has defect indices (i, m) and that the subspaces satisfy

Dmin < DL < Dmax-

Sincg L is self-adjoint, we have that Dy, ©, Dy, is m dimensional. The projection is orthogonal,
so { Px}72, spans an m dimensional subspace of D, ®, D_, the closure being taken with respect
to the graph norm. Indeed, assume this dimension was strictly less than m. The orthogonality
of the projection also means that our assumption would imply that the closure in graph norm
of span{P};2, is a proper subspace of Dy. Lemma 2.17 says the graph norm and the norm
in the corresponding left-definite space are equivalent. However, Theorem 2.4 states that Dy, is
equal to the closure in the norm induced in the second left-definite space associated with the
pair (H, A) = (L*[(a, b), w], L). This is a contradiction, so the { ﬁk},fozo span an m dimensional
subspace of D, ®,D_.

This means that the problem is now finite dimensional! In particular, the closure of
spans is obvious. Also, there are m functions {ﬁk, }/L, which can be completed to a basis
{ Fk,’ el ﬁkm, hi,...,hy} of D.®,D_. Therefore, the functions {f’ki }iL, are linear indepen-
dent modulo D,y;,.

The definition of ﬁk implieg P, — 13,( € Dmin. Hence, when viewed in the quotient space
Dimax © Dmin, the projection P belongs to the same equivalence class as the corresponding
eigenfunction Py, [ﬁk] = [P:]. Invoking the definition of linear independence modulo Dy,
again, the eigenfunctions { P}/, are linearly independent modulo the minimal domain.

Therefore, there are m members of { P}/, which define a self-adjoint extension L gf Loin
in the above fashion, via the GKN1 Theorem (Theorem 2.12). It remains to verify that L = L.
From Eq. (3.2) we immediately conclude that all of the {P};2, belong to the domain Dy. Thus
L c L C L C L*, and itis known that L =L*. 0O

This theorem relied heavily on the GKN1 Theorem and began with a self-adjoint operator
generated by left-definite theory to define the boundary conditions imposed to create the left-
definite space. However, the GKN theory goes both ways to create a complete framework of
both necessary and sufficient conditions. The similar conditions of the GKN2 Theorem allow
another statement to be made.
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Corollary 5.2. Let L be as in Theorem 5.1. Then the 2nth (for n € N) left-definite space
generated by the operator L will have deficiency indices (nm, nm). Further, the GKN conditions
for the 2nth left-definite space are given by some { Py, ..., Py, }.

Proof. The 2nth left-definite space exists and is unique for the operator L. It also possesses the
complete set of orthogonal eigenfunctions that are in the domain of L, and their spectra coincide.
Glazman symmetry conditions and the linear independence of {Fy,,..., P,,} modulo the
minimal domain follow by the same argument as the previous theorem. Indices matching the 2nth
left-definite space with the nth power composition of the operator follows from Corollary 2.3.
The result follows by the GKN2 Theorem. [

This corollary provides a complete answer to the question of which functions should be
considered as GKN conditions to create left-definite spaces. The only further improvement would
be to explicitly say which eigenfunctions were sufficient for this purpose. The next section seeks
to answer this question when the operator stems from a Sturm-Liouville differential expression.

6. Left-definite domains of Sturm-Liouville operators

Let L” be a self-adjoint operator defined by left-definite theory on L?[(a, b), w] with domain
Dy that includes a complete system of orthogonal eigenfunctions. Let L” operate on its domain
via £"[ - ], a differential operator of order 2n, where n € N, generated by composing a Sturm—
Liouville differential operator with itself n times. Furthermore, let L be an extension of the
minimal operator L7, , which has deficiency indices (m, m).

As we are working with coupled boundary conditions for the nth power of an operator, it
suffices to consider m = n. Let us explain why. The case where m = n corresponds to both
endpoints of ¢ being limit circle. If only one endpoint is limit point, then one GKN condition is
still necessary for £. This GKN condition then imposes a restriction at the limit circle endpoint,
while it is just satisfied trivially on the limit point side by all functions in the maximal domain.
If both endpoints are limit point, then no boundary conditions are needed. In that case Lin
is essentially self-adjoint. Therefore, we assume without loss of generality that the deficiency
indices are (n, n) in this section. A more in depth discussion can be found in [3,21,23-25].

Enumerate the orthogonal eigenfunctions as {P;}72 . Define the following domains:

A= {1 € Dp [ £77 0 17D € ACuta, b (p))' 12 € L2{(a. by, w1,

B, :=1f € Dpux | Lfs Piln

max

b
a

=0f0rj=0,1,...,n—1},

Co=1f€Dnu | L Pilu

max

b
a

= 0 for some n distinct j € N } , and

max

Fp=1feD" (aj(x)fw(x))(f*”‘b =0forj=1, Zn} )

The p(x) above is from the standard definition of a Sturm-Liouville differential operator,
given in Eq. (2.1), and the a;(x)’s are from the Lagrangian symmetric form of the operator in
(2.2). These domains seem very different, yet progress has already been made in this paper and
elsewhere on the equality of these domains. The nth left-definite domain, Dy is found to be equal
to A, for the Legendre differential operator in [19, Section 7.5]. A general form for Dj is missing
from the literature, so we will assume it is equal to 4, for the rest of this section. Indeed, the
main condition of A, simply involves the term associated with £ when £"[ f] is decomposed
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into a sum of derivatives of f. There is a proof of A, C F, in [19] for the special case where
the differential operator £"[ -] denotes the nth composite power of the Legendre differential
expression and the eigenfunctions { P};2, are the Legendre polynomials. This scenario for small
n was discussed in Section 4. The conditions in F,, are particularly significant as they represent
easily testable conditions that are not in the GKN format.

In Section 5 it was shown that by a proper re-enumeration of the eigenfunctions {P;}7°,, we
have A, = B,. There we also proved A, = BB, = C, for n = 2 in the Legendre setting (see the
first example after Conjecture 4.4). However, a proof of the general n case for A, = B, = C, is
elusive at this stage. It is obvious that B, C C,.

Conjecture 6.1. Let L be a self-adjoint operator defined by left-definite theory on L*[(a, b), w]
with domain Dy{ that includes a complete system of orthogonal polynomial eigenfunctions, that
is, we use D{ = A,. Let L" operate on its domain via £"[ -], a differential operator of order
2n, where n € N, generated by composing a Sturm—Liouville differential operator with itself n
times. Furthermore, let L be an extension of the minimal operator L, , which has deficiency
indices (n,n). Then A, =B, =C, = F, =D} Vn € N.

This conjecture extends one made in [19, Chapter 9] by the broad conditions in C,. Here we
prove some subcases.

Theorem 6.2. Under the hypotheses of Conjecture 6.1, and the assumption that A, = B,, we
have B, € F, Vn € N.

The proof utilizes an explicit form of the sesquilinear form, as opposed to the one given
in Eq. (2.3). This representation allows for more precision in defining which limits are
disappearing and which are remaining as we approach the endpoints of (a, b). For many of the
Sturm—Liouville operators of interest the expression ¢g(x)/w(x) is a constant, and we have

n k
[f. gla(x) =D Y (=D} {(ak(x)g(k)(x»("’”f”’“(X) (6.1)

k=1 j=1
— (@0 Y0 NI,

where the ai(x)’s are again from the Lagrangian symmetric form of the differential operator
(2.2). For a reference in the Legendre setting, see e.g. [20, Section 10]. One of the reviewers
pointed out to us that many other examples such as Exceptional Orthogonal Polynomials will
also satisfy the hypotheses of Conjecture 6.1 and Theorem 6.2.

Proof of Theorem 6.2. We proceed by induction on n. The base case is proven by a simple
application of Green’s Formula for the sesquilinear form. Let f € 13;. We compute

0=1[f Polil =1 1h15 = LA D 2gamyn — (LD 120y

b1
= f (—[p(x)f/(x)]/) w(x)dx —0 = xlirig(p(x)f’(x)) - xlir%(p(x)f’(x)),

w(x)

where the term involving ¢ cancels out (as it is added and then subtracted).
Assume that B,_; € F,_; as the inductive hypothesis. Corollary 2.3 shows that

D{ZVZnZAnZBn CBn—] gJT-.n—l'
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The limits in the description of B,_; exist, and are finite, by Theorem 2.8. The inclusion
B, C B,_; can be shown using Green’s formula. Consequently, f € B, implies that
lim, - (a; () fO )Y —lim,, 1+ (@; () fO@)D =0,vi=1,...,n — 1.

Furthermore, the definition of B, includes the condition [ f, Pyl, |Z = [f, l]n|Z = 0. Hence,
the only nonzero terms in Eq. (6.1) are when j = 1, yielding n terms. The first n — 1 of these
terms are precisely those given in the definition of F,,_, explicitly:

0=L[f 1hlg = lim [~ay f"+ (@ /" =+ (—1)"(an f)"D]
= lim [~ai f'+ (@ f") =+ (= 1) (@ f*) "]
= lim (a, f™)"" = lim (a, f™)"~".
x—b~ x—at

Hence also the last condition in F,, is satisfied, and thus f € F,,. The claim that 5, C F,, follows
by induction on n.
In the induction step, also, any term involving ¢ cancels out. [

For the reverse inclusion, the proof will involve working with the sesquilinear form explicitly.
Hence, the differences between Sturm—Liouville operators arise primarily in the definition of the
ar(x)’s in Eq. (6.1). The following theorem is formulated for the Legendre operator.

Theorem 6.3. Let the hypotheses of Conjecture 6.1 hold, where £" is the classical Legen-
dre differential expression given in (4.1) Assume that for all f € Fn f". ..., f@"D ¢
L*[(—1, 1), dx]. Then we have F,, € C, < B, ¥n € N.

Proof. Fix n € N. The differential expression £ can be written in Lagrangian symmetric form
as

CLAE = Y] = Oa®, (6.2)
k=1

where {Z }2 denote the Legendre—Stirling numbers of the second kind, see [2] for more. Hence,
ar(x) = C(n, k)(1 — x?)*, where C(n, k) is a constant. Deconstruct the explicit expression for
[f, P;].|', into the following:

n k
LHS =YY (=) [a(x) PP ) P fU"D(x),

k=1 j=1

n k
RHS =Y (=1 ar(x) fO@)14) P D).

k=1 j=1
Assume that s > 7 so that all terms are nonzero. The case where s < n will immediately follow.
The assumption that f € F, means that
lim [az(x) f® )% — lim_[a(x) FO*D =0,
x—1- x——1

fork =1, ..., n, so terms of this form in the RHS will not be of concern. At a single endpoint,
consider limits of the form

lim () P12,
x——1%(or 17)
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fork = 2,...,n. Assume ¢, # 0. Without loss of generality, assume that at the endpoint 1 the
above limit is equal to ¢; > 0 and is finite. Define r, := ¢, /2. Then

k=2
ry < lim [a;(x) fP@)]*? = lim (Z (k fz)a,ﬁ“”(x) f<k+">(x)).
x—1- x—1- o l

Recall that a;(x) = C(n, k)(1 — x?)X, so each term on the right hand side will possess a factor of
(1 — x?)? after differentiation. Dividing both sides by this factor yields

k-2
Z <k l— 2)51((k—2—i)(x)f(k+i)(x)> — 5, 6.3)

. ) .
lim ——= < lim
x—1- (1 — X ) x—=17 \ % 0
=

where we use

k—2—i
¢ = af )
k (1—x2)?"
Note k > 2 necessarily here, so the relevant derivatives of f(x)in S, are f”(x), ..., f"2(x),

which are all in L?>[(—1, 1), dx] by assumption. However, (1 — x2)f € L?[(—1, 1), dx] for all
k € Ny, and so are its derivatives because they are all polynomials. Hence, each summand in
S, isin L'[(—1, 1), dx] by the Cauchy—Schwarz inequality, and the finite sum S, is then also in
L'[(—1, 1), dx]. It is apparent that

li r

im ———— =

x—1- (1 = x2)?

The comparison test thus yields a contradiction to the fact that S, € L'[(=1,1),dx]. Ascs #0
was arbitrary, we conclude

lim [a(x) f© )% 2 = 0.
x—1-

A similar argument shows that the same result at the endpoint —1. The method outlined above
can be used to show mutatis mutandis that

lim [a(x) f@1%7 =0
x—>1-

for 2 < j < n. The eigenfunctions P;(x) are assumed to be polynomials so we may write
Pi(x) = Z;:()Olhxh~ Then the RHS can be broken down into a power of x times the above limit
for each value of k, j < m. Basic limit laws say that, for & € N,

lim [a,(x) f Q1% Py =) ( lim a,,xh[ak(x)f<k>]<k—f>> =0,
x—1- x—>1-
h=0
by splitting up the product and using the fact that —1 and 1 are finite endpoints. This means

n k
RHS = Z Z(_l)k+_i+l[ak(x)f(k)(x)](k—j)Ps(j—l)(x) —0

k=1 j=1

for any s € N. Likewise,

n k
LHS =Y "> (=D [a(x) PO0)I* 7 U0 (x) = 0.

k=1 j=1

The theorem now follows, as this collectively shows [ f, Ps], |1_1 =0, fors e N. O
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The method of proof developed above applies to more than just the Legendre differential
expression, with minimal alterations.

Theorem 6.4. Let the hypotheses of Conjecture 6.1 hold, where €" is a classical Jacobi or
Laguerre differential expression with a, B > —1 or a > —1 respectively. Assume that for all
feFu, f' ..., f® D e L(a,b),dx]). Then we have F, < C, < B, ¥n € N.

Proof. Fix n € N. The Jacobi differential expression £} can be written in Lagrangian symmetric
form as

n _ 1 . etk Btk () N\ (0
EJ[f](x)_—l—x)“(1+x)ﬂ kzz;( D*(C(n, k, o, B)(1 — x)*T5(1 + x)" fFx)™,

(
where C(n, k, a, B) is a constant, and «, B > —1. The above proof carries through the same as
above, as the term divided through in analogy to Eq. (6.3) will be (1 — x)**2(1 4 x)#*2, and has
adequate blow-up at the endpoints.

The Laguerre differential expression £;, can be written in Lagrangian symmetric form as

1

x%e™*

L) =

Y (=DHCO, K a)x e fP )P,
k=1

where C(n, k, @) is a constant, and @ > —1. The term divided through in analogy to Eq. (6.3)
will be x**2, and has adequate blow-up at 0.

More details concerning the setup and properties of these differential equations can be found
in [9,10]. O

This effectively covers most of the classical differential equations which possess complete
sets of orthogonal polynomial eigenfunctions. The Hermite equation was not discussed because
it does not require boundary conditions of the above forms, as it is limit-point at both —oo and
0.

The astute reader may have noticed that the explicit conditions of F, did not play a large part
in the above proofs. Indeed, the limit conditions in the definition of F, are necessary to prove
the assumption that f”, ..., f®*=2 e L?[(a, b), dx], which was essential. This implication can
be accomplished using an appropriate choice of the vectors ¥ and ¢ in two applications of the
so-called CHEL Theorem [19, Theorem 8.7], and subtracting them to form coupled boundary
conditions. The limit conditions of F, arise as boundary terms from integrating £” in Lagrangian
symmetric form, and can be used to show certain functions are in L?*[(a, b), dx].

It is also important to note that the specific choice of limits in F;,, cannot be altered. Together,
they ensure that [ £, Po],,|Z =1[f, 1],,|2 = 0. The function 1 also happens to be included in every
classical orthogonal polynomial sequence so it is particularly applicable.

Finally, with these few extra assumptions, Conjecture 6.1 has been shown.

Theorem 6.5. Assume the hypotheses of Conjecture 6.1, where £" is a classical Jacobi or
Laguerre differential expression, with «, B > —1 or a > —1 respectively. Assume A, = B,, and
that f € F, implies that f",..., f*2 e L*(a,b),dx]. Then A, = B, =C, = F, = Dy
Vn e N.
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