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Abstract: Sensors measuring the spatial phase of optical waves are widely
used in optics. The optical differentiation wavefront sensor (ODWS)
reconstructs the wavefront of an optical wave from wavefront slope
measurements obtained by inducing linear field-transmission gradients in
the far-field. Its dynamic range and sensitivity can be adjusted simply by
changing the gradient slope. We numerically and experimentally
demonstrate the possibility of implementing the spatially varying
transmission gradient using distributions of small pixels that are either
transparent or opaque. Binary pixelated filters are achromatic and can be
fabricated with high accuracy at relatively low cost using commercial
lithography techniques. We study the impact of the noise resulting from
pixelation and binarization of the far-field filter for various test wavefronts
and sensor parameters. The induced wavefront error is approximately
inversely proportional to the pixel size. For an ODWS with dynamic range
of 100 rad/mm over a 1-cm pupil, the error is smaller than A/15 for a wide
range of test wavefronts when using 2.5-um pixels. We experimentally
demonstrate the accuracy and consistency of a first-generation ODWS
based on binary pixelated filters.
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1. Introduction

Measuring the wavefront of optical waves is fundamental to many aspects of optics and
expands to various areas of physics. Assessing the wavefront induced by an optical
component is required for many applications and is often required during the manufacturing
process. The need for accurate wavefront metrology closely follows the quickly evolving
ability to manufacture complex optical components introducing large phase gradients, such as
freeform optics for imaging or phase plates for spatial coherence control [1-3]. Wavefront
measurements are important in astronomy to correct for turbulence by adaptive optics and
operate a telescope close to its theoretical diffraction limit [4]. The same consideration applies
in laser engineering, where wavefront distortions of the laser beam must be understood and
corrected to maximize the on-target intensity [5S]. The role of wavefront metrology is
increasing in a large range of biomedical applications [6,7]. There is a multitude of techniques
to measure the spatial phase of an optical wave. Test + reference interferometry (e.g. Fizeau
interferometer) is well suited to characterize the wavefront distortion induced by a component
under test relative to a reference wave [1]. Shack-Hartmann wavefront sensors are commonly
used for wavefront measurements when no reference wave is available, for example in laser
systems [8]. There are also self-referencing techniques that rely on self-interference of the
unknown test wave [1,9] and on determinations of the curvature of the wavefront under test
[10,11].
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Visualization of phase objects by converting phase modulation into an observable
amplitude modulation was demonstrated by Sprague and Thompson [12]. The more general
implementation of an optical differentiation wavefront sensor (ODWS) based on several
wavefront gradients obtained by amplitude modulation in a coherent filtering setup was
pioneered by Bortz [13]. It requires a spatially varying transmission filter in the far field of
the source under test. The implementation described here is based on a single linear field-
transmission function used in two perpendicular orientations, but other transmission profiles
and experimental arrangements have been investigated [14—17]. With a linear field-
transmission modulation, the fluence measured in the image plane of the pupil is related to the
wavefront slope in the direction of the transmission gradient. The measurement of two
wavefront slopes in non-parallel directions is necessary and sufficient to reconstruct the
wavefront in the pupil plane, with orthogonal measurements being a natural, but not
necessary, choice. The wavefront can be reconstructed with algorithms identical to those used
for Shack-Hartmann wavefront sensors because the latter intrinsically provide wavefront-
slope data in two orthogonal directions [18]. The principle of the ODWS is simple and its
potential advantages have been studied [19-21]. In particular, simulations and analysis have
shown that an ideal ODWS can compare favorably with Shack-Hartmann sensors in terms of
signal-to-noise ratio and dynamic range. Compared to most interferometric techniques, the
ODWS does not have a strong coherence requirement, e.g., can operate with non-
monochromatic sources. Despite these advantages, the ODWS is not widely used, which can
be attributed in part to the practical difficulty of manufacturing components with well-
controlled transmission profiles.

In this article, we demonstrate that a high-performance ODWS can be implemented with
binary pixelated amplitude filters. These filters synthesize the continuously spatially varying
transmission function with spatially dithered distributions of opaque or transparent pixels
[22]. They can be manufactured with high precision using conventional commercial
lithography techniques, but the binarization and pixelation introduce noise that impact the
measurement accuracy. We show that an ODWS implemented with a binary pixelated filter
(thereafter referred to as BPF-ODWS) is a viable technical solution to characterize non-trivial
wavefronts, in particular those encountered for optical systems alignment, laser
characterization, and during the manufacturing and testing of freeform optics. Some general
scaling rules for the wavefront-sensor parameters are derived. The general principle of the
ODWS and technological solutions for its implementation are decribed in Section 2. Section 3
introduces the BPF-ODWS and considerations about the pixel size. Sections 4 and 5 present
the detailed study of a BPF-ODWS and comparative performance with an ideal ODWS.
Finally, Section 6 presents the experimental demonstration of a BPF-ODWS.

2. General considerations on the ODWS
2.1. Principle

The ODWS reconstructs the wavefront of an optical wave from two wavefront-gradient
measurements that are assumed in this article to be performed in orthogonal directions. The
wavefront gradient in the x direction is obtained by applying a filter with a field transmission
linear in that direction in the far field of the source, for example in a coherent processing
setup [13], as shown in Fig. 1. The field at the input pupil is Fourier transformed to the far
field by the combination of propagation by a distance f, propagation in a thin lens of focal
length £, and additional propagation by a distance f. The spatially varying transmission filter is
set in the Fourier plane. After spatial modulation, the field is inverse Fourier transformed to
the detection plane. Without filter, the fluence Fy(x,y) measured in that plane is identical to
the input fluence, after taking into account an obvious spatial inversion. To provide phase
sensitivity, a filter defined by
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where W is the full width of the filter, is located in the far field. Provided that the far field of
the source under test is fully encompassed in the linear region of the filter defined by —
Wi2<u<Wj2, the detected fluence F,(x,y) allows for the determination of the wavefront slope
using
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An orthogonal wavefront slope is determined with the same setup after rotating the filter by
90 degrees, yielding
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The input wavefront can be reconstructed from the two wavefront slopes given by Egs. (2)
and (3), in a manner analogous to wavefront reconstruction with Shack-Hartmann sensors and
spatial shearing interferometry [18]. When the 4f line is built with achromatic components,
the imaging condition between input and output is wavelength-independent, allowing for
operation with monochromatic and narrowband sources at different wavelengths. Operation
with sources having a broad optical spectrum is possible [20], but the averaging process and
resulting accuracy have not been thoroughly investigated.

Input wave Lens Filter Lens Detection plane
Fluence F,
¥ v VA

AX Paksd

S S A /
Fig. 1. Principle of the optical differentiation wavefront sensor. A filter with linear field
transmission gradient is located at the Fourier plane of a 4f line.

-

-

2.2. Dynamic range and sensitivity

The derivation in the previous subsection requires that the far-field of the wave under test is
fully encompassed in the filter region with linear field transmission extending from -W/2 to
W/2. The filter width defines the wavefront-measurement dynamic range as DR = 2nW/(/f).
For a given A, DR can be increased by increasing the filter width /' and decreasing the focal
length f. Increasing the filter width is in general straightforward and is only limited in practice
by the technology used to fabricate the filter. Decreasing the focal length is in general
possible for an ODWS implemented with an ideal continuous filter, but it will be shown in
Section 5 that this decreases the reconstruction accuracy.

Equations (2) and (3) show that the ODWS sensitivity is inversely proportional to the
filter width W. For a given input wavefront, the difference between detected modulated
fluences F, and F), and the fluence in the absence of filter /) decreases when W is increased.
In practical situations where detection noise is considered, large values of the filter width
corrupt the measurement of relatively small phase variations. Therefore there is an intrinsic
tradeoff between dynamic range and sensitivity, as is common in metrology. For the ODWS,
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dynamic range and sensitivity can be tuned by adequate choice of the filter width, leading to a
practical advantage compared to Shack-Hartmann wavefront sensors [20].

2.3. Technological solutions for the ODWS spatially varying transmission filter

Technologies that can implement the linear field-transmission filter required for an ODWS
are now briefly reviewed and discussed. ODWS’s based on programmable liquid-crystal
spatial light modulator (LC-SLM) have been demonstrated [23,24]. These devices have the
advantage of being fully reconfigurable, therefore allowing for filters with different slope
magnitude and direction to be generated. In principle, the transmission-vs-voltage transfer
function can be calibrated for precise amplitude modulation at the Fourier plane, but the
resulting transmission is wavelength-dependent. This implies that different calibrations are
required for use at different wavelengths and simultaneous operation at multiple wavelengths,
e.g. when characterizing a polychromatic source, might have reduced accuracy. An LC-SLM
is fundamentally polarization-dependent and its application is therefore limited to the
characterization of well-polarized sources. Pixelated SLM’s, even with high fill factors, lead
to potentially detrimental diffraction orders. Filters based on a metal layer with spatially
varying thickness can in principle be used for an ODWS. Commercially available filters can
provide an optical density (OD) that is a linear function of a spatial coordinate, e.g., varying
linearly between OD~0 and OD~2 over 3 inches. The optical density is proportional to the
thickness of the metal layer for a metal of linear susceptibility. Components with a linear
field-transmission function correspond to a complex variation of the deposition time. They
can in principle be manufactured but do not seem to be commercially available. A custom
component inducing spatially varying optical activity has been successfully used in the
context of wavefront sensing for astronomy [25]. Holographic film has been used to visualize
phase variations [26]. While some of these approaches have led to successful quantitative
phase reconstruction with an ODWS, it is of interest to study and implement novel
approaches.

Distributions of small pixels that are either transparent or opaque can synthesize
continuous spatially varying transmission functions, as explained in the next section. They
can be accurately manufactured as metal-on-glass components by widely available
commercial lithography techniques applicable to a variety of metals and substrates at large
aperture. Their spatially varying transmission is achromatic [27]. They have been successfully
used for laser beam shaping [22] and coronagraphy for astronomical telescopes [28], but they
have not been theoretically investigated or experimentally used for wavefront sensing with an
ODWS.

3. ODWS with binary pixelated filter
3.1. Principle of binary pixelated filter

Binary pixelated filters consist of distributions of transparent or opaque pixels. The pixel
distribution corresponding to a particular design (e.g., a linear field-transmission ramp) is
calculated using a spatial dithering algorithm [29]. Binarization and pixelation imply that the
design transmission cannot be exactly obtained, but efficient spatial dithering algorithms such
as error diffusion lead to filters that provide the correct transmission when locally averaged.
Preferred spatial dithering filters produce noise that is concentrated at high frequencies and
that has no density at zero spatial frequency, i.e., on axis. When a binary pixelated filter is
used for spatial beam shaping in the near field, the noise can be removed by a pinhole in the
far field of the shaped beam [22]. When a binary pixelated filter is used in the far field of the
pupil in an ODWS, the filter noise is in the detection plane. Corruption of the measured
fluences F and F) by the filter noise decreases the accuracy of the ODWS compared to an
ideal ODWS with a continuous filter.
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3.2. Pixel size considerations

For all the simulations presented in this article excepted in Section 5, a round 1-cm-diameter
input pupil, a 4f line with = 1 m, and an optical wave at 4 = 633 nm (HeNe laser) are
considered. The sampling size du in the Fourier plane is set to the pixel size w of the filter,
and the number of points N is adjusted to keep the total width of the Fourier plane constant,
i.e., 2048 samples are used for 10-um pixels, 4096 samples for 5-um pixels, and 8192 pixels
for 2.5-pum pixels. This keeps the sampling in the measurement plane dx constant because dx
= fA/(Ndu). A linear-transmission filter with W =1 cm is used. This set of parameters yields
DR~100 rad/mm. Binary pixelated filters are designed using a four-weight error-diffusion
algorithm [22,29] applied to the field transmission ¢ defined by:

t(u,v)=%+%for—W/2<u<W/2 4)
t(u,v)=0foru<—W/2 (5)
tu,v)=1foru>w/2 (6)

Figure 2 shows the fluence F), in the detection plane on a logarithmic scale for a continuous
filter and for binary pixelated filters with pixel size of 10 um, 5 um, and 2.5 um. The noise
due to the binary pixels is clearly seen and is being pushed at higher frequencies away from
the image of the 1-cm pupil when the pixel size decreases.

o
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Normalized fluence
(log scale)

|
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Fig. 2. Fluence in the detection plane plotted on a logarithmic scale for (a) a continuous filter,
(b), (¢), and (d) binary pixelated filters with 10-um, 5-um, and 2.5-um pixels, respectively. The

input pupil (1-cm diameter) is reimaged to the detection plane and appears as a disk with 25%
of the fluence of the input beam.

The binary pixelated filter synthesizes a continuous filter when there is a large number of
pixels across any feature in the far field. The smallest far-field feature for an input pupil of
size S is of the order of Af/S, hence the condition for pixel size of w << Af/S for a BPF- ODWS
is required for performance similar to that of an ideal ODWS. It should be noted that this only
guarantees similar relative performance: wavefronts with slopes exceeding the dynamic range
will have similar low reconstruction accuracy with a continuous and pixelated filter. Figure 3
shows the lineout of the fluence at the Fourier plane and the transmission of various filters.
The diameter of the far-field main lobe, calculated as the width between the two zero-points,
is approximately 150 pm. The main lobe approximately overlaps with © x [(150/10)/2]* = 175
pixels when a filter with 10-um pixels is used, four times more with 5-um pixels, and 16
times more with 2.5-um pixels.

The wavefronts reconstructed by applying the Southwell procedure [30] to slope data
obtained by various BPF-ODWS’s for a flat input wavefront are shown in Fig. 4. The
resulting peak error is 0.5 rad, 0.3 rad, and 0.15 rad for pixel size of 10 um, 5 um, and 2.5 pm,
respectively. For two gradients along the x and y direction, the reconstruction error is
symmetric along one of the bisectors. This suggests that the error results from noise generated
in the detection plane by the filter that is identical for the two filter orientations. It is therefore
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likely that using more than two gradients for wavefront reconstruction leads to an averaging
effect of the error or detection of the resulting error for subsequent cancellation by numerical
processing, but this investigation is planned for future study. For the same flat input
wavefront, an ideal ODWS has insignificant root-mean-square (rms) and peak errors equal to
6 x 10~ and 2.4 x 107 rad, respectively.

1
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Fig. 3. (a) Transmission of a continuous linear field-transmission filter (red line), and binary
pixelated filters (red bars) for pixel sizes equal to (b) 10 um, (¢) 5 um, and (d) 2.5 um. The
lineout of the far-field fluence for a flat wavefront over the 1-cm pupil is plotted with a
continuous blue line.
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Fig. 4. Reconstructed wavefront for a flat input wavefront across a 1-cm pupil for BPF-
ODWS’s with filter pixel size equal to (a) 10 pm, (b) 5 pm, and (c) 2.5 pm.

Smaller pixels theoretically lead to better accuracy, but there are several practical reasons
for not arbitrarily decreasing the pixel size of binary pixelated filters, and more generally
beam shapers using distributions of binary pixels. Smaller pixels require tighter control of the
filter fabrication to give an accurate transmission profile because a given absolute fabrication
error on the pixel size yields increased relative pixel-size and transmission errors when
smaller pixels are used. Pixels with size of the order of the optical wavelength or smaller lead
to complex transmission phenomena that could significantly impact the filter and wavefront-
sensor operation [31,32]. In this article, we limit the pixel size to 2.5 pm, i.e. approximately
four times the optical wavelength A = 633 nm.

4. Performance of a BPF-ODWS
4.1. Introduction

A BPF-ODWS is simulated and benchmarked against an ideal ODWS for various phase
profiles and sensor parameters. The test wavefronts consist of sinusoidal wavefronts,
wavefronts proportional to Zernike polynomials, and random wavefronts. The reconstruction
performance is quantified in terms of rms and peak errors calculated over 95% of the pupil. In
this section, the round pupil has a 1-cm diameter, the 4f line is built with lenses of focal
length /= 1 m, and the filter width is W = 1 cm. This yields a dynamic range DR~100
rad/mm, which should be of interest for a large variety of applications such as laser
engineering and metrology of freeform optics.
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4.2. Sinusoidal phases
The spatial phase is defined by

9(x,y) = @, cos| 277 (x cos(ex) + ysin(@)) / p) |, (7

where ¢, is the amplitude of the sinusoidal modulation, p is the spatial period, and « is the
angle of the modulation relative to the x axis. The Fourier spectrum of the corresponding field
is composed of isolated sidebands at wavevectors multiple of 2n/p with amplitude given by a
Bessel function of the 1st kind. Although an infinite number of spectral components are
generated, the most significant ones are in the interval [-2zgy/p, 2npy/p], and the largest
wavefront slope is 2mp/p.

The results in Figs. 5 and 6 correspond to p = 1 mm, for which performance degradation
due to the finite dynamic range is expected when ¢, is of the order of 8 rad. Figures 5(a) and
5(b) show that the ideal ODWS has excellent performance, with rms and peak errors lower
than A/100 over the range of modulation amplitudes from 0 to 2z. The errors for various BPF-
ODWS’s over the range of ¢, between 0 to 27 for which the errors are relatively independent
of ¢, are shown in Table 1. The error is approximately proportional to the pixel size. Figure
5(c) demonstrates that the far field spans the entire width of the filter when ¢, = 8 rad, hence
the observed ODWS performance decrease is expected.

12[ 1
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Fig. 5. (a) rms and (b) peak errors vs the amplitude of a phase modulation @, for an ideal
ODWS and BPF-ODWS’s with pixel size equal to 10 pm, 5 um, and 2.5 um. (c) shows the
fluence distribution in the plane of the ODWS filter for ¢, = 8 rad, with the white lines at u =+
5 mm indicating the edge of the filter when the gradient is in the horizontal direction.

Table 1. Averages of the peak and rms errors over the range of ¢, from 0 to 27

Average error (rad) Continuous 10-um pixels S-pm pixels 2.5-pm pixels
Peak 0.02 0.40 0.25 0.11
rms 0.01 0.14 0.08 0.04

Results pertaining to sinusoidal modulations not oriented along one of the directions of
the two linear-transmission gradients (o« = 30° and o = 45°) are shown in Fig. 6 for a filter
with 2.5-um pixels and a continuous filter. Non-zero values of « lead to far-field distributions
that are rotated relative to the distribution shown in Fig. 5(c). These distributions are fully
encompassed in the linear region of the gradient filter oriented in the x and y directions for ¢,
= 8 rad, therefore leading to comparatively higher accuracy. Although the arbitrary choice of
differentiation along x and y is adequate without some a-priori knowledge about the
wavefront under test, a different choice might be more appropriate when the direction of the
largest wavefront gradient is known.
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Fig. 6. (a) rms and (b) peak error for sinewaves oriented at a = 0, a = 30°, and o = 45°
measured with an ODWS implemented with a continuous filter (continuous lines) and a
pixelated filter with 2.5-um pixels (dashed lines).

4.3. Zernike polynomials

A more general assessment of the ODWS performance is made using Zernike polynomials
defining test wavefronts over the circular input pupil. We consider the twelve Zernike
polynomials of radial order between 2 and 4 included (note that the polynomials of order 0
and 1 describe piston and tilt, respectively, which are not of interest in the context of this
work), i.e., the polynomials of Noll index j between 4 and 15 to define the test wavefronts

J(r.q)=a,Z,(r,q). ®

The resulting peak and rms errors are presented in Fig. 7 for amplitude of the Zernike
polynomials from O to 10x. For the ideal ODWS (Fig. 7, first column), the largest error is
observed for spherical aberration (j = 11). This Zernike polynomial has the highest gradient
among the considered polynomials, 1.8 rad/mm over the 1-cm pupil when a; = 1 rad. This
leads to phase gradients that span the full ODWS dynamic range for an amplitude a; of the
order of 30 radians and similar accuracy decrease for all ODWS’s. The rms and peak errors
for the BPF-ODWS’s (Fig. 7, 2nd, 3rd, and 4th column) show that the accuracy is worst for
most Zernike polynomials for amplitude between 0 and 2n radians. This is attributed to the
fact that for the focal spot resulting from these wavefronts is not significantly extended on the
gradient filter, which results in coverage of a relatively low number of pixels.
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Fig. 7. rms (1st line) and peak (2nd line) errors for Zernike polynomials of Noll order j from 4
to 15 and amplitude a; from O to 10w radians reconstructed by an ideal ODWS (1st column)
and BPF-ODWS’s based on 10-pm, 5-pm, and 2.5-pum pixels (2nd, 3rd, and 4th column,
respectively). White lines have been used to separate the groups of polynomials with different
orders.
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Table 2 shows that the accuracy is improved significantly by decreasing the pixel size,
and the statistics on the peak and rms errors are consistent with an improvement
approximately equal to the change in pixel size. These statistics have been calculated over all
Noll indices between 4 and 15 and amplitude between 0 and 25 radians to remain within the
calculated dynamic range and avoid the inherent accuracy decrease beyond that for all
ODWS’s. For a filter with 2.5-um pixels, the worst simulated peak error over the pupil is
approximately 0.4 rad, i.e., A/15.

Table 2. Statistics on the rms and peak errors, expressed in radians, for an ideal ODWS

and various BPF-ODWS’s measuring Zernike polynomials of Noll index between 4 and
15 and amplitude between 0 and 25 radians.

Error (rad) Continuous 10-pm pixels S-um pixels  2.5-pm pixels
Average rms 1.6x107 0.17 7.0 x 107 3.6 x 107

Worst rms 1.5x 107 0.59 0.23 0.14
Average peak 7.6 x 1073 0.50 0.21 0.11

Worst peak 0.12 1.49 0.58 0.39

4.4 Random wavefronts

Ten wavefronts were generated over the 1-cm pupil as the sum of the previous twelve Zernike
polynomials with random coefficients a; uniformly distributed between —10 and 10 radians,
ie.,

o(r,0) = Z a,Z,(r,6). 9)

Each of the resulting test wavefronts (Fig. 8) was reconstructed by an ideal ODWS and
various BPF-ODWS. The statistics on the reconstructed wavefronts show again that the error
is approximately proportional to the pixel size (Table 3). It is interesting to note that the
reconstruction error in the case of these 10 random wavefronts is in general significantly
lower than in the case of the Zernike polynomials themselves.
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Fig. 8. Ten random wavefronts, expressed in radians, generated by linear combination of
Zernike polynomials of order 2, 3, and 4 with random amplitudes uniformly between —10 and
+ 10 radians.

Table 3. Statistics on the rms and peak errors, expressed in radians, for an ideal ODWS
and various BPF-ODWS’s measuring random wavefronts obtained as linear
combinations of Zernike polynomials of Noll index between 4 and 15 and random
amplitude between —10 and 10 radians.

Error (rad) Continuous 10-pm pixels S-um pixels  2.5-pm pixels
Average rms 3x107 0.10 42x107 1.8x 1072
Worst rms 52x107 0.13 6.7 x 107 25x107
Average peak 1.3 x 1072 0.33 0.12 5.8x 1072
Worst peak 0.02 0.43 0.19 7.5% 1072
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5. Effect of pupil size and lens focal length on the BPF-ODWS performance
5.1. Effect of pupil size

For a given focal length, an increase of the pupil size leads to smaller features in the far field
plane where the spatially varying transmission filter is located. This reduces the measurement
accuracy when a binary pixelated filter of a given pixel size is used. Figures 9(a) and 9(b)
show the rms and peak errors as a function of the amplitude of a sinewave with 1-mm period
over a 2-cm pupil. The accuracy clearly decreases compared to the case of a 1-cm pupil [Figs.
5(a) and 5(b)], i.e., the error is typically a factor of two worse for the 2-cm pupil (Table 4)
than for the 1-cm pupil (Table 1). As expected, the error increases when ¢, approaches 8
radians because the dynamic range does not depend on the pupil size. When the performance
decrease associated with larger pupil sizes is not acceptable, the aperture can be divided into
sub-apertures that are individually characterized. The wavefront over the full aperture can
then be reconstructed by stitching the corresponding sub-aperture wavefronts, as is done for
interferometric measurements of optical components introducing large phase gradients [33].
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Fig. 9. (a) rms and (b) peak errors vs ¢, for an ideal ODWS and various BPF-ODWS’s for a 2-
cm-diameter round pupil and f =1 m. These plots can be compared to the plots shown in Figs.
5(a) and 5(b).

Table 4. Averages of the peak and rms errors over the range of ¢, from 0 to 2z for a 2-cm
input pupil. This table can be compared to Tables 1 and S.

Average error (rad) Continuous 10-um pixels S-um pixels 2.5-um pixels
Peak 9.0 x 107 2.9 0.49 0.24
rms 0.10 0.8 0.18 7.8 x 107

5.2. Effect of lens focal length

A change in the focal length of the ODWS modifies the scaling between wavefront slopes and
spatial coordinate in the filter plane. The dynamic range is inversely proportional to the focal
length, and a larger range of wavefront slopes is accommodated by the far-field filter when
the focal length is decreased. A detrimental effect of the shorter focal length is that the scale
of the smallest far-field feature decreases, therefore decreasing the reconstruction accuracy.
Figures 10(a) and 10(b) demonstrate these effects for a 2 x reduction in focal length for the 1-
mm-period sinewave wavefront profiles. No decrease in accuracy is observed beyond the
amplitude value ¢, = 8 radians, confirming the larger dynamic range, but the reconstruction
error is in general larger than for the 1-m lens. Comparison of Tables 1 and 5 show that the
reconstruction error is approximately inversely proportional to the focal length.
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Fig. 10. (a) rms and (b) peak error vs @, for an ideal ODWS and various BPF-ODWS’s for a 1-
cm-diameter round pupil and f = 0.5 m. These plots can be compared to the plots shown in
Figs. 5(a) and 5(b).

Table 5. Averages of the peak and rms errors over the range of ¢, from 0 to 2z for f= 0.5
m. This table can be compared to Tables 1 and 4.

Average error (rad) Continuous 10-um pixels S-um pixels 2.5-pm pixels
Peak 4.6x107 2.54 0.52 0.25
ms 2.0x 107 0.77 0.18 7.8 x 107

6. Experimental demonstration of a BPF-ODWS
6.1. Description

We have implemented a BPF-ODWS using a spatially varying transmission filter fabricated
as a Cr-on-quartz lithography mask with 10-pm pixels. The measured transmission of the
manufactured mask is shown in Fig. 11(a). The horizontal gradient, vertical gradient, gradient
along the first and second bisector are located on the same mask to allow for measurements of
the gradients F,, I, F'y and F_ by translation of the mask. These gradients were independently
designed using a four-weight error-diffusion algorithm [29]. A clear zone (fluence
transmission = 100%) and zone with 25% average transmission designed by error diffusion
were added to the mask, allowing for a direct measurement of Fy or Fy/4, respectively. Only
two fluences measured with filters corresponding to orthogonal gradients and F,) have been
used for wavefront reconstruction. Alignment features have been added to facilitate
translation between the different zones. The field transmission of the horizontal gradient
integrated along the vertical direction is shown in Fig. 11(b).
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Fig. 11. (a) Spatially resolved field transmission of the mask having four gradients with
different orientations, two zones with constant transmission, and alignment features. (b)
Lineout of the horizontal gradient integrated along the vertical direction.

The mask has been set at the Fourier plane of a 4f line with = 1 m. The width of each
gradient is W =2 mm. The calculated dynamic range, 20 rad/mm, is sufficient for this proof-
of-concept experiment, and the relatively small value of W allows for higher sensitivity. The
source under test is a HeNe laser that has been approximately collimated to a full width at
half maximum equal to 1.3 mm. Because the pupil size is only a few mm, it results in a spot
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size in the Fourier plane several times larger than what is obtained with the 1-cm pupil size
used in the simulations. As a result, gradients with 10-um pixels have been deemed sufficient.

6.2. Experimental results

The wavefront distortion introduced by a deformable mirror has been quantified as the
difference of the wavefronts measured with and without the deformable mirror. In each
situation, the wavefront of the beam has been reconstructed either with the two orthogonal
gradients F, and F, or the two orthogonal gradients ;. and F. This results in two independent
determinations of the induced wavefront [Figs. 12(a) and 12(b)] that identically show the
slight bending of the deformable mirror surface and actuator imprint when no voltage is
applied to the actuators. The excellent agreement between these independent measurements
(rms difference = 0.0194, 1 = 633 nm) demonstrate the consistency of the ODWS [Fig. 12(c)].
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Fig. 12. Wavefront introduced by the deformable mirror reconstructed with (a) the two
gradients Fy and F,, and (b) the two gradients F. and F.. (c) Difference between these two
wavefronts. All wavefronts are expressed in waves.

The ODWS has been compared to a commercial Shack-Hartmann wavefront sensor
(SHWS, Thorlabs WFS20-5C). The wavefront introduced by a lens (2-m focal length) has
been reconstructed by differential measurements of the wavefront with and without the lens.
The expected wavefront is shown in Fig. 13(a). The wavefronts measured by the ODWS and
the SHWS are shown in Figs. 13(b) and 13(c). They both match the expected wavefront well,
with a slightly better accuracy for the ODWS: the rms difference between the measured and
calculated wavefronts is 0.047A and 0.059A for the ODWS and SHWS, respectively.
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Fig. 13. Wavefront of a lens with focal length equal to 2 m (a) calculated, (b) measured with
the optical differentiation wavefront sensor and (c) measured with a Shack-Hartmann
wavefront sensor. All wavefronts are expressed in waves.

7. Conclusions

In conclusion, we have shown with simulations and experiments that an optical differentiation
wavefront sensor reconstructing the wavefront of an optical wave from two gradients can be
implemented with a binary pixelated filter synthesizing a continuous linear gradient in the far
field. A baseline comparison has been established with an ODWS based on an ideal

#260640 Received 7 Mar 2016; revised 11 Apr 2016; accepted 11 Apr 2016; published 19 Apr 2016
© 2016 OSA 2 May 2016 | Vol. 24, No. 9 | DOI:10.1364/0E.24.009266 | OPTICS EXPRESS 9278



continuous filter. It has been shown that the reconstruction error for various types of
wavefronts is approximately proportional to the pixel size. The accuracy has been shown to
decrease when the pupil size is increased and when the focal length of the 4f system in which
the filter is located is reduced, with the reconstruction error being approximately proportional
to the pupil size and inversely proportional to the focal length. Both effects are attributed to
the smaller extent of the pupil far field that encompasses a smaller number of pixels of the
pixelated filter.

Binary pixelated filters can be manufactured with high accuracy using standard
commercial lithography techniques. Commercial lithography masks are accurately fabricated
with multi-inch aperture, and this approach therefore allows for large-scale gradient filters
that are required for high-dynamic-range measurements. Additionally, the feature size of
commercial lithography masks can be controlled accurately at the micrometer level. We are
currently implementing a prototype BPF-ODWS with W = 1 cm and 2.5-um pixels to
demonstrate its use for characterizing freeform optics with large phase gradients.
Investigations of the use of aperture stitching in the context of the ODWS, practical
considerations for simultaneous measurements of two orthogonal wavefront gradients, and
use of more than two wavefront gradients are underway. Experimental and theoretical
performance comparison with a Shack-Hartmann wavefront sensor in terms of dynamic range
and signal-to-noise ratio are also being performed.
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