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Abstract Direct photon production in hadronic collisions
provides a handle on the gluon PDF by means of the QCD
Compton scattering process. In this work we revisit the
impact of direct photon production on a global PDF analy-
sis, motivated by the recent availability of the next-to-next-to-
leading (NNLO) calculation for this process. We demonstrate
that the inclusion of NNLO QCD and leading-logarithmic
electroweak corrections leads to a good quantitative agree-
ment with the ATLAS measurements at 8 and 13 TeV, except
for the most forward rapidity region in the former case.
By including the ATLAS 8 TeV direct photon production
data in the NNPDF3.1 NNLO global analysis, we assess its
impact on the medium-x gluon. We also study the constrain-
ing power of the direct photon production measurements
on PDF fits based on different datasets, in particular on the
NNPDF3.1 no-LHC and collider-only fits. We also present
updated NNLO theoretical predictions for direct photon pro-
duction at 13 TeV that include the constraints from the 8 TeV
measurements.
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1 Introduction

The determination of parton distribution functions (PDFs)
of the proton [1-4] is an important component of the LHC
program for many analyses, from precision tests of the Stan-
dard Model to searches for new physics beyond it. Within the
global fitting framework, the gluon PDF has been tradition-
ally constrained by the scaling violations of deep-inelastic
scattering (DIS) structure functions and from inclusive jet
production [5]. More recently, a number of additional collider
observables have demonstrated their constraining power on
the gluon PDF, from differential distributions in top-quark
pair production [6] to the Z boson transverse momentum [7]
and D meson production in the forward region [8,9]. In this
respect, the recent NNPDF3.1 global analysis [10] demon-
strated how a robust determination of the medium and large-
x NNLO gluon PDF can be achieved by the combination of
LHC measurements of top-quark pair, Z pr, and inclusive
jet production — see also the discussion in [11].

Another process that has been advocated to constrain the
gluon in a global PDF analysis is direct (or “prompt”) photon
production at hadron colliders. Indeed, direct photon produc-
tion, pp — y + X, probes the gluon directly at leading order
through the QCD Compton scattering process gg¢ — Yq
shown in Fig. 1. Taking into account the kinematics of avail-
able LHC data, direct photon measurements provide infor-
mation on the gluon in the range between x ~ 1073 and
x =~ 0.1 [12,13]. In addition, direct photons can also be
produced via quark—antiquark annihilation (also shown in
Fig. 1), such that this process also allows us to probe the
contribution of different quark flavours in the same x region.

However, exploiting collider measurements of direct pho-
ton production to constrain the gluon PDF is complicated
by the fact that high- E7 photons can also be produced via
the collinear splitting of a final-state quark. These emissions
have associated collinear singularities that are absorbed into
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Fig. 1 Feynman diagrams for direct photon production at leading order
via the QCD Compton scattering process (left) and ¢g annihilation
(right)

non-perturbative quark-to-photon and gluon-to-photon frag-
mentation functions (FFs). This fragmentation component is
only loosely constrained by LEP data [14], therefore induc-
ing a potentially large source of theoretical uncertainty.

In spite of these complications, direct photon production
data from fixed-target experiments were used in early global
PDF fits, such as those of [15-17]. However, the increased
availability of jet production data from the Tevatron, together
with the difficulties in reconciling NLO QCD theory with
some fixed-target measurements, led to the abandonment of
using photon data to constrain the large-x gluon. However,
this general feeling that direct photon production data was
not suitable for PDF fits was demonstrated to be incorrect
by the analysis of Ref. [13]. There it was shown that a good
agreement between NLO theory and direct (isolated) photon
production measurements could be obtained for a wide range
of collider energies from RHIC and SPS to the Tevatron and
the LHC at /s = 7 TeV. This analysis also found that the
LHC measurements lead to a moderate reduction of the gluon
PDF uncertainties in the region around x >~ 0.02.

Despite the results of this study, none of the most recently-
updated global PDF fits [10,18-20] include collider direct
photon measurements. The reason for this is twofold. On
the one hand, the NLO QCD calculations are affected by
large scale uncertainties, thus making direct photon produc-
tion inappropriate for NNLO global analyses that require pre-
cision theoretical predictions. On the other hand, in order to
relate theory calculations with experimental measurements
one needs to account for the poorly-understood fragmenta-
tion component.

The first of these objections was removed by the availabil-
ity of the NNLO QCD calculation [21], which together with
the corresponding electroweak corrections [22] was found to
provide a good quantitative description of the ATLAS mea-
surements at /s = 8 TeV [23] at central photon rapidi-
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ties [21]. The second objection can be somewhat alleviated
by applying the smooth cone isolation prescription proposed
by Frixione [24]. This isolation condition removes the need
for fragmentation functions from the theoretical calculation,
at the cost of introducing a difference between the isolation
definitions used in the theoretical and the experimental anal-
yses. However, as will be discussed later, this difference has
been studied at NLO in great detail and found to be of limited
practical consequence.

In addition to their relevance for PDF fits, photon pro-
duction at the LHC is of great interest in searches for new
physics beyond the standard model (BSM). For instance,
recent searches for BSM physics with photons in the final
state from ATLAS and CMS include searches for new par-
ticles by looking for high-mass resonances [25-27], anoma-
lous couplings [28-31], and by measuring missing Er dis-
tributions [32-35]. These searches rely on a good under-
standing of the QCD background for photon production. It
is therefore necessary to account for higher order QCD and
electroweak corrections and to use recent global PDF fits that
can properly model the background and signal events.

With this motivation, the goal of this paper is to revisit
the impact of available LHC direct photon production mea-
surements on a global NNLO PDF analysis. Specifically,
we will include the ATLAS 8 TeV measurements [23] into
the NNPDF3.1 analysis, in order to quantify the agreement
between data and NNLO QCD theory and the corresponding
impact on the gluon PDF. We find that a good description of
this dataset is achieved, except for the most forward rapid-
ity bin, and show that the inclusion of the photon data leads
to a moderate reduction of the gluon PDF uncertainties at
medium x. These fit results are cross-checked with those of
the Monte Carlo Bayesian reweighting procedure [36,37]. In
addition, we aim to study the constraining power of the direct
photon production measurements on PDF fits based on dif-
ferent datasets, in particular on the NNPDF3.1 no-LHC and
collider-only sets. We also show that using state-of-the-art
theory and including the constraints from the 8 TeV direct
photon measurements leads to an excellent description of the
recent ATLAS 13 TeV data [38].

The paper is organised as follows. In Sect. 2 we review
existing measurements of direct photon production, focusing
on the ATLAS data used in the present study. In Sect. 3 we
discuss the theoretical setup for computing the theoretical
predictions for direct photon production. The impact of the
photon data upon the gluon PDF is presented in Sect. 4, and
in Sect. 5 we provide updated predictions for direct photon
production at 13 TeV. Finally, in Sect. 6 we conclude with a
summary of the results and outline possible future develop-
ments. We assess the impact of the correlations among sys-
tematic uncertainties in Appendix A, and compare the results
of the fits with those obtained with the Bayesian reweighting
method in Appendix B.
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2 Experimental data

There exist many measurements of direct photon production
both at fixed-target and at collider experiments (we refer the
reader to ref. [13] for a detailed list). The measurements per-
formed at the highest centre-of-mass energies are those from
the LHC and from the Tevatron. At the Tevatron, the CDF
and D@ experiments have measured direct photon cross-
sections at /s = 630 GeV [39,40], 1.8 TeV [41-45] and 1.96
TeV [46-48]. More recently, the ATLAS and CMS experi-
ments during Run I have performed similar measurements
at 7 TeV [49-53] and ATLAS at 8 TeV [23], while thus far
during Run IT only ATLAS has measured direct photon pro-
duction at 13 TeV [38].

In this work, we will concentrate on the ATLAS measure-
ments at 8§ and 13 TeV. The 8 TeV data exhibits reduced
statistical and systematic uncertainties as compared to their
7 TeV counterparts [51,53], and is thus suitable for inclusion
in a global PDF analysis. The 13 TeV measurements will be
used only to compare with our theoretical predictions, but
will not be included in the fit since the experimental uncer-
tainties are larger than the 8 TeV data due to the limited
integrated luminosity, Liy = 3.2 b1,

The ATLAS 8 TeV direct photon production measure-
ment is presented as differential distributions in the photon
transverse energy (E ;) in four photon pseudorapidity (n”)
bins:

region 1: 0 < || < 0.6,

region 2: 0.6 < || < 1.37,
region 3: 1.56 < |n¥| < 1.81,
region4: 1.81 < |n”| < 2.37.

2.1

The measurements cover the transverse energy range
25 < E; < 1500 GeV, though the upper limit is reduced in
the more forward bins. As we will discuss in Sect. 3, the kine-
matic cuts applied constrain the number of points included
in the fit to Ngy = 49.

For each of the experimental bins, the information on the
statistical, total systematic, and luminosity uncertainties is
provided by ATLAS. The full breakdown of the experimental
systematic uncertainties including the information on cross-
correlations corresponding to this measurement was only
posted in HepData after the completion of the main results
of this work. For this reason, the fits presented here are based
on a x 2 constructed by adding the total systematic and statis-
tical uncertainties in quadrature. The luminosity uncertainty
on the other hand is taken to be fully correlated among all the
bins, and correlated to other ATLAS measurements at 8 TeV
included in the PDF fit. In Appendix A we assess the impact

that including the correlation between the experimental sys-
tematic uncertainties in the x2 definition has at the level of
both PDFs and at the level of fit quality.

As will be discussed in Sect. 4, the most forward rapidity
bin, 1.81 < [n¥] < 2.37, is excluded from the fit due to
the tensions between the experimental data and the theoret-
ical predictions. In this respect, the fact that the covariance
matrix was not available at the time of the completion of
the main results of this work implies that we cannot quan-
titatively study the origin of the tension in this forward bin.
We discuss in Appendix A the description of the 4th rapid-
ity bin upon the inclusion of the covariance matrix. There-
fore, we have taken a conservative approach and excluded the
anomalous bin; in Sect. 4.1 we discuss the impact in the fit
of this bin and motivate in more detail its exclusion from our
analysis.

In Fig. 2 we show the kinematic coverage of the ATLAS
8 TeV data in the (x, Q%) plane computed using LO
kinematics, alongside with that of the dataset used in
the global NNPDF3.1 fit. At LO one may write x4+ =
2E¥ exp (£n?)/s, so that each datapoint of the 8 TeV mea-
surement corresponds to two points in the (x, Q%) plane.
From this comparison, we observe that the photon data probes
a (x, Q?) region only partly covered by other experiments;
specifically the medium-x range for over two orders of mag-
nitude in Q2. Therefore including the photon data allows
one to constrain a new kinematic region beyond the range of
previous PDF fits.

Concerning the ATLAS 13 TeV measurements, the data
is presented in the same format as at 8 TeV and covers a
E; range between 125 < E; < 1500 GeV, for a total of
Ngat = 53 datapoints. The covariance matrix is constructed
in the same way as for the 8 TeV data, namely by adding sta-
tistical and total systematic uncertainties in quadrature, and
treating the luminosity uncertainty as fully correlated among
all the bins.

In order to distinguish prompt photons (produced in the
hard-scattering process) from secondary photons (which
occur copiously in decays of hadrons) the experimental anal-
yses apply isolation criteria to the measured photons. Since
secondary photons are predominantly associated with a large
amount of hadronic activity, the experiments restrict the
hadronic radiation that is present in a cone around the pho-
ton candidate. The isolation requirement used in the ATLAS
analysisis E ; -dependent, optimised to obtain the best signal-
to-background ratio. The additional advantage of the rela-
tively tight isolation applied by ATLAS is that it significantly
reduces the contribution from prompt photons which are pro-
duced in the fragmentation of a hard parton. These contribu-
tions also have significant hadronic activity near the photon
and are hence suppressed by the isolation condition.

@ Springer
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Fig. 2 The coverage in the
(x, QZ) kinematic plane of the 8
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3 Theoretical setup

In this section we outline the NNLO QCD and LL elec-
troweak calculations that are used to compare with the
ATLAS direct photon production data. We also describe the
settings adopted in the calculation of the NLO QCD pre-
dictions, in particular the fast NLO APPLgrid interpola-
tion [54] that is required to include the photon data in the
global analysis.

As discussed in the introduction, direct photon production
in hadronic collisions can proceed via two different types of
processes. The photon can either be directly emitted as part
of the hard-scattering interaction, as in Fig. 1, or alternatively
can be produced via the collinear fragmentation of a parton.
Taking into account these two contributions, the differential
cross-section as a function of E ; can be written as

do = dogir + derag

2

a,b=q.,q.g

/ doxgdxp fo(Xas 1) fo (s 113

x I:d&;/b(py» Xay X5 IR ILF s Jf)

dz
+ Z / doab(py,xa,xb 23 LRy F 5 [AfF)
c=q, q g Zmin

x D! (z; u%f)], (3.1)

where D (z, u%f) is the fragmentation function of a parton ¢
to a photon carrying momentum fraction z and f, (x,; M%:)
is the PDF of a parton a. While ug and p r are the standard
renormalization and factorization scales, note the appearance
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of a new scale ug, known as the fragmentation scale. The
NNLO QCD corrections to the direct component of the par-
tonic cross-section 8{;) have been computed in [21], while
the fragmentation component 6, is only known at NLO.

The need to account for the fragmentation functions D/
can be eliminated by adopting the smooth cone isolation cri-
terion [24],

> EFIR) < € E] (

1
1 —cos Ry

—cos R \"
VR < Ry, (3.2)

with E tT‘ad being the hadronic transverse energy contained in
a cone of radius R around a photon of E ;, and where n, R
and €,, are parameters of the algorithm. Here the (1 — cos R)
term suppresses the collinear singularity present as R — 0,
but arbitrarily soft radiation is allowed inside the cone Ry
in order to preserve the cancellation of infrared poles in the
calculation.

The granularity of an experimental calorimeter is such that
this smooth cone isolation can never be directly replicated in
experimental analyses, thereby introducing an unwelcome
disconnect between theoretical calculations and the data.
However, the parameters appearing in the above isolation
definition, €, and n, are arbitrary and this allows them to be
tuned to replicate the features of a full calculation including
fragmentation, Eq. (3.1). Such a study was first performed at
NLO in [55], finding that the values €, = 0.025 and n = 2
result in good agreement between the full calculation and the
smooth cone result to within a few percent. A similar study
was undertaken in the context of di-photon production at
NNLO in [56], for which the parametersn = 2 and €, = 0.1
were found to agree well with the fragmentation calculation.

The differences between the two types of isolation crite-
ria were further studied recently at NLO in [57], finding a
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small (~ 2%) correction that is independent of E; over a
range of values similar to the one studied in this paper. This
correction is the same approximate size as the missing higher-
order uncertainty associated to the NNLO calculation. A full
quantitative description of these theoretical uncertainties is
beyond the scope of this work, so we therefore do not account
for the uncertainty due to the choice of isolation algorithm. In
this work, we adopt the smooth cone isolation, Eq. (3.2), with
parameters n = 2, €, = 0.1 and Ry = 0.4, and motivated by
the above studies we assume that the residual uncertainties
due to the choice of isolation prescription are negligible and
should not have a bearing on the PDF fits that we perform.

In order to account for the impact of Sudakov effects
induced by virtual loops of heavy electroweak gauge bosons,
we include the resummation of the electroweak Sudakov log-
arithms at leading-logarithmic (LL) accuracy. Following the
procedure in [22,58], we set the QED coupling constant to
be aem (mz) = 1/127.9 in the calculation.

The electroweak effects may be accounted for by an over-
all rescaling of the cross-section of the form

o (NNLOQCD +LLEW) _ 11 | A‘{,W(Ey, 5)] x o NNLO QCD).
(3.3)
where the LL electroweak correction A (E Y. s) is given
by [22,58]
AV (EY, s)
1.72 — 21.68EY. + 12.16(E})? — 3.05(E})?
1 -12.3355-10"2y 4+ 1.2310 - 10-3y2

’

(3.4)

with y = (4/s — 7)/7, and /s being the hadronic center-of-
mass energy expressed in TeV.

Since Eq. (3.4) is only valid for EY > Mz, My, we
include in the fit only data such that E; > 65 GeV. This
way, we can consistently use NNLO QCD and LL EW theory
for all the data bins in the fit. In the central rapidity bin, this
extra cut has the additional advantage of minimising the con-
tribution from fragmentation photons, which are not included
in our analysis, as the size of the fragmentation component
decreases with E; After applying this kinematic cut, we
have Ny, = 63 datapoints to include in the fit. In addition,
after removing the data from the most forward rapidity bin
due to the poor Xz’ as mentioned in Sect. 2, we are left with
Ngar = 49 datapoints.

Concerning the calculation of the NNLO QCD cross-
sections, we start by computing theoretical predictions at
NLO accuracy using MCFM [59] interfaced with LHAPDF 6
[60] and APPLgrid using the NNPDF3.1 NNLO PDF
set [10] with the dynamical renormalization (14 g) and factor-
ization (ur) scales set equal to E; The output of this cal-
culation is a fast NLO interpolation grid, as required for the

inclusion of these measurements in a PDF fit. Subsequently,
the NNLO QCD corrections from Ref. [21] are included in
the form of bin-by-bin K -factors, defined as:

doNNLO

dEY.dny

d(INLO

K (NNLO PDFs) /' ———(NNLO PDFs),
dEpdnY

3.5)

so that only the perturbative order of the partonic cross-
section is varied, but the PDFs are kept the same.

The technical details regarding this NNLO QCD com-
putation can be found in the original publications [21,57],
and we refer the interested reader to these works for more
detail. The only non-trivial change from these works is the
manner in which the slicing variable 7/ is defined. In the
original calculations this is set at a fixed value for the entire
phase space, t{"" = 0.08 GeV. In the present analysis we
instead use a dynamic cut that is determined by the photon
transverse momentum, rlc“t = 0.001 x E? We find that this
improves the overall performance of the computation, par-
ticularly in the determination of the NNLO corrections at
high E7.

We show in Fig. 3 the NNLO QCD K -factors, Eq. (3.5),
as well as the LL electroweak correction [1 4+ A{Y (E Y9,
Eq. (3.4), in the four rapidity bins of the ATLAS 8 TeV
measurement [23]. Both corrections become more impor-
tant in the high £ ; regions, where they deviate significantly
from 1. We also show in Fig. 3 the results of the multi-
plicative combination of the NNLO QCD K -factor and of
the LL EW effects, which represents the overall correction
applied to the NLO QCD cross-section. We can observe that
there is a partial cancellation between the two higher-order
effects, since each pulls the NLO cross-section in an opposite
direction.

As mentioned above, a fast interpolation of the NLO
QCD calculation, required for the subsequent PDF fit, is
constructed by interfacing APPLgrid with MCFM. These
fast grids may be used to compute the cross-sections for any
PDF set other than the one used in the original calculation
with a very small calculational overhead. Specifically, we
have used MCFM v6.8 interfaced with the MCFM/APPLgrid
bridge code and with the HOPPET [61] PDF evolution pro-
gram. Note that in this respect MCFM v6.8 had to be patched
to reproduce the results of v8.0, which in turn correspond to
the results of Ref. [21], as we verified explicitly.

In order to obtain sufficiently high numerical precision, we
ran MCFMin 10 batches with different random seeds and com-
bined the resulting grids using the applgrid-combine
script. This MCFM/APPLgrid computation was success-
fully benchmarked with the NLO code of Ref. [21], find-
ing excellent agreement. In Fig. 4 we plot the ratio of the
APPLgrid computations of the NLO QCD cross-section to
the corresponding MCFM v6.8 result for the kinematics of the

@ Springer
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Fig. 3 The NNLO QCD K -factor, Eq. (3.5), and the LL electroweak correction [1 4+ A{Y (E Z 9], Eq. (3.4), in the four rapidity bins of the ATLAS
8 TeV measurement. We also show the results of its multiplicative combination, which indicates the overall correction applied to the NLO QCD

cross-section

first three rapidity bins of the ATLAS 8 TeV measurement,
using in both cases the NNPDF3.1 set as input. We find good
agreement between the two methods within the uncertainties
from the finite MC integration statistics, which are typically
at the permille level.!

4 Results

In this section we present the main results of this work,
namely the impact of the ATLAS direct photon production
data at /s = 8 TeV on the NNPDF3.1 global analysis.
NNPDF3.1 is the most up-to-date NNPDF release, includ-
ing a wealth of new Tevatron and LHC datasets from pro-
cesses such as Drell-Yan and 7 pair-production and the

I These fast NLO APPLgrids, matching the selection cuts and the
binning of the ATLAS 8 and 13 TeV direct photon production measure-
ments, are available from the authors.

@ Springer

transverse momentum of Z bosons. In contrast to previous
fits, NNPDF3.1 independently parameterizes the charm con-
tent of the proton, eliminating any possible bias related to
the assumption that the charm PDF is generated perturba-
tively [62].

In this context, an important difference of the present work
as compared to the study of Ref. [13] is that the latter was
based on the NNPDF2.1 fit, where the information on the
gluon PDF was limited. This is not the case in NNPDF3.1,
where the gluon PDF is already reasonably well constrained
at medium and small-x from the combination of jet, 7, and
Z pr data, and therefore we expect the impact of the direct
photon data on the gluon to be moderate.

Here we will also study the impact of the direct photon
production data on fits based on reduced datasets, in partic-
ular the NNPDF3.1 no-LHC data and collider-only fits. We
also compare other global PDF sets to the direct photon mea-
surements, specifically MMHT 14, CT14, and ABMP16. The
corresponding comparisons with the ATLAS 13 TeV mea-
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Fig. 4 The ratio of the APPLgrid computations of the NLO QCD
cross-section to the corresponding MCFM v6.8 result for the kinematics
of the first three rapidity bins of the ATLAS 8 TeV measurement, using
in both cases the NNPDF3.1 set as input

surements as well as with the 13/8 cross-section ratio will
then be presented in the next section.

4.1 Comparison to the experimental data

To begin with, using the NNLO QCD theory supplemented
with LL electroweak corrections described in Sect. 3, we have
computed the differential cross-sections for the E ; distribu-
tions of the ATLAS 8 TeV measurement for different PDF
sets. In all cases we use their default value for the strong
coupling constant; for NNPDF3.1, MMHT14 and CT14 this
is as(mz) = 0.118 and for ABMP16, og(mz) = 0.1147. In
Fig. 5 we show the comparison of these theoretical predic-
tions normalized to the central value of the ATLAS measure-
ments, where the error bars on the experimental data are the
sum in quadrature of the statistical and systematic uncertain-
ties, while the error bands for the theory predictions include
only the PDF uncertainties.

From the comparisons of Fig. 5 we see that across the first
three rapidity bins, the various sets are in good agreement;
in particular in the 3rd bin, NNPDF, CT14 and MMHT14
are very close to each other. We also find that the NNPDF3.1
and ABMP16 sets lead to a better description of the high
E; region in the central bin. On the other hand, one can
clearly observe in the most forward bin a large disagreement
between theory and data, in particular for ABMP16.

These trends are further examined in Table 1, where we
compare the total x2/Ngq for the different PDF sets. We
note that in this x> computation the experimental definition
of the covariance matrix is used [63], as opposed to the 7
definition [64] which is only used during the fitting. From
Table 1 we see that none of the four PDF sets manage to
describe the most forward rapidity bin in a satisfactory way.
We have verified that this is still the case even when this
bin is included in the PDF fit. We show in Appendix A that

even upon the inclusion of the covariance matrix, the poor
description of the x? still exists in the 4th rapidity bin. We
therefore exclude this 4th rapidity bin from the analysis.

Then in Table 2 we show the same x2 comparison but
now using only NLO QCD theory and without the LL elec-
troweak corrections. In this case we find that the x2 in all
bins is rather poor. Interestingly, the most forward rapidity
bin exhibits a slight improvement in the x> values, which
however, remain large. As the most forward rapidity bin cor-
responds to the small-x region of one of the incoming partons,
it would be interesting to verify if the theoretical description
of this bin would be improved by including NLLx resumma-
tion of direct photon production, similar as what was done
in [65,66] for the HERA data. For the three rapidity bins used
in the fit, one finds a dramatic improvement in the descrip-
tion of the data upon including the higher-order QCD and
EW effects. This comparison highlights the phenomenolog-
ical importance of the recent NNLO QCD calculation, and
why only now we can robustly include the direct photon mea-
surements into the global PDF fits.

4.2 Impact on the global fit

In the following, we denote by NNPDF3.1 + ATLASy the
results of the fit obtained by adding the ATLAS 8 TeV direct
photon production cross-sections to the NNPDF3.1 NNLO
global analysis. In Table 3 we compare the resulting values
of )(2 / Ngat for each of the three rapidity bins included in the
fit as well as for their total. We find that the inclusion of the
ATLAS direct photon data improves the agreement between
the theoretical predictions and the experimental measure-
ments, with the total X2 / Nda decreasing from 1.12 down to
0.96. This improvement is particularly marked in the second
rapidity bin, where X2 / Ndat 1s reduced from 1.61 to 1.37.

These results suggest that the ATLAS photon measure-
ments seem to be consistent with the rest of the datasets in
NNPDF3.1. In order to further investigate this issue, and to
determine if the ATLAS photon measurements are in tension
with some of the other datasets included in the fit, In Table 4
we provide the breakdown of the x 2 / Ndat values for the indi-
vidual datasets, comparing the results from the NNPDF3.1
and NNPDF3.1 + ATLASY sets.

We observe that the overall fit quality upon inclusion of
the photon data is unchanged within statistical fluctuations.
In addition, we find that the direct photon data does not appear
to exhibit any tensions with existing datasets. In particular,
there are no tensions with other datasets which constrain the
gluon, such as top-quark pair and inclusive jets production
and the Z transverse momentum distributions. This stability
is further highlighted by the comparison in Table 5, where
we have grouped datasets together in families of related pro-
cesses. We find that the largest improvements in the values
of the x2/Ngq indeed correspond to those processes with
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tal statistical and systematic uncertainties have been added in quadra-
ture. The error bands for the theory predictions include only the PDF

Table 1 The x2/Ngqy values of
the 8 TeV ATLAS using NNLO
QCD theory supplemented with
LL electroweak corrections for
different PDF sets. We provide
the results for the four individual
rapidity bins in Eq. (2.1), as well
as their sum with and without
the most forward bin

Table 2 Same as in Table 1 but
with only NLO QCD theory and
without LL electroweak
corrections

@ Springer

uncertainties

Xz/Ndat

1st bin 2nd bin 3rd bin 4th bin Total Total excluding 4th bin
NNPDF3.1 0.81 1.61 0.89 1.97 1.83 1.12
MMHT14 1.94 2.49 1.02 2.19 2.31 1.89
CT14 1.63 2.18 0.96 2.02 2.01 1.65
ABMP16 1.38 2.70 1.27 7.78 3.50 1.91

Xz/Ndat

1st bin 2nd bin 3rd bin 4th bin Total Total excluding 4th bin
NNPDF3.1 1.55 2.35 1.44 1.83 1.69 1.71
MMHT14 3.37 343 1.57 2.08 2.73 2.87
CT14 291 3.03 1.51 1.99 2.51 2.57
ABMP16 248 4.19 2.03 3.19 2.59 2.53
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Table 3 The X2 /Ngar values for the 8 TeV ATLAS data for the
NNPDF3.1 and NNPDF3.1 + ATLASY fits, both for three rapidity bins
included in the fit and for their total

x*/Naat

1st bin 2nd bin 3rd bin Total
NNPDF3.1 0.81 1.61 0.89 1.12
NNPDF31+ATLASy 0.66 1.37 0.82 0.96

sensitivity to the gluon PDE. We can thus conclude that the
constraints on the gluon from direct photon production are
consistent with those of the rest of the datasets in NNPDF3.1.

In order to quantify the impact of the ATLAS direct photon
data into the PDFs, in Fig. 6 we show the comparison of
the gluon PDF at O = 100 GeV between the NNPDF3.1
and NNPDF3.1 + ATLASYy fits, normalized to the central
value of the former. In the same figure, we also compare the
corresponding relative one-sigma PDF uncertainties in both
cases. We find two main implications of adding the photon
data into NNPDF3.1. The first one is a moderate reduction of
the gluon PDF uncertainties in the region 1072 < x < 0.4,
which is consistent with the kinematic coverage spanned by
the ATLAS measurements shown in Fig. 2.

The second is a downward shift of the gluon central
value in the large-x region, by an amount of up to two
thirds of the PDF uncertainty. For instance at x ~ 0.4 the
gluon in NNPDF3.1 + ATLASy is about 4% smaller than
in NNPDF3.1. Interestingly, the same trend was observed
when adding top-quark pair differential distributions to
NNPDF3.0 [6]. The overall consistency of the ATLAS direct
photon data with the NNPDF3.1 dataset is highlighted by the
fact that in the whole range of x the two fits are consistent
within uncertainties.

In addition to the impact of the photon data on the gluon,
it is important to determine if the new data is consistent
with the quark PDFs. In Fig. 7 we show the comparison of
the quark PDFs at O = 100 GeV between the NNPDF3.1
and NNPDF3.1 + ATLASy fits. We find only rather small
changes upon the addition of the photon data, both in terms
of central values and of uncertainties, The exception is the
charm PDF, which decreases in uncertainty across the full x
range, partly due to its relation to the gluon via perturbative
evolution. We therefore conclude that the ATLAS data does
not introduce tensions with the quark PDFs, and furthermore
does not strongly impact the size of their respective uncer-
tainties.

Finally, in Fig. 8 we show the same comparison between
theory predictions and experimental data as in Fig. 5 now
for the NNPDF3.1 and NNPDF3.1 + ATLASy sets for the
three rapidity bins of the ATLAS 8 TeV data included in
the fit. We can see how in this case the predictions obtained
with NNPDF3.1 + ATLASy as an input move closer to the

Table 4 The values of X2 /Ngar for all the datasets included in
the present analysis, comparing the results from the NNPDF3.1 and
NNPDF3.1 + ATLASYy fits. The corresponding values for the ATLAS
8 TeV direct photon data are reported in Table 3

Dataset NNPDF3.1 NNPDF3.1 + ATLASy
NMC 1.30 1.28
SLAC 0.75 0.75
BCDMS 1.21 1.22
CHORUS 1.11 1.11
NuTeV dimuon 0.82 0.81
HERA I + II inclusive 1.16 1.16
HERA oNC 1.45 1.45
HERA F? 111 1.10
DY E866 (r]‘)‘JY/a]S'Y 0.41 0.46
DY E886 o” 1.43 1.41
DY E605 o? 1.21 1.21
CDF Z rap 1.48 1.49
CDF Run I %; jets 0.87 0.86
DO Z rap 0.60 0.60
DO W — ev asy 2.70 2.73
DO W — pv asy 1.56 1.56
ATLAS total 1.09 1.07
ATLAS W, Z 7 TeV 2010 0.96 0.96
ATLAS high-mass DY 7 eV~ 1.54 1.61
ATLAS low-mass DY 2011 0.90 0.91
ATLAS W, Z 7 TeV 2011 2.14 2.05
ATLAS jets 2010 7 TeV 0.94 0.92
ATLAS jets 2.76 TeV 1.03 1.01
ATLAS jets 2011 7 TeV 1.07 1.07
ATLAS Z pr 8 TeV (plT], M) 093 0.93
ATLAS Z pr 8 TeV (pITl, yu) 0.94 0.88
ATLAS o/ 0.86 1.09
ATLAS 17 rap 1.45 1.39
CMS total 1.06 1.04
CMS W asy 840 pb 0.78 0.78
CMS W asy 4.7 fb 1.75 1.76
CMS Drell-Yan 2D 2011 1.27 1.29
CMS W rap 8 TeV 1.01 1.06
CMS jets 7 TeV 2011 0.84 0.82
CMS jets 2.76 TeV 1.03 1.00
CMS Z pr 8 TeV (p[T[, M) 1.32 1.33
CMS o/ 0.20 0.24
CMS 17 rap 0.94 0.93
LHCb total 1.47 1.42
LHCb Z 940 pb 1.49 1.49
LHCb Z — ee 2 fb 1.14 1.16
LHCb W, Z — n7TeV 1.76 1.69
LHCb W, Z — n 8 TeV 1.37 1.30

Total dataset 1.148 1.146
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Table 5 Same as Table 4 now

with individual experiments NNPDF3.1 NNPDF3.1 + ATLASy
grouped into families of Fixed-target lepton DIS 1.207 1.203
processes . .
Fixed-target neutrino DIS 1.081 1.087
HERA 1.166 1.169
Fixed-target Drell-Yan 1.241 1.242
Collider Drell-Yan 1.356 1.346
Top-quark pair production 1.065 1.049
Inclusive jets 0.939 0.915
Z pr 0.997 0.980
Total dataset 1.148 1.146
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Fig. 6 Left: comparison of the gluon PDF at 0 = 100 GeV between the NNPDF3.1 and NNPDF3.1 + ATLASy fits, normalized to the central
value of the former. Right: the corresponding relative one-sigma PDF uncertainties in each case
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Fig. 8 Same as Fig. 5, now comparing the NNPDF3.1 and NNPDF3.1 + ATLASy sets for the three rapidity bins of the ATLAS 8 TeV data included

in the fit

central values of the experimental data as compared to the
NNPDF3.1 baseline, although by a small amount. These find-
ings are consistent with the corresponding variations at the
PDF level discussed in Figs. 6 and 7.

4.3 Impact on fits based on reduced datasets

In addition to assessing the impact of the ATLAS direct pho-
ton production data when added to the NNPDF3.1 dataset,
we have also studied its impact on fits using reduced datasets,
specifically the NNPDF3.1 collider-only fit and no-LHC fits.
The former excludes all DIS and Drell-Yan fixed-target data,
with the motivation that collider observables might be cleaner
and under better theoretical control, while the latter excludes
all LHC measurements for specific applications such as in
searches for BSM physics.

In the two cases, we find a good overall agreement between
theory and data, as indicated in Table 6. For the fit with-
out LHC data, the total yx 2 /Ndat is reduced from 1.49 to
1.00. Recall that in this fit the constraints on the medium and
large-x gluon are much looser, basically coming only from
the Tevatron jet data, and thus one expects the impact of the

ATLAS direct photon data to be more significant. For the col-
lider only fit, the total x2/Ngy is already very good to begin
with, 0.94, and is further reduced to X2 /Ngar = 0.87 upon
the addition of the photon data. This moderate improvement
is consistent with the fact that the bulk of the gluon-sensitive
datasets in NNPDF3.1 are already included in the collider-
only dataset. Another interesting result from Table 6 is that
in all cases an improved description of the three rapidity bins
is obtained.

Next in Fig. 9 we show the same comparisons as in
Fig. 6 but now for the NNPDF3.1 no-LHC and collider-
only fits. In the case of the no-LHC fit, we find that the
impact of adding the ATLAS photon data is larger than in
the global fit, both in terms of the shift in the gluon cen-
tral values and in the reduction of its PDF uncertainties.
This is consistent with the fact that g(x, Q2) is less con-
strained in the no-LHC fit than in the global fit. The trend in
central values is the same for the collider-only fits: moder-
ate enhancement at medium x followed by a suppression at
large x. The impact of the ATLAS photon data is also mod-
erate at the level of PDF uncertainties in the collider-only
fit.
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Table 6 Same as Table 3, now

2
for the NNPDF3.1 fits based on L OF $€t X~/ Naa
reduced datasets 1st bin 2nd bin 3rd bin Total

NNPDF3.1 no LHC data 1.26 2.07 0.96 1.49

NNPDF3.1 no LHC data + ATLASy 0.66 1.39 0.84 1.00

NNPDEF3.1 collider only 0.89 1.29 0.68 0.94

NNPDEF3.1 collider only + ATLASy 0.92 1.15 0.64 0.87
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Fig. 9 Same as Fig. 6 for the NNPDF3.1 no-LHC (upper) and collider-only (lower plots) fits

To summarize, the results of this study demonstrate that
the qualitative impact of the ATLAS 8 TeV direct photon pro-
duction data on the gluon PDF in the fits based on reduced
datasets is consistent with that of the global analysis. In all
cases, we find an improvement in the quantitative description
of the ATLAS data, as shown in Table 6. Interestingly, we
also find that the direct photon data prefer a softer gluon at
large x irrespective of the input dataset used, a trend that is
similar to the one induced by the top-quark pair differential
cross-sections.

5 Direct photon production at 13 TeV

In this section we present the comparison between state-of-
the-art theoretical predictions and experimental data for the
recent ATLAS measurements of direct photon production at
13 TeV [38]. The motivation is two-fold. On the one hand, we
want to verify whether or not we can quantitatively describe

@ Springer

direct photon production at 13 TeV, and in particular under-
stand if the disagreement found for the most forward bin at 8
TeV (see Sect. 4.1) is also present at a higher center-of-mass
energy. On the other hand, we aim to provide predictions
for direct photon production at 13 TeV that include the con-
straints from the same process at 8 TeV: we will do this by
using the NNPDF3.1 + ATLASy fit constructed in the pre-
vious section.

To begin with, in Table 7 we provide the x2/Ngy val-
ues for different NNLO PDF sets to the ATLAS 13 TeV
measurements using the theory settings described in Sect. 3.
We also include here the predictions using the NNPDF3.1 +
ATLASy set, which accounts for the constraints of the 8 TeV
photon measurements. We find that the different PDF sets
provide an equally satisfactory description of this dataset,
with the total X2 /Ndar =~ 1 in all cases. In particular, we
find an excellent description of the most forward rapidity
bin (with the exception perhaps of ABMP16), in contrast to
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Table 7 Same as Table 1 for the >

ATLAS 13 TeV direct photon PDF set X~/ Nea

production measurements 1st bin 2nd bin 3rd bin 4th bin Total
NNPDF3.1 0.68 0.53 0.28 0.47 0.65
NNPDF3.1 + ATLASy 0.70 0.49 0.30 0.46 0.65
MMHT14 0.81 0.73 0.27 0.45 0.70
CT14 0.75 0.65 0.28 0.41 0.64
ABMP16 0.82 0.89 0.20 1.56 1.05

what was found at 8 TeV. One should note, however, that
this measurement is based on a relatively small integrated
luminosity, Line = 3.2 fb~!, and therefore its uncertainties
are larger than for the 8 TeV case, explaining the reduced
discrimination power.

As can be seen from Table 7, the differences in the val-
ues of x? between NNPDF3.1 and NNPDF3.1 + ATLASy
are small. This may be further observed in Fig. 10, where
we compare the theory predictions for the 13 TeV data with
both NNPDF3.1 and NNPDF3.1 + ATLASy. In addition to
the PDF uncertainties shown in the previous cases (darker
bands), here we also include the scale uncertainties asso-
ciated with the NNLO QCD calculation (lighter bands), as
discussed below. The two PDF sets are in good agreement
with each other and the limited statistics of the measurement
do not allow us to discriminate among them. This can also
be seen from the fact that the experimental uncertainties are
significantly larger than the differences between the two the-
oretical predictions. It is also interesting to take a closer look
at the most forward rapidity bin of the 13 TeV measurement,
which in the 8 TeV case had to be excluded from the fit.
Here instead we find reasonably good agreement between
theory and data, although again, there are larger experimen-
tal errors in this bin and therefore one cannot conclude that
the description of the 13 TeV data is better than at 8 TeV.

As mentioned above, we also indicate in Fig. 10 the scale
uncertainties associated with the NNLO QCD calculation
(shown as the lighter error bands) in addition to the standard
PDF uncertainties. These scale uncertainties have been esti-
mated using the standard practice of independently varying
the renormalization p g and factorization u r scales by a fac-
tor of two. For the majority of E ; bins, the scale uncertainty
is O(5%), reaching a maximum of O(10%) in the most for-
ward rapidity bin athigh E ; AtNLO, we find the typical size
of the scale uncertainty to be approximately double that of
the NNLO one, thus compounding the requirement to have
the NNLO predictions in order to adequately describe the
direct photon data.

One of the main differences that arises in the comparison
between data and theory at 8 and 13 TeV, as we discussed, is
that the most forward rapidity bin is poorly described in the
former case, while it is reasonably well described in the lat-

ter. A possible way forward to understand the origin of this
discrepancy is to take ratios of the cross-section measure-
ments at the two centre-of-mass energies. Such ratios are
useful since many theoretical and experimental systematic
uncertainties cancel out [67], allowing us to elucidate pos-
sible issues arising for individual center-of-mass energies.
With this motivation, we have constructed the following ratio

/dU(Ey, n’)
13 TeV dE;ng

for those bins where both E; and 7” overlap between
the two center of mass energies, corresponding to a total
of 47 bins. Since the experimental covariance matrix is
not available at 13 TeV and the description of the 4th
rapidity bin is poor at 8 TeV both with and without the
covariance matrix, the uncertainty on the ratio Eq. (5.1)
is obtained by adding in quadrature the total experimental
errors in the numerator and the denominator. For the the-
oretical calculation of Eq. (5.1), the correlation between
the PDF uncertainties at 8 and 13 TeV is accounted
for.

In Fig. 11 we show a comparison between the experi-
mental measurements of the Ry3/8(E Y, nY) ratio, Eq. (5.1),
with the corresponding calculations using the NNPDF3.1 and
NNPDF3.1 + ATLASy sets, normalized to the central value
of the experimental data. Here the theoretical uncertainty
band includes only the contribution from the PDF uncertain-
ties. From this comparison we find that there is good agree-
ment between data and theory for all the bins, including for
the most forward rapidity bin which was problematic at 8
TeV. The results of Fig. 11 suggest that the underlying reason
for the disagreement at 8 TeV in the most forward bin, either
an inadequacy of the theory calculation or some issue with
the experimental measurement, is a common effect between
the two center of mass energies which mostly cancels out
when computing their ratio.

In order to further understand how the cross-section ratio
Eq. (5.1) behaves as a function of E; and 7, in Fig. 12 we
show the same comparison as in Fig. 11 but this time without

do(E},n")

Ri38(EN, nY) = JELdn

8 TeV,
(5.1)
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Fig. 10 Same as Fig. 8 for the ATLAS 13 TeV direct photon measurements. In addition to the PDF uncertainties shown in the previous cases
(darker bands), here we also include the scale uncertainties associated to the NNLO QCD calculation (lighter bands)

normalizing to the experimental data. We can see that there is
excellent agreement between theory and data in all rapidity
bins, both at low and high values of E Y. moreover, we can
also observe that the trend in the data-theory agreement is
consistent across all the rapidity bins. These results therefore
compound the argument that there is some inadequacy in
either the theory or the experimental analysis for the most
forward bin at \/s = 8 TeV.

In order to substantiate this point, in Table 8 we provide
the X2 /Ndat values for the ratio of cross-sections between
13 and 8 TeV, Eq. (5.1), with different input PDFs. As we
can see from this comparison, all PDF sets are in agree-
ment with the cross-section ratios, both for the total dataset
and for the individual rapidity bins. In particular, we find
that the description of the cross-section ratio Ri3/g in the
most forward bin is the best with NNPDF3.1 + ATLASy.
Table 8 provides further evidence that the origin of the dis-
agreement between theory and data at 8 TeV in this bin is
common with the 13 TeV case, since it mostly cancels in the
ratio.
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6 Summary

The quantitative understanding of the detailed features of
photon production at the LHC is of crucial importance for
a wide range of analyses, from searches for Higgs decays
and BSM resonances to precision Standard Model measure-
ments. In this work, we have revisited the possibility of using
direct photon production from the LHC to constrain the par-
ton distribution functions of the proton within a global QCD
fit. By using state-of-the-art NNLO QCD calculations com-
bined with LL electroweak corrections, we have quantified
the impact of the ATLAS 8 TeV photon production data on
the gluon PDF from the NNPDF3.1 global analysis.

Our results indicate that the LHC direct photon produc-
tion data leads to both a moderate reduction of the gluon
uncertainties at medium-x and a preference for a somewhat
softer central value at large-x. These effects are more marked
when the direct photon data is added on top of fits based
on reduced datasets, in particular the NNPDF3.1 no-LHC
fit. We have also demonstrated that including both NNLO
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Fig. 11 Comparison between the experimental measurements of the Ry3/5(E Y, 1) ratio and the corresponding theoretical calculations using
NNPDF3.1 and NNPDF3.1 + ATLASy, normalized to the central experimental value. The theory band includes only the contribution from the

PDF uncertainties

QCD and LL electroweak corrections is required in order
to achieve a quantitative agreement with the experimental
data for the entire kinematic range in E ¥ and n”. Moreover,
we find that the constraints from the direct photon data are
consistent with those of other gluon-sensitive measurements
included in NNPDF3.1 such as the Z pr, inclusive jets, and
t1 differential distributions.

Here we have also provided theoretical predictions for the
ATLAS measurements of direct photon production at 13 TeV
as well as for the ratio of cross-sections between 13 and 8
TeV. In this case, we find that due to the relatively small
integrated luminosity used for the 13 TeV measurement, its
discrimination power is rather limited. It would therefore
be important to repeat the 13 TeV analysis using the full
integrated luminosity of Run II, in order to complement the
information provided by the 8 TeV data. In this respect, it
is essential that the experimental collaborations make public
the covariance matrices of their measurements, else their lack

of availability limits the physics output that can be extracted
from their own data.

Our results demonstrate that there is no reason, neither in
principle nor in practice, for excluding collider direct pho-
ton data from a global PDF analysis. Indeed, the most pre-
cise LHC measurements available agree well with state-of-
the-art theoretical predictions, and the latter can be included
in global PDF analyses using fast interpolation tables. The
information provided by the ATLAS 8 TeV direct pho-
ton measurements turns out to be consistent with the con-
straints provided by other gluon-sensitive datasets included
in NNPDF3.1, and leads to a moderate reduction of the gluon
uncertainties. For these reasons, collider direct photon pro-
duction should be rightfully restored to its well-deserved
position as a full member of the global PDF analysis toolbox.

The main output of this work, the NNPDF3.1 + ATLASy
NNLO fit, is available in the LHAPDF 6 format [60] from the
NNPDF collaboration webpage

@ Springer
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Fig. 12 Same as in Fig. 11 without normalizing to the experimental data
Table 8 Same as Table 1 for the 2
ratio of cross-sections between PDF set X~/ N
13 and 8 TeV, Eq. (5.1) 1st bin 2nd bin 3rd bin 4th bin Total
NNPDEF3.1 0.66 0.75 0.79 0.45 0.68
NNPDF3.1 + ATLASy 0.58 0.72 0.77 0.41 0.64
MMHT14 0.96 0.85 0.83 0.50 0.82
CT14 0.90 0.80 0.80 0.52 0.79
ABMP16 0.84 0.90 0.95 0.69 0.87

http://nnpdf.mi.infn.it/for-users/unpolarized-pdf-sets/

with the file name NNPDF31 nnlo_as 0118
directphoton. Inaddition, the fast NLO tables computed
using MCFM and APPLgrid for the ATLAS 8 and 13 TeV
direct photon measurements produced in this work, together
with the corresponding NNLO/NLO K -factors Eq. (3.5), are
also publicly available from the same website.
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A The impact of correlations in the systematic
uncertainties

The baseline results of this work, presented in Sect. 4, have
been obtained by adding in quadrature the statistical and
experimental uncertainties, except for the luminosity uncer-
tainty which is treated as fully correlated among all the data
bins. As mentioned in Sect. 2, we only realised after the
completion of this work that the full breakdown of the experi-
mental systematic uncertainties corresponding to the ATLAS
8 TeV measurement had just been posted in HepData. The
same breakdown of the experimental systematic uncertain-
ties, however, is not yet available for the 13 TeV data. In this
appendix, we study the impact of accounting for the effects
of the correlations among the systematic uncertainties of the
8 TeV ATLAS data both at the level of parton distributions
and of the values of the x2.

We will consider here two scenarios for the correlation
model. In the first one, all sources of systematic uncer-
tainty are fully correlated among the data bins. In the sec-
ond one, a subset of sources of systematic errors will be
considered as uncorrelated between data bins. Specifically,
using the notation used in the corresponding HepData
entry,” the following sources are treated as point-to-point
uncorrelated: sysPhotonID, sysPhotonIsolation,
sysBackgroundID, sysBackgroundIsolation
sysEnergyResolution. Thereason for these two choices
is that, initially, the ATLAS analyzers recommended to treat
all errors as fully correlated, but at a later stage they pro-
vided us with an updated recommendation for their corre-
lation model based on the decorrelation of some systematic
sources.

Let us first of all discuss the impact of the experimental
correlations at the PDF level. We will show results with the
first correlation model, where all sources of systematic uncer-
tainties are fully correlated bin-to-bin. In Fig. 13 we show the
same comparison as in Fig. 6, now adding the results of the
fit including the correlations between the experimental sys-
tematic uncertainties (labelled as “refit”’). Reassuringly, the
results are reasonably similar as compared to the fit where
these correlations are neglected, though there are some small
differences. In particular, concerning the PDF central values,
the shift as compared to NNPDF3.1 is reduced once the cor-

2 https://hepdata.net/record/ins1457605.

Table 9 The values of the x2 per data point including the informa-
tion on the correlation of systematic uncertainties. We show the results
for three fits: the baseline NNPDF3.1, the NNPDF3.1 + ATLASYy fit
presented in Sect. 4, and the corresponding fit using the correlated x>
for the minimisation (labelled as “refit”’) and shown in Fig. 13. Note
that the first two of these fits have been obtained from the minimisation
of x? which does not include the information on the correlations of
systematic uncertainties

X 2/ N dat

Istbin  2nd bin 3rd bin  Total
NNPDF3.1 1.52 3.95 2.57 3.03
NNPDF31+ATLASy 1.40 3.90 2.53 3.02
NNPDF31+ATLASy (refit) 1.51 3.93 2.57 3.00

relations are accounted for. At the level of uncertainties, we
also find a similar pattern as the one shown in Fig. 6, with the
main differences being that the PDF error reduction is a bit
more marked for x < 0.05 and is somewhat less important
for larger values of x. All in all, the qualitative impact of
the ATLAS 8 TeV direct photon data on the PDFs is similar
irrespective of whether or not one includes the information
on correlations in the x?2 definition.

Turning now to the comparison at the fit quality level, in
Table 9 we show the values of the x 2 per data point including
the information on the correlation of systematic uncertainties.

We display the results for three fits: the baseline NNPDF3.1,
the NNPDF3.1 + ATLASy fit presented in Sect. 4, and the
corresponding fit using the correlated x 2 for the minimisation
(labelled as “refit”’) and shown in Fig. 13. Note that the first
two of these fits have been obtained from the minimisation of
%2 which does not include the information on the correlations
of experimental systematic uncertainties. The consistent val-
ues of the x 2 / Nga for these two fits were reported in Table 3,
where excellent agreement with the data was found.

From the comparison between the results of Tables 9 and 3
we find that the fit quality is poorer once the information on
correlated systematics is accounted for. In particular one gets
a total x2/Nga ~ 3 for the NNPDF3.1 + ATLASYy fit as
compared to x2/Ngy = 1 in the corresponding case where
these correlations are neglected. The description of the first
rapidity bin is still satisfactory, but not that of the second and
third rapidity bins. While the origin of these poor x? values is
still not understood, similar issues have been reported in the
case of the ATLAS inclusive jet measurements by different
groups (see e.g. [10,68]). Here we have tried to vary the
nominal correlation model, for instance by neglecting the
correlations between different rapidity bins, but this does not
modify the numbers in Table 9 in any significant way.

We have also verified that the most forward rapidity bin is
still very poorly described once the full information on exper-
imental correlations is taken into account. Using NNPDF3.1
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Fig. 13 Same as Fig. 6, now adding to the comparison the results of the fit including the correlations between the experimental systematic

uncertainties (labelled as “refit””)

Table 10 Same as Table 9, where now the numbers in the second row
have been computed using the partial decorrelation model for the exper-
imental covariance matrix. See text for more details

X 2/Ndat

1st bin 2nd bin 3rd bin Total
NNPDF3.1 1.52 3.95 2.57 3.03
NNPDF3.1 (part. decorr.) 1.09 2.64 1.88 1.98

as input, one finds x2/Ngy =~ 5.2 for the fourth rapidity
bin of the ATLAS 8 TeV measurement, a number which is
mostly unchanged when this bin is included in the fit. This
result provides further evidence in support of our decision to
exclude this bin from our baseline fits.

Let us now turn to discuss the case of the second cor-
relation model mentioned above, namely the one where a
selected number of sources of systematic error are treated
as uncorrelated. In Table 10 we show the same comparison
as in Table 9 where now the numbers in the second row
have been computed using the partial decorrelation model
for the experimental covariance matrix. We can observe a
marked improvement as compared to the case where all sys-
tematic errors are treated as fully correlated among data bins,
although the data/theory agreement is still not ideal. This
result suggests that a further study of the correlation model
of this measurement might further improve the numerical
agreement between theory and data, for example in the case
of a partial decorrelation of some of the other systematic
sources. Such a study, which might be advantageous also for
other LHC measurements such as jet production, is however
beyond the scope of this paper.

To summarise, we find that once the information on the
experimental correlated systematics is included in the x?
definition, the differences at the PDF level are rather mod-
erate and consistent with our baseline results, but that the
numerical values of the x? are higher. We also find that these
x? values are rather sensitive to the underlying correlation
model, in particular to whether some specific sources of sys-
tematic errors are correlated or not between data bins. These

@ Springer

poor x? values deserve further investigation in the future in
order to elucidate their underlying origin. It is in any case
reassuring that the impact of the ATLAS direct photon data
at the PDF level is mostly unaffected by this, validating the
results presented in Sects. 4 and 5 of this work.

B Reweighting study

An alternative strategy to quantify the impact of the ATLAS
direct photon production measurements on the NNPDF3.1
global analysis is the Bayesian reweighting procedure [36,
37]. This technique allows one to determine the effects of a
new dataset onto a Monte Carlo PDF set without refitting, and
is therefore less computationally intensive. The only required
inputs are the values of the figure of merit sz to the new
dataset computed using each of the Ny, replicas of the prior
PDF set.

Given a dataset with ngy data points, the Bayesian
reweighting procedure assigns a weight wy, to the k-th Monte
Carlo replica given by

1 1
(Xlg)j(ndatfl)e—j)(/?

Wy = )
Ly 029 L nga—1) =5 7
Nrep Z:/(’=1(Xk)2 ’ e 2%

k=1,..., Nep,
(B.1)

so that replicas that lead to theoretical predictions in dis-
agreement with the new dataset (and that thus lead to larger
X kz) receive a small weight and are thus effectively discarded.
The reweighting procedure also defines the effective number
of replicas, Negf, given by the Shannon entropy:

N, rep

D Wk log<Nrep/wk)}, (B.2)

rep k=1

Neff = exp{

which allow us to quantify how strongly the new data restricts
the prior PDF set by how many replicas are left. The inter-
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Table 11 Same as Table 3, now 2
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corresponding to the reweighted NNPDF3.1 NNPDF3.1 + ATLASy (fit) NNPDF3.1 + ATLASy (rw)
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Fig. 14 Same as Fig. 6 now adding to the comparison the results of the NNPDF3.1 + ATLASy (rw) set obtained by applying the Bayesian

reweighting procedure

pretation of Eq. (B.2) is that the smaller the ratio Neff/Nrep,
the higher the amount of new information that is being added
by this specific experiment into the fit.

Using identical experimental data, kinematic cuts, and
theoretical settings adopted to produce the NNPDF3.1 +
ATLASy set described in Sect. 4, we have reweighted the
NNPDF3.1 NNLO set with Nyp = 100 replicas using
Eq. (B.1). The resulting reweighted PDF set is denoted by
NNPDF3.1 + ATLASy (rw). This reweighted set has been
subsequently unweighted to a reduced number of replicas
equal to the effective number of replicas ﬁrep = Nefr, which
can then be directly compared with the results of Sect. 4.
For the total ATLAS direct photon production 8 TeV dataset,
we find that Negr = 91. In other words, Negr/Nrep = 0.91,
reflecting the moderate impact of the direct photon data on
the NNPDF3.1 analysis

In Table 11 we provide the same comparison as in Table 3,
now adding as well the x2/Ngqy values corresponding to
NNPDF3.1 + ATLASy (rw) set. We also indicate the value for
Negr corresponding to the total dataset. Note that we evaluate
the reweighted y 2 in each of the rapidity bin using the weights
i computed from the full dataset. The overall agreement
between the fitted the reweighted versions of NNPDF3.1 +
ATLASy (rw) is reasonably good, with residual differences
traced back to the moderate loss of information involved in
the reweighting. From Table 11 we observe that the value of
X 2 / Ndat for the ATLAS direct photon data is 1.12 before the
fit, reduced to 0.96 in the fit and 1.03 after reweighting, so
both methods yield consistent results taking into account the
statistical fluctuations of the x 2 itself.

Concerning the comparison between fitting and reweight-
ing at the PDF level, in Fig. 14 we show an updated version
of Fig. 6 now adding also the results of the NNPDF3.1 +
ATLASy (rw) set. We see that the results of both gluons are
close to each other, and in particular that both the fitted and
reweighted versions of NNPDF3.1 + ATLASy (rw) exhibit
the clear preference for a somewhat softer gluon at large x.
In terms of the gluon PDF uncertainty, also here the results
of the fitted and reweighted sets are reasonably similar. Note
that in particular in the large-x region, x > 0.2, the reduc-
tion of the PDF uncertainties as compared to the baseline
determined using the two methods is identical.

To summarize, the fitted and the reweighted versions of
the NNPDF3.1 + ATLASy PDF set are in good agreement
with each other. This agreement could be further improved
if a larger prior would have been used, specifically the
NNPDF3.1 NNLO set with Nesr = 1000 replicas. This is
however not required here, since our goal was limited to pro-
viding a validation of the qualitative features of the fit results
by means of an independent technique.
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