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Abstract The question of the global regularity versus finite- time blowup in solutions
of the 3D incompressible Euler equation is a major open problem of modern applied
analysis. In this paper, we study a class of one-dimensional models of the axisymmet-
ric hyperbolic boundary blow-up scenario for the 3D Euler equation proposed by Hou
and Luo (Multiscale Model Simul 12:1722-1776, 2014) based on extensive numerical
simulations. These models generalize the 1D Hou-Luo model suggested in Hou and
Luo Luo and Hou (2014), for which finite-time blowup has been established in Choi
et al. (arXiv preprint. arXiv:1407.4776, 2014). The main new aspects of this work are
twofold. First, we establish finite-time blowup for a model that is a closer approxima-
tion of the three-dimensional case than the original Hou—Luo model, in the sense that
it contains relevant lower-order terms in the Biot—Savart law that have been discarded
in Hou and Luo Choi et al. (2014). Secondly, we show that the blow-up mechanism is
quite robust, by considering a broader family of models with the same main term as
in the Hou—Luo model. Such blow-up stability result may be useful in further work
on understanding the 3D hyperbolic blow-up scenario.
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1 Introduction

The main purpose of this paper is to contribute to the analysis of a recently discov-
ered scenario for singularity formation in solutions of 3D Euler equation. The 3D
axisymmetric Euler equation with swirl is given by
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where u” and u® can be calculated via

u = ﬂ, ut = _ﬂ’ 3)
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One can write " and u* in terms of w by computing the Green’s function of the above
elliptic PDE; more details can be found in Majda and Bertozzi (2002).

The numerical simulations performed in Luo and Hou (2014) consider fluid con-
tained in an infinite cylinder with periodic boundary conditions in z and no flux
condition at the boundary of the cylinder. The initial data are given by nonzero swirl
u?, which is odd in z, while the angular vorticity is originally zero. For a particular
example of such initial data, very fast growth of angular vorticity is observed at a ring
of hyperbolic points defined by the boundary of the cylinder and z = 0. As the first
step toward rigorous analysis of this scenario, a 1D model inspired by the numerics
has been proposed in Luo and Hou (2014); Hou and Luo (2013). We will refer to this
1D model as Hou—Luo (HL) model. The HL model is given by

W + uw, = 6y 5)
0, + uby =0 6)
Uy = Hw, (7)

where H is the Hilbert transform and the space domain is taken to be periodic, S'
(the R! setting can also be considered). One should think of the x coordinate as
corresponding to the z direction in the original equation. Equivalently, if w is mean
zero over the period, we can write the Biot—Savart law for u as

1
u(x,t) =kxw(x,t) where k(x)= —log|x|. (8)
b4

In the periodic case, w in the formula above is extended to all real line where the
convolution is applied. The convergence of the integral is understood in the appropriate
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principal value sense. In Choi et al. (2014), finite-time blowup is shown for (5)—(7)
for a large class of smooth initial data.

There has been other work motivated by Hou-Luo computations and relevant to
understanding the hyperbolic boundary blow-up scenario. Kiselev and Sverak (2014)
show very fast (in fact, optimal) growth of Vw in solutions of 2D Euler equation in
a geometry related to the Hou—Luo scenario. Choi et al. (2015) analyzed a 1D model
related to the HL model, but with a simplified Biot—Savart law inspired by Kiselev and
Sverak (2014). They established finite-time blowup for a broad class of initial data.
Hou and Liu (2015) have described the blow-up solutions in the CKY model in more
detail and showed that these solutions possess self-similar structure.

We note that the tradition of 1D models in fluid mechanics goes back many years.
One of the earliest of these models was proposed by Constantin et al. (1985) and later
inspired other models Gregorio (1990), Cordoba et al. (2005); see also Do et al. (2015),
Hoang and Radosz (2015) for recent related work. It is fascinating that many natural
questions about solutions to these models remain unanswered. We refer the reader to
Choi et al. (2014) for a survey of this subject.

In this paper, our first theorem is the generalization of the results of Choi et al.
(2014) to the model with the following adjusted choice of Biot—Savart law:

1 |x]
u(x,t) =k*xw(x,t) where k(x) =—1log ———. O]
T g /x2 +a2

It has been observed already in Luo and Hou (2014), Choi et al. (2014) that the kernel
(9) appears naturally in the reduction of the 3D Euler equation to the 1D model of
hyperbolic blow-up scenario. Nevertheless, the simpler kernel (8) has been considered
as the first step. The difference between (9) and the original choice (8) is smooth, so
one can expect that the properties of the equations should be similar. However, the
actual proof of finite-time blowup in Choi et al. (2014) relies on fairly fine properties
of the Biot—Savart kernel, so the extension to (9) is far from immediate. In Sect. 3, we
prove finite-time blowup of solutions to the system (5) and (6) with law (9). While
we will be able to follow the framework of the blow-up proof developed in Choi et al.
(2014), many new estimates will be needed. Similarly to Choi et al. (2014), the proof
shows finite-time blowup for a rather wide class of the initial data.

For our second main result, we prove that the solutions to (5), (6) with even more
general kernels in the Biot—Savart law exhibit finite-time blowup as well. We will
modify (8) by adding a smooth function which preserves the symmetries of (5) and
(6) (and of the initial data). The details will appear in Sect. 4. To prove blowup, roughly
speaking, we isolate the “leading term” of dynamics that leads to blowup and persists
even with a more general Biot—Savart law. The proof is quite different from the first
result: The proof of finite-time blowup for the Biot—Savart law (9) relies, in the spirit
of Choi et al. (2014), on algebraic estimates which show that certain key quantities
are positive definite. On the other hand, the more general blow-up stability result is
proved in a perturbative fashion, utilizing a global bound on the L! norm of vorticity.
It may appear that our second result includes the first one, but it is not literally true as
in the second case we have to work with a much more restrictive class of initial data.
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One can think of our results as strengthening the case for studying the hyperbolic
blow-up scenario for the 3D Euler equation. By proving singularity formation for more
general Biot—Savart laws, one can view the blowup of (5)—(7) as a robust phenomenon
not dependent on the fine structure of the model. This may help to build a base for the
next step—rigorous analysis of the higher-dimensional problems.

2 Derivation of the Model Equations

To obtain a simplified model of (1), (2), the first step is to consider reduction to the 2D
inviscid Boussinesq equations. This system on a half-plane R x [0, c0) is given by

o +utwr +uwy = 6;
O +u'0y +u’0, =0 (10)

where u = (u*, u”) and is derived from w by the usual 2D Euler Biot—Savart law
u =V+(=Ap)~'w, with V! = (85, —9) and Ap Dirichlet Laplacian. The system
is classical and describes motion of 2D ideal buoyant fluid in the field of gravity. The
global regularity of solutions to 2D inviscid Boussinesq system is also open. This
problem is featured in the Yudovich’s list of “eleven great problems of mathematical
hydrodynamics” Yudovich (2003).

The fact that 2D inviscid Boussinesq equation is a close proxy for 3D axisymmetric
Euler equation, at least away from the axis r = 0, is well known (see, e.g., Majda and
Bertozzi 2002). Indeed, if in (1), (2), (3) and (4), we re-label o’ /r = w, ru’ = 6,
r =y,z = x,and set r = 1 in the coefficients, and we obtain (10). Since in the
Hou-Luo scenario, the fastest growth of vorticity is observed at the boundary of the
cylinder » = 1, and in particular away from the axis, the analogy should apply. In
Choi et al. (2014), to derive the HL model, the authors consider the system (10) in
the half-plane and restrict the system to the boundary {(x, y) : y = 0} so we have
u? = 0. To derive a closed- form Biot—Savart law for the 1D system, w is assumed to
be constant in y in a boundary layer close to the boundary of width @ > 0 and zero
elsewhere. Such assumption leads to a law defined by convolution with the following

kernel:
a
0
k(x1)=/ —
0o 0x2

where G p is the Green’s function of Laplacian in the upper half-plane with Dirichlet
boundary conditions. We know that

Gp((x1,x2), (0, y2)) dy>

x2=0

1 1
Gp(z,w) = EIOgIZ —w|— Eloglz —w', w"=(w, —wy),

and by a simple calculation, one gets

u(x) =k * w(x), 11
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where

|x|

- 1
Fx) = — log — |
x ¢ Vx2+a?

(12)

In Choi et al. (2014), the authors discard the smooth part of k (namely, %

log(+/x2 + a2)). In this paper, we will consider & directly or even more general per-
turbed kernels.

While the boundary layer assumption is strong and clearly does not hold for the
higher-dimensional case precisely, it is noted in Luo and Hou (2014) that the numerical
simulations of the full 3D Euler equation and of the reduced 1D model exhibit striking
similarity. Based on the numerical results about potential singularity profile for 3D
axisymmetric Euler equation (Luo and Hou 2014), we are particularly interested in
the case when w is periodic in x (formerly z) variable and will treat this case in the
next section. The periodic assumption is not crucial; in the appendix we will outline
the arguments which adjust the proof to the real line case.

We complete this section by stating a local well-posedness and a conditional regu-
larity result that we will need later. The system (5), (6), (9) is locally well posed and
possesses a Beale-Kato—Majda type criterion. We formalize this below.

Proposition 2.1 (Local Existence and Blow-Up Criteria) Suppose (wg,6y) €
H™SY x H™ Y SY) where m > 2. Then there exists T = T(wp, 0y) > 0 such
that there exists a unique classical solution (w,0) of (5), (6), (9) and (w,0) €
C([0, T1; H™ x H™TY). In particular, if T* is the maximal time of existence of such
solution, then

t
lim/ lux (-, T)|| Lo dT = 00. (13)
t/T* Jo

The proof of the proposition is relatively standard. A short discussion of this topic
can be found in Choi et al. (2014). A similar statement is also proved in detail in
Choi et al. (2015). An analogous result will apply to the systems with more general
Biot—Savart law that we will introduce later.

3 The Modified Hou-Luo Kernel: Periodic Case

In this section, we prove finite-time blowup of the system with the kernel given by
(9) and periodic initial data. From now on, we will refer to the kernel given by (8) as
the Hou—Lou kernel and to the kernel (9) as the modified Hou-Luo kernel. We will
denote the velocity corresponding to the Hou-Luo kernel as u g1 . In addition, we will
consider solutions with mean zero vorticity. A straightforward calculation shows that
the mean zero property is conserved for all times for regular solutions.

Letus start by deriving a simpler expression for the Biot—Savart law in the case when
the solution is periodic with period L. Our computations will be formal, ignoring the
lack of absolute convergence of the integrals involved; they can be made fully rigorous
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using standard regularization and approximation procedures at infinity. We periodize
the kernel associated with our velocity

we = [ ooy log KT 4
R B iy e e

1 L |x —y +nL|
—> [ w@)log —
Te0 J&x—y+nL)2+a

1 L
23 [ ot ogis -y +nLigy
T 0

neZ

1 L
~ 5 Z/O w(y) log((x+ia—y)+nL)+log((x —ia — y)+nL)) dy

nez
= (1(x — y))?
(x -y>nl:[1 (1 - W) dy

1 L
= —/ w(y)log
T Jo

_E/o o(y) log <x+ia—y>Hl(1——(”(x ) ) dy
1k ) (u(x —ia —y))?
_E/o () log (x—m—y)]‘[(l—T) dy
n=1

1 L
= _/ w(y)log|sin[u(x — y)]| dy
7 Jo
1 L
_ 2_/ w(y)log|sin(u(x —ia —y))sin(u(x +ia —y))|dy
7 Jo

where we set u = 7/L. In the last step, we used the fact that

ro==T1(1- (%))

n=1

is an entire function, its zeroes coincide with those of sin(uz), and f/(z) |Z:0 =1.A
quick computation leads to

eiu(x—ia) _ e—iu(x—ia) ei;/,(x+ia) _ e—ip,(x+ia)
2i 2i
eZpLa + e—2ua e21';Lx +e—2iy,x

sin u(x —ia)sin u(x +ia) =

4 4
= %(cosh(ZpLa) —cos(2ux))

= %(cosh(Zua) — 1) + sin®(ux)
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By a slight abuse of notation, let us rename the quantity (1/2)(cosh(2ua) — 1) to be
our new a > 0. We generally think of a as being small, though our estimates later
will be true for arbitrary positive a. Note that the new a has dimension of length?.
Combining the above calculations, our velocity # can be now written as

1 L
ue) = 5~ /O () (log |sin[j1(x = »)1| — log |sin’[ju(x = y)] +al) dy. (14)

The main result of this section is the following:

Theorem 3.1 There exist initial data with mean zero vorticity such that solutions to
(5) and (6), with velocity given by (14), blow up in finite time. That is, there exists a
time T* such that we have (13).

We will consider the following type of initial data:

(a) 6px, wo smooth, odd, periodic with period L
(b) Box, wo > 0on [0, 1L].

(©) 6p(0) =0
() l6ollcc =M
This can be visualized as follows:
Wo
0o
T
0 L L

Wo

Here we will need the following lemma to show that the solution will have a similar
structure as the above graph.

Lemma 3.2 Suppose (6, ) is the solution to the system (5)(6)(14) described in Propo-
sition 2.1. Then all the properties (a)(b)(c)(d) for our choice of initial data will be
propagated in time up until possible blow-up time.

Proof We provide a sketch the proof. From Proposition 2.1, one has the local well-
posedness for our system[(5)(6)(14)]; specifically, the solution is unique. We can
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directly verify that 6 (—x, t), —w(—x,t)or0(x + L, t), w(x + L, t) are also solutions
of our system. By assumed properties of the initial data and the uniqueness of solutions,
we obtain that these solutions coincide with 6(x, 1), w(x, t). This implies that w and
0, are odd and periodic with period L as long as wg and 6y, are odd and periodic.
Meanwhile, by the transport structure (6) and the non-positivity of u(x) for 0 <
x < %, we get that 8, > 0 as long as the solution is smooth. As a consequence,
w > 0 from the Eq. (5). Similarly, the properties (c)(d) are also consequences of the
transport structure. O

The proof of singularity formation will follow by contradiction. The overall plan
of the proof is based on finding appropriate functional of the solutions that blows up
in finite time and goes back at least to the classical blow-up argument in the nonlinear
Schrodinger equation (see, e.g., Glassey 1977). The motivation for the choice of initial
data above is the following possible blow-up scenario: We will have u < Oon [0, L /2]
and so 6 will be pushed toward the origin by the flow increasing its derivative. This
also causes w to be pushed toward the origin while increasing its L°° norm until there
is velocity gradient blowup at the origin. The argument is similar in spirit to Cordoba
et al. (2005) where the authors consider the quantity

0 w(x,t)
dx.
L

Due to the periodic structure, the more natural quantity to monitor is, similarly to
Choi et al. (2014),

[Slle]

/ 6(x,t)cot(ux)dx.
0

Since x = 0 is the stagnant point of the flow for all times while solution remains
smooth, and since 6y(0) = 0, blowup of the above integral implies loss of regularity
of the solution.

We begin with derivation of some useful estimates for u(x). Using that, due to our
symmetry assumptions, our initial data are also odd with respect to x = % and we
can write u as

1 L/2 L
L [/ +/ i|a)(y) (log | sin*[p(x — )|
b4 0 L/2

~log|sin[u(x = y)] +al ) dy

(e
Define

tan
Fx,y,a) = —12 (log
tan ux

u(x)

sin? ux+y)+a
sin? u(x —y) +a

sin? ju(x — sin” u(x —y)
sin ju(x + y)

)w(y)dy~
). (15)

sin? u(x +y) +a
sin? u(x —y) +a

sin? ju(x — y)
sin? u(x + y)
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Then the Biot—Savart law (14) can be written in the following form, which will be
handy in the proof:

1 L/2
u(x) cot(ux) = ;/O F(x,y,a)o(y)cot(ny)dy (16)

The majority of this section will be devoted to establishing properties of F that
will allow for a proof of finite-time blowup analogous to the one for H L model in
Choi et al. (2014). These properties are contained in the following lemma.

Lemma 3.3 (a) There exists a positive constant C depending on a such that
F(x,y,a) <—C <0forO<x <y<L/2

(b) Forany0 <y <x < % F(x,y,a) is increasing in x.

(¢) Forany 0 < x,y < %, cot(uy)(0x F)(x,y,a) + cot(ux)(0x F)(y, x,a) is
positive.

Note that F is not symmetric in x and y. Define

¢ .
K(x,y) = 204 s%nu(ery) 7
tan pux sin pu(x — y)
then
tan sin’
F(x.y.a) = —2K(x, y) + — 1 Tz“(x+y)+“ . (17)
tan pux sin“ u(x —y)+a

The term K (x, y) arises from the original HL. model, and one can view it as the
main contributor from F toward the blowup. In order to show Lemma 3.3, we first
need the following technical lemma for K (x, y).

Lemma 3.4 For simplicity, let us write K (x, y) in the following form:

_ tan(uy)
"~ tan(ux)

1
+1 . with s

N
s —

K(x,y) =slog (18)

Then it has the following properties:
(@ K(x,y)>O0forallx,y € (0, %L) withx # y
(b) K (x,y) =2 and Kc(x,y) > 0forall0 <x <y < 3L
©) K(x,y) > 252 and K (x, y)>0forall0 <y <x < %L

The detailed proof of Lemma 3.4 can be found in Choi et al. (2014), Lemma 4.1.

Proof of Lemma (3.3)(a) First, it is easy to see that F is non-positive. Indeed

. __a
sin? u(x +y) +a sin? pu(x+y)

sin? ux—y)+a

sin? ju(x — y)
sin? u(x + y)

<1 19)

|1+

__a
sin? p(x—y)
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because sin” i (x — y) < sin® u(x + y) if x, y € [0, L/2].

For the better upper bound, we first consider the region 0 < x < y < L/4. For
the region L/4 < x < y < L/2, if we take x* = % —x, y* = % — vy, then
0 < y* < x* < L/4, and re-labelling of the variables brings the kernel to the original
form. This means the argument for this region would follow from that for the region
0 <x <y < L/4. We divide our estimate of this region into four separate cases. Let

a* = min{a, 1]—6}.

Casel:@L=E<x<y<L/4

"
In this domain, we have sinuy > sinux > Smj(f),ux > L,ux > L /a*,
7 V2 NG

COS UX > COS LY > %, hence

sin’ ux—y) = sin’ w(x +y) — 4sin px sin (Ly cos (x cos (y
<sin® u(x +y) —a*,

SO
Fx. . a)<log sin pu(x — ) sin pu(x+y) +a* _ T S
e sin? L (x+y) sin® u(x —y)+a* 1+sin2;f:x—y)
(20)
< log sin /;ix+y) < —Cyla) <0 21

sin? ju(x+y)—a*

where Co(a) is a positive constant independent of x, y. In the last step we use the

a* a* -1 (a*)Z

fact that the function { 1 + — ) { I + = 1 — —5— isincreasing in z for
z z—a* b4

a* < z < 1 and fixed a*.

Case2:0<x <y < */57 < L/4
From Lemma 3.4 (b), we know

sin? (x — y)

tan
— 4= 2K(x,y) = 1 Jog |22 .
sin” u(x +y)

tan pux

(22)

so if we can show the contribution from the other part of F(x, y, a) is bounded above
by some constant less than 4, we are done. Expanding, we have that second term in
(17) is equal to

tan 1y o sin? fux cos? py + 2 sin px cos py sin py cos px +sin® wy cos? ux +a

tan px sin® px cos2 jy —2 sin px cos oy sin py cos pux +sin® y cos? ux + a
(23)
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Since 0 < y < Jar < ‘/—5, we know sin? py cos? ux < sin®/a - 1 < a. Then we
have that (23) is bounded above by

tan pwy ) sin? ux cos? py + 2 sin px cos Wy sin (Ly cos ux + 2 sin? Wy cos? pux
0
tan pux sin? fux cos? py — 2 sin pax cos py sin Ly cos ux + 2 sin? iy cos? px
254+1+2
=g log — 1 (24)
25+ ¢ —
tan py . . . .
where s = . . As a function of s, by direct calculation we find the derivative of
an (Ux

the right-hand side of (24) is

45 — 8s3

25+ 1 +2
1+ 454

+lo
g%+§—2

. (25)

By taking the derivative of (25), we find the second derivative of (24) is

8(4s* +4s2 — 1)
(4s% 4+ 1)2

’

which is negative for s > 1. And we know that

) 4s — 8s3
A, (W o ) ="

which means the right-hand side of (24) is increasing in s for s > 1 and

25+ 142
2541 -2

25+ 1 42
254+1-2

lim slog
§—> 00

Case3:“§—“;* <x<@<y<L/4

In this case, because we know that x is bounded away from zero, we have s =
tan
: il < Cj(a) for some constant depending on a. Also, cos? wy sin? ux < 1-
an jux
sin? \/a < a. Then (23) is bounded above by

s log (26)

Similarly to the previous case, the second derivative of (26) is negative for s > 1 and
the limit of the first derivative of (26) as s goes to infinity is zero, which means (26)
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monotonically (while s > 1) increases to 4 as s — oo. However, since s is bounded
above, the expression (26) can be bounded by some constant C>(a) which is strictly
less than 4. On the other hand, note that (22) still applies.

Case4:0<x<ﬁ<7“*<y<L/4

Ontheset A = {(x,y) : 0 < x < Y& Y <y < [/4) F(x,y.a)isa
continuous negative function (since |x — y| has a positive lower bound and points
where x = 0 are removable singularities). Since F 7 0 on A and A is compact, F
achieves a maximum C3(a) which is strictly less than 0.

This completes the analysis for the region 0 < x < y < L/4 and therefore for the
region L/4 < x < y < L/2 by symmetry considerations. Now, we are left with the
domain0 <x <L/4 <y < L/2.

This case is simpler and the analysis is divided into the following two cases. First,
suppose 0 < L/8 <x < L/4 <y <3L/8 < L/4 Then %” <pux+y < %” and

0<uly—x)< % so there exists € > 0 such that sin® u(x + y) > % + €. However,

sin? nx —y) < % From this, we get sin? ux+y) — sin? u(x —y) > e* for some

constant €*, which means (20) follows if we replace the a* by €*. Then we get the
desired estimate. If x and y are not in this region, there exists a constant ¢ > 0 such
that y — x > ¢ > 0; then again by the same argument as in the Case 4, we get the
desired inequality.

This completes the proof of (a). O

Proof of 3.3(b) We compute directly and get

cot(uy)(dx F)(x, y, a)

’ sin® u(x — ) sin? u(x +y) +a

= —pesc”(ux) (log| ———— ) +1lo —

sin® w(x + y) sin“ u(x —y)+a

2sinpu(x —y)cospu(x —y)  2sinpu(x —y)cosu(x —y)
+MCOt(Mx) ) - )
sin“ u(x —y) sin“ u(x —y) +a
2sinpu(x + y)cospu(x +y)  2sinpu(x + y)cosu(x +y)
— peot(ux) — - —
sin” u(x + y) sin“ u(x +y)+a

. 2 sin? u(x — ) sin? u(x +y) +a
= —pesc”(ux) (log | ————— ) +log| —
sin” pu(x + y) sin“ u(x —y)+a

2asin u(x — y) cos u(x — y)
sin? pu(x — y)(sin? u(x — y) +a)
2asin pu(x 4+ y)cos u(x + y)

~ sin? p(x 4+ y)(sin? w(x +y) + a):|
=1+1I.

~+ pcot(ux) |:

The term 7, by the same calculation as (19), is positive. The term 7/, when x > y,
can be expressed as

cot(ux)(g(x —y) — gx +y)),
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cos(ut) . L
oD G20 Ta)” It is easy to see that whenever 0 < y < x < 3,

cos u(x —y) > cospu(x + y), 0 < sinpu(x — y) < sinu(x + y). This means that
g(x —y) > g(x + ), which implies /1 > 0. This completes the proof of (b). O

where g(t) =

Proof of 3.3(c) Now, for the final part of the lemma, first of all, we set

G(x,y,a) = cot(uy) (9 F)(x, y, a) + cot(ux)(9x F)(y, x, a)
sin” pu(x — y))

= s un) +ese ) g (S

sin uw(x +y) +a
+log | —
sin“ w(x —y)+a
2a sin pu(x — y)cos u(x — y)
in? p(x — y)(sin® u(x — y) +a)
2a sin w(x 4+ y)cos u(x + y)
n? pu(x + y)sin? p(x +y) +a)
sin ju(x — y))
sin? ju(x + y)
+lo ( sin? u(x+y)+a )} B 2acos u(x — y)
#\Sin? pux = y)+a (sin® fu(x — y)+a) sin(uex) sin(iy)
2acos w(x + y)
— MK 3 B
(sin® 1 (x + ) + @) sin(x) sin(iy)
sin? ju(x — y))
sin? p(x + y)

+ p(cot(px) — Cot(/ty))s

— p(cot(ux) + cot(iy)) .

= —p(cot®(ux) + cotz(uy) +2) |:log (

= —u(cot?(ux) + cot?(juy) + 2) |:log (

sin? u(x +y) +a
+log| =
sin“ u(x —y)+a

a a
— 2 cot(px) cot(uy) [ - + - ]
sin? ux—y)+a sin? ux+y)+a

a a
- - -
|:51n2 nx —y)+a sin®pu(x+y) +a:|

Now our aim is to prove the positivity of G(x, y,a). Notice that when a = 0,
G(x,y,a) = 0, as a consequence, to prove the positivity of G(x, y, a), the only
thing we need to show is that this function is increasing in a for any x, y in the
domain. On the other hand,

1
—0,G(x,y,a)
%

1 1
2 2
= (cot”(ux) + cot +2 N
( (px) (my) ) |:sin2 wx —y)+a sin®ulx +y) + a]

sin? u(x — ) sin? u(x + ) ]
(sin> u(x —y) +a)?  (sin? u(x — y) 4+ a)?

—2cot(ux) cot(iLy) |:
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2140
_ [ sinfpux—y) s’ pty) }
(sin? u(x —y) +a)?  (sin® pu(x +y) +a)?
. 2 . 2
5 5 sin? ju(x + y) — sin? w(x — y)
fr— 2
(Corlun) + oty + 2 T G — ) + OGN Gk +3) + @)
sin? u(x — y) sin? w(x + y)
-2
cot(ux) cot(uy) |:(Sil’12 L — )+ (1)2 (sin2 L — )+ a)z]
) [ sinfu(x—y)  sinfu(r+y) }
(sin? u(x —y) +a)?  (sin? u(x +y) +a)? |
Therefore,

1
;((sin2 w(x — y) 4+ a)(sin® u(x + y) +a))*8,G(x, y, a)

= (cot? (jux) + cot?(y) + 2)(sin u(x + y) — sin® u(x — y))
x (sin® (x — ) + @)(sin® w(x + ) + @)
— 2cot(ux) cot(py) [sin2 w(x — y)(sin® p(x +y) +a)?

sin? ju(x + ) Gsin ux = ) + )’

=2 [sin? (= V) Gsin x4 3) + @) = sin? pux + ) Gsin e = ) + )2

It is easy to see that this is a quadratic polynomial in a of the form A>a® + Aa + Ao.
We will explicitly compute A>, A1, and Ag and show each term is nonnegative. For

the second-order term, we get

Az = (cot? (ux) + cot? (uy) + 2)(sin® pu(x — y) — sin® u(x + y))
— 2 cot(ux) cot(uy)[sin® u(x — y) + sin® u(x + y)]
— 2[sin® u(x — y) — sin® p(x + )]
= (cot?(uux) + cot* (uy))(sin® w(x + y) — sin® u(x — y))
— 2 cot(px) cot(uy)[sin? p(x — y) + sin® w(x + y)1.

This means

tan(ux)  tan(uy)
tan(uy)  tan(ux)
— 2[sin® ju(x — y) + sin® ju(x + y)].

tan(ex) tan(uy) Ay = ( ) (sin® pu(x + y) — sin? pu(x — y))

tan(ux)
tan(uy)

tan(x) tan(py) Ay = (s+l)-4—2|:2'(s+l):| —0.
cos(uy) cos(ux) sin(uy) sin(ux) s s
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This means as long as 0 < x,y < %, Ay = 0. Similarly, for coefficient of the
first-order term A, we have

Ay = (cot? (ux) 4 cot>(uy) + 2)(sin” u(x + y)
— sin? p(x — y))(sin® u(x + y) + sin® pu(x — y))
— 2 cot(ux) cot(uy)[2 sin’ ux —y) sin’ wux +y)
+2sin” ju(x + y) sin” p(x — y)]
— 2[2sin® ux —y) sin? ux+y)—2 sin? wx +y) sin? wx —y)]
> (cot?(1ux) + cot*(1uy) + 2)[sin* pw(x + y) — sin* u(x — y)]
— 8 cot(ux) cot(py)[sin® u(x — y) sin® w(x + y)].

Again, by setting % =, we get

tan(px) tan(uy) Al > (S + 1) 4.2 (s + l)
Ky S

cos(ux) cos(py) sin(ux) sin(uy)
—8(s+1—2) (s+1+2) > 32.
s S

Lastly, for the coefficient of the constant term Ao, we have

Ao = (cot? (ux) + cot® (uy)) (sin® p(x + )
— sin® (x — y)) sin® w(x + y) sin® w(x — y)
— 2cot(ux) cot(uy)[sin® u(x — y) sin® p(x + y)(sin® p(x + )
sin® 1 (x — y))]
— 2sin® p(x — y) sin® u(x + y)[sin® u(x + y) — sin® u(x — y)]
= (cot®(ux) + cot? (y)) (sin® pu(x + y)
— sin® u(x — y)) sin® w(x + y) sin® w(x — y)
— 2 cot(pux) cot(uy) sin® u(x — y) sin® u(x + y)
x [sin® pu(x + y) + sin? p(x — 1.

tan(pux)
tan(uy)

Setting again s = after computation we have

tan(px) tan(py) A
sin? j1(x — y) sin? u(x + y) cos(ux) cos(pey) sin(ux) sin(iy)

1 2
N N

In all, we have 9,G(x, y,a) > 0for0 <x,y < % This completes the proof. O
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Remark 3.5 One may notice that when a — oo, ﬁG(x, y, a) tends to

sin? p(x — y)

—(cot®(ux) + cot* (1uy) + 2) [log (Sin2 p(x +y)

)] — 4 cot(ux) cot(uy). (27)

The positivity of this quantity is also proved by Lemma 4.2 in Choi et al. (2014), in
which the authors use technical trigonometric inequalities. Our proof of the above
lemma provides another approach to estimating this quantity.

With these lemmas at our disposal, we are ready to prove finite-time blowup.

Proof of Theorem 3.1 Suppose we have a global smooth solution. We will show
blowup of the following quantity:

L2
1(t) := / 6(x,t)cot(ux)dx.
0

thereby arriving at a contradiction since

t
1 (@) < CllOx (-, )l < Cllboxll = exp (/O llx (-, )|l Lo dS).

If I were to become infinite in finite time, we would be able to use Beale-Kato—
Majda type condition for the system as stated in Eq. (13) from which we can conclude
finite-time blowup.

We first compute the derivative of 7(t):

d 1 L2 L)2
—1(t) = ——/ 9x(x,t)/ w(y, 1) cot(uy)F(x, y,a)dydx.
dr T Jo 0

By the negativity of F and part (a) of the lemma, the expression above is bounded
below by

c (L2 L)2
—/ O (x, t)/ w(y,t)cot(uy) dy dx
T Jo X

c (L2
= ;/0 O(y, Hw(y,t)cot(uy) dy := CJ(t)

(where J (1) = 2 [/*0(x, )w(x, 1) cot(ux) dx). Then

T

C L/2
i 62 (x, 1) csc®(uux) dx. (28)
2w 0

d c [t
d_t(J(t)) =—/ O(x,t)w(x,t) (u(x,t)cot(ux)), dx
0
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By Cauchy—Schwarz inequality, the second integral is bounded below by %I (1) for
some constant C. The first integral is given by

c (L2 L2
2 /0 0,(») [ / (%) (u(x) cot (), dx} dy (29)
y

Observe that since 6 is non-decreasing on [0, L/2], the expression (29) is positive if
we can show the integral in the brackets is positive as well. This is our next task. For
x,y € [0, %L], w(x) can be decomposed as

@ (x) = 0 () x10,y1(X) + @)X}, 117(0) =t @e(x) + @r (X).

Then we can decompose the integral:

L/2
/ o (x)[u(x) cot(pux)]y dx
y

1

L/2 L/2
= ;/0 Wy (X)/O we(y) cot(uy) (3, F)(x, y,a)dydx

| (L2 L2
i /0 0 (x) /O wr () ot (uy) (@ F)(x, v, @) dy d

By positivity of w on [0, %L] and part (b) of the key lemma, the first integral is
nonnegative. By using symmetry, the second integral is equal to

1

L2 L2
L / o (e, ()G (x, v, a) dy dx
27‘[ 0 0

where as before G (x, y, a) = cot(uy) (9 F)(x, y, a) +cot(ux)(dx F)(y, x, a). How-
ever, by part (c) of the lemma, this is positive. Together with (28) and (29), we have:

d? )

—1=>CI", 30

2 — 30)
for some constant C. To close the proof, we only need the following lemma: O

Lemma 3.6 Suppose I(t) solves the following initial value problem:

t
= c/ 12(s)ds, 1(0) = Ip. G1)
dt 0

Then there exists T = T (C, Iy) so that lim;_, 7 I (t) = o0.
Moreover, for fixed C and any € > 0, there is an A > 0 (depending on C, €), so
that for any Iy > A, the blow-up time T < €.

The proof of this lemma is straightforward, and one can also find a sketch of the proof
in Choi et al. (2014).
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4 Stability of Blowup with Respect to Perturbations

In this section, we consider our system (5) and (6) but with a Biot—Savart law which is
a perturbation of the Hou—Lou kernel. As before, we will work with periodic solutions
with period L, and assume that the vorticity is odd (this property will be conserved
in time for the perturbations we consider). The velocity u is given by the following
choice of Biot—Savart law

1 L
u(x) = ;/0 (log[sin[u(x — NI+ f(x, y) w(y)dy, w:=m/L (32)
= ugr(x) 4+ ur(x) (33)

where f is a smooth function whose precise properties we will specify later. We view
f as a perturbation, and we will show solutions to the system (5) and (6) with (32)
can still blow up in finite time. As with the previous system (5), (6), (9), it is not hard
to show that we will still have a local well-posedness result akin to Proposition (2.1).
In particular, if 7* is a maximal time of existence of a solution, then we must have

1
1im/ llux (-, D)L dT = 00 (34)
tJT* Jo

We show below that such a time will exist for some initial data.

Theorem 4.1 Let f € C*(R?), periodic with period L with respect to both variables
and such that f(x,y) = f(—x, —y) for all x, y. Then there exist initial data wo, 6y
such that solutions of (5) and (6), with velocity given by (32), blow up in finite time.
Again, that means there exists a time T* such that we have (34).

We will consider the following class of initial data:

6o , wp smooth odd periodic with period L
fox, wo = 0 on [0, $L].

60(0) =0

(supp o, U supp o) N [0, 3L1 C [0, €]
6ol = M

We will make the choice of specific € below. Observe that by the assumptions, wg and
0oy are also odd with respect to %L. By the following Lemma 4.3, we can choose €
sufficiently small so that the mass of w near the origin gets closer to the origin leading
to a scenario where blowup can be achieved.

Here similar to Lemma 3.2, we can get the above properties that will propagate as
long as the solution keeps smooth.

Remark 4.2 Withthe choice of f(x, y) = log \/ sin u(x — y) + a, we have the kernel
from the previous section. However, in the previous section, we proved blowup for a
larger class of initial data.

Lemma 4.3 With the initial data wo and 6y as given above, we can choose €] suffi-
ciently small so that for € < €1, u(x) < 0 for x < € where u is defined as (32).
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Proof By periodicity and support property of w,

1 L2
u(x) = —/ (log
T Jo
l €
e
T Jo
By the mean value theorem, for 0 <y <€, [f(x,y) — f(x,=y)| < 2€| fllc1. By

the singularity of the H L kernel when x = y = 0, we can choose €] such that the
expression in the parentheses is negative for 0 < x,y <e. O

tan(px) — tan(uy)
tan(ux) + tan(py)

tan(px) — tan(uy)
tan(ux) + tan(pey) + ) - flx —Y)) w(y)dy.

It follows that under our assumptions on the initial data, w(x, t) and 6 (x, t) are
supported on [0, €] for all times while regular solution exists. We will also need the
following lemma controlling the integral of w over half the period.

Lemma 4.4 There exists €2 > 0 such that for € < e, with wg and 0y as chosen above,
solutions of (5), (6) and (32) satisfy

L/2
/ o(y,t)dy < Mt.
0

Proof Integrating both sides of (5) and integrating by parts, we get

L/2 L/2 L/2
/ w(y, 1) dy =/ uy(y)w(y, 1) dy +/ O (y, 1) dy
0 0 0

L2
< M+/0 Uy (N (y, 1) dy

If we can show the remaining integral on the right is negative, we are done. Due to
our symmetry assumptions, the integral can be written as

1 [L2 L/2
—/ P-V-/ (neot[p(x — y)] — peot[pu(x + y)]
T Jo 0

+fx(x, y) = fr(x, =y) o(x, Ho(y, 1) dy dx.

By symmetry, the integral with cot[u(x — y)] is 0, and using the support property of
w, the above expression is equal to

1 [€ [€
;/0 /O (—cotlu(x + W]+ falx, y) — falx, =) o(x, Ho(y, 1) dy dx

Since f is smooth and w is positive, we can make €, small enough so that the kernel
in the parentheses above in the integrand is negative. O

Now, so we can take advantage of our lemmas, and we choose € = min{eq, €,} for the
support of our initial data.
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Proof of Theorem 4.1 Throughout, C(f) will be a positive constant that only depends
on f and not wy. We will show that

L2
I(t) .= / 6 (x,t)cot(ux)dx (35)
0

must blow up. Taking time derivative of I and using Lemma 3.4, we get

d L/2
—I(t) = —/ u(x)6y (x) cot(ux) dx
dr 0

| L2 L2
L / 6. (x) / (y) cot(uy)K (x, y) dy dx
T Jo 0

L/2
+/ Oy (x) (uf(x) Cot(u,x)) dx > J ()
0L/2
+/ Oy (x) (uf(x) cot(/uc)) dx
0

where, using the same notation as before,

2 L2
J(@) = —/ O (x)w(x) cot(ux) dx
T Jo

Now, we would like to bound the extra term arising because of f. Since f is smooth
and w is supported near the origin,

|uy (x) cot(ux)| = ‘/O [cot(ux)(f (x, y) = f(x, =y)]w(y)dy

L2
<) ( /0 w(y)dy) .

Therefore, we have

d L/2
=z J0—-CciHM (/0 w()’)dy) > J(1) - C(NH)M*t (36)

Now, we derive a differential inequality for J (z).

dd 2 (L2
T] (1) = - / —(O(x)w(x)) u(x) cot(ux) 4 6y (x)6 (x) cot(ux) dx
0

2 (L2 w (L2
= —/ 0 (x)w (x) (u(x) cot(ux))y dx + —/ 62 (x) csc? (ux) dx
T Jo T Jo

As before, by Cauchy—Schwarz inequality the second integral is bounded below by

2
ﬁl (1)>. We split the first integral into two parts:
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> L2 5 L2
2 /O 0L (6) ot () dx + = /0 6(r)w (x) (1 1 (x) cot(pux))y dx.

By the arguments in the proof of theorem 3.1, the first integral is positive. The second
integral is equal to

2 L2 L2
- /0 6y() [ / o (0) (15 (x) Ot (1)) dx} dy (37)
y

Using the smoothness, boundedness and symmetries of f, we have
€
|0x (1 y (x) cot(ux))| = ’/0 0y [cot(ux) (f (x, y) — f(x, =yD]w(y) dy‘ (38)

Now let A(x, y) = cot(ux)(f(x,y) — f(x, —y)). Then it is easy to see that i € C'
when f € C2, which means that |0xh(x, y)| is bounded above. This implies that the
right-hand side of (38) can be bounded above by

L/2
cf)- (/O w(y)dy)-

Inserting this estimate into (37), and using monotonicity of 6, we get that (37) is
bounded below by

L2 2
—c(Hm ( /O w(y)dy) .
Putting things together, we get
L/2 2
Yity= 21w —cipm ( / / wOdy) = S10? - CHME (39)
dr - L2 0 - L2

Now, we will show that the differential inequalities we have established will lead to
finite-time blowup. By (36) and (39), we obtain

iy = 2 [ Psyds 4+ 50) - cCprm - cpmPe
dt - L2 0 5748 ¢ 3
2 [, 5 NE
Z 73 I“(s)ds —c(f)M“t — C(f)M°—. (40)
L 0 3

We claim that one can choose 7 (0) large enough so that the effect of the negative terms
is controlled. By a rather crude estimate, we have

3

L0 =~y —cHmt
dr - 3
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After integration, this implies

2 4
1(1) > 1(0) — C(f)M? (’2 + Miz) 41)

Now fix a time, say 1. We will show that 7 (0) can be chosen large enough so that 7 (¢)
blows up before time 1. Note that assuming 7(0) > C(f)M? (% + Ml—lz), we have
forr <1,

! I()d i[l(O) C( )MZ(EJFK)}2
2 s L2 ! 212

Choose 1(0) so that

M3

1(0) = C(f)M? (%+g)+L\/C(f)M2+C(f)— (42)

Then, for 0 < ¢ < 1, with this choice of 7(0) and using (40) and (42), we get

’3 3

d L LRI (c(f)M2 n C(f)—) — (M —Cc(HMPE

—I() >
dt ()_LZ

2
Zﬁ/o I(s)"ds

By perhaps making 7 (0) a little larger, if needed, we can show I (¢) becomes infinite
before time 1 by Lemma 3.6. O

3
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5 Appendix: Real Line Case

One can also consider the model Eq. (5) and (6) with the law (9) for compactly
supported data on R. We only outline main ideas and changes involved, leaving all
details to the interested reader. Without loss of generality, we assume the domain of

the initial data is [—1, 1]. In this case, similar argument like in Sect. 2 can show that
the corresponding modified Hou-Luo kernel will be

oy (x —y)? x+y)>2+a
roa =y (G ) v (G00T) | @
fora > 0.

The analogue of Lemma 3.3 will be the following:
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Lemma 5.1 (a) For any a # 0, there is a constant C(a) > 0 such that for any
O<x<y<l, F(x,y,a) < —C(a).

(b) Forany0 <y < x < 0o, F(x,y, a) is increasing in x.

(¢) Forany0 < x,y < oo, %(8XF)(x, y,a)+ %(8XF)(y, X, a) is positive.

Proof Firstitis easy to see that F'(x, y, @) is non-positive. For part (a), one can follow
the similar but easier argument as in the proof of part (a) of Lemma 3.3. Now let us
prove part (b) and (c).

Proof of (b)
By direct computation

1 LT (= y)? ()" +a)]
SO F Gy @) =~ |log (m) *log (m)

1_2(x—y)_ 2 =y) 24y 2(x +y) }
x[x=»? @—=y2+a &+y)? @+y?+a

_ e (—(x—y)2)+10 ((x+y)2+a)'
X2 g (x +y)? ¢ (x—y)?+a)]

L[ 2at-y) . 2ar+y) ]
LGN a =T ta) G+ A+ yita)
=1+11.

The term 7, by the same argument as in the proof of the periodic analog, is positive.
For the term /1, we have

1
I = ;(g(x —y)—gx+y),

where g(t) = t(jf‘m). It is easy to see that for ¢ > 0, g(¢) is decreasing in ¢, which
means /1 > 0 whenever 0 < y < x.

Proof of (¢)
First of all, let us call our target function G(x, y, a), which means

1 1
G(xv yva) = _(axF)(xv )’»a) + _(axF)(y7x7a)
1 x —y)? ((x+y>2+a)]
( 1ty )[ (( +y>2)+1°g -y +a
) 2a(x —y) )

x = (x=y)?+a)
11
(&%)

)

y

1 2a(x +y) )
ol

x+»(x+y)?*+a)
[10 ((x—y)2)+lo ((x+y)2+a)]
\o+92) T G- ta
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_ 2a _ 2a
xy((x —=y)2+a) xy(x+y)?+a)

Now our aim is to prove the positivity of G(x, y,a). Notice that when a = 0,
G(x,y,a) = 0, as a consequence, to prove the positivity of G(x, y, a), the only
thing we need to show is this function is increasing in @ for any x, y in the domain.
On the other hand,

1 1
2 _)((x+y)2+a (x—y)2+a)
[ (x — y)? (x +y)? }
(x—y2+a? " (x+y?+a)?

a(lG(-x7 yv a) (
2
Xy

As a conclusion,

((x = ? +a)*((x + y)? +a)?8,G (x, y, a)

1 1 2 2 2 2
=3+ 3 )+ =@ =HNE+"+a)((x —y) +a)
x y

2
- ==+ @ o A -+
Xy

It is easy to see this is a quadratic polynomial in a. Let us call the coefficient of the
second-order term A, , then

— i i 2 2_3 2 2
Ay=5+5) G+ —G—»H— =[x —»"+&+y)7
X y Xy

11 2,
==+ =) 4xy— —[2x" +2y7]
x2 0 y? Xy

4
xQ—yZ«xz +y2)xy — xy(x? + y2)

=0.
Similarly, for coefficient of the first-order term A, we have

1 1 ) By
A= (x—2 + F) (4xy)((x + )7+ (x = »)%)

2
- E[zu — 22+ )7+ 2(x + )2 (x — »)?]

1
=5y [(x* 4 y%)% - 8xy — 8xy(x® — y*)°]
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Lastly, for the coefficient of the constant term A, we have

1 1
Ag = (—2 + —2) @xy)(x + )7 (x — y)°
x= oy

2
~ E[(x =2+t a0 =Y
(x + )2 (x — y)?
= yxz—yzynxz +37) - day = 20y ((x )%+ (= )]
=0.
In all, we have 0,G(x, y,a) > 0forx,y > 0. O

From this lemma, one can do the same argument to get the blow-up result, which
is the following theorem:

Theorem 5.2 There exist initial data such that solutions to (5) and (6), with velocity
given by (16), and F (x, y, a) defined by (43), blow up in finite time.

In fact, we can prove the following type of initial data will lead to blowup:

Oox , wp smooth odd and are supported in [—1, 1].
6ox, wo > 0on [0, 1].

6p(0) = 0.

16ollcc < M.

And similarly, for general perturbation (analogue of theorem 4.1), we also have the
similar blow-up result.
Assume the velocity u is given by the following choice of Biot—Savart Law

1 1
ue) = - /l (log | (x — V1| + £ (. y) () dy, (44)

where f is a smooth function whose precise properties we will specify later. We view
f as a perturbation, and we will show solutions to the system (5) and (6) can still blow
up in finite time.

Theorem 5.3 Let f € C? be supported on [—1, 11, such that f(x,y) = f(—x, —y)
for all y. Then there exist initial data wo, 6y such that solutions of (5) and (6), with
velocity given by (44), blow up in finite time.

Again we can prove the following type of initial data will form finite-time singularity:

6oy , wp smooth odd and are supported in [—1, 1].
Box, wo > 0 on [0, 1].

6p(0) = 0.

supp wo C [0, €].

Gollcc < M.

We leave the proofs of these theorems as exercises for interested reader.
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