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Abstract

We describe the closure of the strata of Abelian differentials with prescribed type of
zeros and poles, in the projectivized Hodge bundle over the Deligne—Mumford moduli
space of stable curves with marked points. We provide an explicit characterization
of pointed stable differentials in the boundary of the closure, both a complex ana-
Iytic proof and a flat geometric proof for smoothing the boundary differentials, and
numerous examples. The main new ingredient in our description is a global residue
condition arising from a full order on the dual graph of a stable curve.
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1. Introduction

1.1. Background

The Hodge bundle Q2.M is a complex vector bundle of rank g over the moduli space
M, of genus g Riemann surfaces. A point (X,w) € QMg consists of a Riemann
surface X of genus g and a (holomorphic) Abelian differential @ on X. The com-
plement of the zero section QM; is naturally stratified into strata QMg (@), where
the multiplicity of all the zeros of w is prescribed by a partition u = (my,...,my)
of 2g — 2. By scaling the differentials, C* acts on QMZ, and preserves the stratifica-
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tion; hence, one can consider the projectivized strata PQ2.M ¢ () in the projectivized
Hodge bundle PQM, = QM; /C*. An Abelian differential w defines a flat metric
with conical singularities such that the underlying Riemann surface X can be real-
ized as a plane polygon whose edges are pairwise identified via translation. In this
sense (X, w) is called a flat surface or a translation surface. Varying the shape of
flat surfaces induces a GL;r (R)-action on the strata of Abelian differentials, called
Teichmiiller dynamics. A number of questions about surface geometry boil down to
understanding the GL;r (R)-orbit closures in Teichmiiller dynamics. What are their
dimensions? Do they possess manifold structures? How can one calculate relevant
dynamical invariants? From the viewpoint of algebraic geometry the orbit closures
are of an independent interest for cycle class computations, which can provide crucial
information for understanding the geometry of moduli spaces.

Many of these questions can be better accessed if one can describe a geometri-
cally meaningful compactification of the strata. In particular, the recent breakthrough
of Eskin, Mirzakhani, and Mohammadi [13], [14] and Filip [18] shows that any orbit
closure (under the standard topology) is a quasiprojective subvariety of a stratum.
Thus, describing the projective subvarieties that are closures of orbits in a compacti-
fied stratum can shed further light on the classification of orbit closures.

We identify Riemann surfaces with smooth complex curves. The Deligne—
Mumford compactification ﬁg of M, parameterizes stable genus g curves that are
(at worst) nodal curves with finite automorphism groups. The Hodge bundle QM
extends as a rank g complex vector bundle QMg over M. The fiber of QMg over
a nodal curve X parameterizes stable differentials that have (at worst) simple poles
at the nodes of X with opposite residues on the two branches of a node. One way of
compactifying PQ M, (1) is by taking its closure in the projectivized Hodge bundle
Pﬂﬂg over ﬂg, and we call it the Hodge bundle compactification of the strata.

Alternatively, one can lift a stratum PQM, (@) to the moduli space Mg, of
genus g curves with n marked points by adding on each curve the data of the zeros
of differentials. Let Mg, be the Deligne-Mumford compactification of Mg, that
parameterizes stable genus g curves with n marked points. Taking the closure of
PQMg (1) in ﬂg,n provides another compactification, which we call the Deligne—
Mumford compactification of the strata.

By combining the two viewpoints above, in this article we describe a strata com-
pactification that we call the incidence variety compactification IP’QW?,C,, (). Let
IP’QW&,, be the projectivized Hodge bundle over Wg,n, which parameterizes pointed
stable differentials. Then the incidence variety compactification of PQ M, (1) is de-
fined as the closure of the stratum in the projectivization PQﬂg,,,.

The incidence variety compactification records both the limit stable differentials
and the limit positions of the zeros when Abelian differentials become identically zero
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on some irreducible components of the nodal curve. It contains more information than
the Hodge bundle compactification, because the latter loses the information about the
limit positions of the zeros on the components of nodal curves where the stable differ-
entials vanish identically. The incidence variety compactification also contains more
information than the Deligne-Mumford compactification, because the latter loses the
information on the relative sizes of flat surfaces corresponding to the components of
nodal curves where the stable differentials are not identically zero.

Our characterization of the boundary of the incidence variety compactification is
in terms of a collection of (possibly meromorphic) differentials on the components of
a pointed stable curve that satisfy certain combinatorial and residue conditions given
by a full order on the vertices of the dual graph of the curve. Meromorphic differ-
entials naturally arise in the description of the boundary objects, and the incidence
variety compactification works just as well for the strata of meromorphic differen-
tials; hence, we take the meromorphic case into account from the beginning. In order
to deal with meromorphic differentials, we consider the closure of the corresponding
strata in the Hodge bundle over ﬂg,n twisted by the polar part i of the differentials,
which we denote by K M (ji) and introduce in Section 2.5.

Before we state the main result, let us first provide some motivation from several
viewpoints, to give the reader a feel for the form of the answer that we get.

1.2. Motivation via complex analytic geometry

Given a pointed stable differential (X, w, z1,...,2,) € Qﬂg,,,, that is, a stable curve
X with marked points zy,...,z, at the zeros of a stable differential w, the question
is whether it is the limit of a family of Abelian differentials (X;, w;) contained in a
given stratum QM (@) such that the z;’s are the limits of the zeros of w;. Suppose
f : X — Aisafamily of Abelian differentials over a disk A with parameter ¢, whose
underlying curves degenerate to X at ¢+ = 0. If for an irreducible component X, of X
the limit

wo ;= lim w;
t—0

is not identically zero, then on X, the limits of zeros of w; are simply the zeros
of w. Thus, our goal is to extract from this family a nonzero (possibly meromorphic)
differential for every irreducible component of X where wy is identically zero. The
analytic way to do this is to take for every X, a suitable scaling parameter £, € Z<g
such that the limit
Ny := lim te”a)t
t—>0 Xv

is well defined and not identically zero. This is done in Lemma 4.1. Along this circle
of ideas, we prove our main result by the plumbing techniques in Section 4.
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1.3. Motivation via algebraic geometry

Now we sketch the algebrogeometric viewpoint of the above setting. Think of the
family w; as a section of the vector bundle fiwx+,a+ of Abelian differentials on the
fibers over the punctured disk, where ws+/a+ is the relative dualizing line bundle.
The Hodge bundle fiwsx/a extends fiwx+ A+ to a vector bundle over the entire
disk, but so does any twisting fxwax/a () cyXy) by an arbitrary integral linear com-
bination of the irreducible components X, of the central fiber X. Based on the idea
of Eisenbud and Harris’s limit linear series in [9] (for curves of compact type), we
want to choose coefficients ¢, in such a way that w; extends over t = 0 to a sec-
tion of the corresponding twisted dualizing line bundle, whose restriction 7, to every
irreducible component X, is not identically zero (see the discussion in [7] for more
details). While the machinery of limit linear series for stable curves of arbitrary type
is not available in full generality, our Definition 1.1 of twisted differentials works for
all stable curves. It is modeled on the collection of 7, defined above.

The next question is to determine which twisted differentials n = {n,} on a
pointed stable curve X arise as actual limits of Abelian differentials (X;,w;) that
lie in a given stratum. First, n must have suitable zeros at the limit positions of the
zeros of w;. Moreover, if X is reducible, then the limit of canonical line bundles of
X; is not unique, as it can be obtained by twisting the dualizing line bundle of X by
any component X, (treated as a divisor in the universal curve). Accordingly, the limit
n of w; on X can be regarded as a section of a certain twisted dualizing line bundle,
which is not identically zero on any component of X . (Otherwise, we could twist off
such a component.) Since the dualizing line bundle of X at a node is generated by
differentials with simple poles, after twisting by Y ¢, X5, on one branch of the node
the zero or pole order gains ¢, and on the other branch it loses c¢,; hence, the zero
and pole orders of 1 on the two branches of every node must add up to the original
sum of vanishing orders —2 = (—1) + (—1) (see [7, Section 4.1] for some examples
and more details). We can then partially orient the dual graph I" of X by orienting the
edge from the zero of 1 to the pole and leaving it unoriented if the differential has a
simple pole at both branches. In this way, we obtain a partial order on the vertices v
of I', with equality permitted (see also [17]).

It turns out that a partial order is insufficient to characterize actual limits of
Abelian differentials in a given stratum. For the degenerating family (X;, w;), com-
paring the scaling parameters £, discussed in Section 1.2 extends this partial order to
a full order on the vertices of I', again with equality permitted. The final ingredient
of our answer is the global residue condition (4) from Definition 1.2 that requires the
limit twisted differentials 7 to be compatible with the full order on I'. Simply speak-
ing, this global residue condition arises from applying Stokes’s formula to w; on each
level of I" (i.e., truncating I" at vertices that are equal in the full order), for t — 0.
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1.4. Motivation via flat surfaces

The degeneration of flat surfaces has been studied in connection with counting prob-
lems (e.g., [11], [12], [15]). Most of the degeneration arguments there rely on a the-
orem of Rafi [31] on the comparison of flat and hyperbolic lengths for surfaces near
the boundary. Rafi used a thick-thin decomposition of the flat surfaces by cutting
along hyperbolically short curves. For each piece of the thick-thin decomposition,
Rafi defined a real number, the size, in terms of hyperbolic geometry. His main the-
orem says that after rescaling by size, hyperbolic and flat lengths on the thick pieces
are comparable, up to universal constants. Rafi’s notion size is closely related to the
scaling parameters ¢, discussed above, implied by comparing our scaling limit (4.1)
with the geometric compactification theorem (see [11, Theorem 10]).

Rafi associated to every closed geodesic a flat representative of an annular neigh-
borhood. Depending on the curvature of the boundary, such a neighborhood is com-
posed of flat cylinders in the middle and expanding annuli on both sides, any of the
three possibly not being present. For degenerating families of flat surfaces this obser-
vation can be applied to the vanishing cycles of the family near a nodal fiber. In our
result we use the vanishing cycles to read off the global residue condition that con-
strains the degeneration of flat surfaces.

While some of our terminology might be translated into the language of [31] or
[11], in the literature on flat surfaces and Teichmiiller dynamics, no systematic attempt
to describe the set of all possible limit objects under degeneration has been made. In
Section 5 we provide an alternative proof of our main result by constructions of flat
surfaces, where a pair of half-infinite cylinders corresponds to two simple poles of a
twisted differential attached together and where an expanding annulus that appears
corresponds to a zero matching a higher-order pole.

1.5. Level graphs

We now introduce the relevant notions that will allow us to state our result. Recall that
I" denotes the dual graph of a nodal curve X, whose vertices and edges correspond to
irreducible components and nodes of X, respectively. First, we start with the idea of
comparing irreducible components of X .

A full order on the graph T" is a relation >= on the set V' of vertices of I' that
is reflexive, transitive, and such that for any vy, v, € V at least one of the statements
U1 5= Uz Or Uy 2= v holds. We say that v; is of higher or equal level compared with v,
if and only if vy = v,. We write v; < v if they are of the same level, that is, if both
v1 = vz and vy = vp hold. We write vy > v, if v1 = v, but vy % vy, and we say that
vy is of higher level than v,. We call the set of maxima of V' the top level vertices.

We remark that equality is permitted in our definition of a full order. Any map
£:V — R assigning real numbers to vertices of I' defines a full order on I" by setting
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vy %= vy if and only if £(v;) > €(v2). Conversely, every full order can be induced
from such a level map, but not from a unique one. Later we will see that the levels
are related to the scaling parameters introduced in Section 1.2; hence, it would be
convenient to consider the maps £ : V — R assigning nonpositive levels only, with
£71(0) # 0 being the top level.

We call a graph I" equipped with a full order on its vertices a level graph, denoted
by I'. We use the two notions full order and level graph interchangeably, and we draw
the level graphs by horizontally aligning vertices of the same level, so that a level map
is given by the projection to the vertical axis, and the top level vertices are actually
placed at the top (see the examples in Section 3).

1.6. Twisted differentials

Throughout the article we use ord, 1 to denote the zero or pole order of a differential
n at g, and we use Res, 1 to denote the residue of 7 at ¢. We now introduce the key
notion of twisted differentials.

Definition 1.1

For a tuple of integers u = (m1,...,my), a twisted differential of type | on a stable

n-pointed curve (X, zq, ..., Z,) is a collection of (possibly meromorphic) differentials

1y on the irreducible components X, of X such that no 7, is identically zero and the

following properties hold.

0) (Vanishing as prescribed) Each differential 1, is holomorphic and nonzero
outside of the nodes and marked points of X,. Moreover, if a marked point z;
lies on Xy, then ord;; 7, = m;.

(D) (Matching orders) For any node of X that identifies g1 € X, with g2 € X,,,

ordg, 1y, + ordg, Ny, = —2.

2) (Matching residues at simple poles) If at a node of X that identifies ¢q; €
Xy, with g, € Xy, the condition ord,, 1y, = ordy, 1y, = —1 holds, then
Resy, v, + Resg, 1y, = 0.

These conditions imply that the set of zeros and poles of a twisted differential
consists of the marked points z; and some of the nodes of the curve X.

1.7. Twisted differentials compatible with a level graph

We want to study under which conditions a twisted differential arises as a limit in a
degenerating family of Abelian differentials contained in a given stratum. As men-
tioned before, the conditions depend on a full order on the dual graph I of X, and we
need a little more notation.
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Suppose that T is a level graph with the full order determined by a level func-
tion £. For a given level L we call the subgraph of I' that consists of all vertices v
with £(v) > L along with edges between them the graph above level L of T', and we
denote it by T~ 7. We similarly define the graph Fz L above or at level L and the
graph T'—7, at level L.

Accordingly we denote by X~ ; the subcurve of X with dual graph '~ and so
on. For any node ¢ connecting two irreducible components X, and X/, if v > v/,
then we denote by ¢+ € X, and ¢~ € X,/ the two preimages of the node on the
normalization of X . If v < v’, then we still write qﬂt for the preimages of the node,
where the choice of which one is g;' is arbitrary and will be specified. In the same way
we denote by v (g) and v~ (g) the vertices at the two ends of an edge representing a
node g.

Definition 1.2

Let (X, z1,...,2,) be an n-pointed stable curve with a level graph T. A twisted dif-

ferential 7 of type j on X is called compatible with T if, in addition to conditions

(0), (1), and (2) in Definitions 1.1, it also satisfies the following conditions.

3) (Partial order) If a node of X identifies g; € X, with g5 € X,,, then vy = v,
if and only if ordg, 1y, > —1. Moreover, vy X v, if and only if ordy, 1y, =
—1.

@) (Global residue condition) For every level L and every connected component
Y of X. that does not contain a marked point with a prescribed pole (i.e.,
there is no z; € Y with m; < 0), the following condition holds. Let gy, ..., gp
denote the set of all nodes where Y intersects X—; . Then

b
Z Resg~ v—(g;) =0,
J=1

where we recall that q; € X—pand v (g;) € T_..

We point out that a given twisted differential satisfying conditions (0), (1), and (2)
may not be compatible with any level graph or may be compatible with different level
graphs with the same underlying dual graph. Condition (3) is equivalent to saying
that if vy is of higher level than v,, then 7, is holomorphic at every node of the
intersections of X, and X,,, and, moreover, if v{ =< v;, then 71,, and 1,, have simple
poles at every node where they intersect.

1.8. Main result
Recall that the incidence variety compactification of a stratum of Abelian differentials
PQMg (1) is defined as the closure of the stratum in the projectivized Hodge bundle
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over Wg,n that parameterizes pointed stable differentials. For a stratum of meromor-
phic differentials, we take the closure in the twisted Hodge bundle by the polar part
of the differentials (see Section 2 for details). Our main result characterizes boundary
points of the incidence variety compactification for both cases.

THEOREM 1.3

A pointed stable differential (X,w,z1,...,zy) is contained in the incidence variety

compactification of a stratum PQLM g (1) if and only if the following conditions hold.

(1) There exists a level graph T on X such that its maxima are the irreducible
components Xy of X on which w is not identically zero.

(ii) There exists a twisted differential n of type 1 on X, compatible with T.

(iii))  On every irreducible component X, where w is not identically zero, 1, =
olx,.

In Sections 1.2 and 1.3, we have briefly explained the ideas behind the necessity
of these conditions. The sufficiency part is harder; that is, how can we deform pointed
stable differentials satisfying the above conditions into the interior of the stratum? We
provide two proofs, in Section 4 by using techniques of plumbing in complex-analytic
geometry and in Section 5 by using constructions of flat surfaces.

Recall that the incidence variety compactification combines the two approaches
of compactifying the strata in the projectivized Hodge bundle ]P’Qﬂg over ﬂg and
in the Deligne-Mumford space ﬂg,n. In particular, it admits two projections my to
PQﬂg and 7, to Wg,n by forgetting the marked points and forgetting the differen-
tials, respectively. Hence, our result completely determines the strata closures in the
Hodge bundle compactification and in the Deligne-Mumford compactification.

COROLLARY 1.4

A stable differential (X, w) lies in the Hodge bundle compactification of a stratum
if and only if there exists a pointed stable differential satisfying the conditions in
Theorem 1.3 that maps to (X, w) via 1. A pointed stable curve (X, z1,...,2,) lies
in the Deligne—Mumford compactification of a stratum if and only if there exists
a pointed stable differential satisfying the conditions in Theorem 1.3 that maps to
(X, z1,...,2zy) via ;.

Remark 1.5

Given a level graph T, there can only exist finitely many twisted differentials 7 com-
patible with T and satisfying the conditions of the theorem, up to scaling 1, on each
irreducible component by a nonzero number. Indeed, if all the pole and zero orders
of 7 at all nodes are given, it determines 7 uniquely up to scaling on each irreducible
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component. For any irreducible component X, on the bottom level, the zeros and
poles of n, are prescribed outside of the nodes of X,, and at those nodes 1, only
has poles. As the total number of zeros and poles of 7,, counted with multiplicity, is
equal to 2g, — 2, it implies that the sum of the orders of poles of 7, at all nodes of X,
is fixed, and hence, there are finitely many choices. For each such choice, on every
irreducible component intersecting X, the order of zero of n at any node where it
intersects Xy is thus uniquely determined. If another component on the bottom level
intersects Xy, then n has a simple pole at both branches of that node. Therefore, we
can prove that there are finitely many choices of 1 up to scaling by induction on the
number of irreducible components of X .

For later use we relate a twisted differential  and a pointed stable differential
(X,w,z1,...,zy,) satisfying Theorem 1.3 as follows.

Definition 1.6

Given a twisted differential n compatible with a level graph on X, define the asso-
ciated pointed stable differential (X,w,z1,...,2Zy) by taking @ to be equal to n on
all top level components and identically zero on components of lower levels and by
taking zy,...,z, to be the set of zeros and poles of n away from the nodes of X.
Conversely given a pointed stable differential (X, w, z1, ..., z,), if it is associated to
a twisted differential i compatible with a certain level graph on X, then we say that
n is an associated twisted differential of (X, w,z1,...,2y).

Using the above definition, we can restate Theorem 1.3 as follows: a pointed
stable differential (X, w, z1,...,z,) is contained in the incidence variety compactifi-
cation of PQ2.M, (w) if and only if there exist a level graph and a compatible twisted
differential 1 of type p such that (X, w, z1, . .., z,) is associated with 7. Note that mul-
tiplying 1 by any nonzero numbers on components not of top level does not change
the associated pointed stable differential. Hence, given a pointed stable differential,
the associated twisted differential 7 may not be unique. Indeed, it is not unique even
up to scaling on each irreducible component (see Example 3.2).

1.9. History of the project and related work

Recently there have been several attempts via different viewpoints that aim at under-
standing the boundary behavior of the strata of Abelian differentials. In a talk given
in August 2008, Kontsevich [24] discussed the problem of compactifying the strata,
focusing on the matching order and matching residue conditions. In [20], the third
author studied the incidence variety compactification and applied the plumbing tech-
niques to prove a special case of our main result when all the residues of a twisted
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differential are zero. In that case the global residue condition (4) obviously holds.
Motivated by the theory of limit linear series, in [7] the second author studied the
Deligne-Mumford strata compactification and deduced the necessity of conditions
(0), (1), and (2). He also obtained partial smoothing results in the case of curves of
pseudocompact type by combining techniques of algebraic geometry and flat geome-
try. Farkas and Pandharipande [17] studied the Deligne-Mumford strata compactifi-
cation by imposing conditions (0), (1), (2), and (3), that is, without the global residue
condition (4). It turns out that the corresponding loci are reducible in general, contain-
ing extra components of equal dimension or one less in the boundary of M ,. Mod-
ulo a conjectural relation to Pixton’s formula of the double ramification cycle, Janda,
Pandharipande, Pixton, and Zvonkine [17, Appendix] used the extra components to
recursively compute the cycle classes of the strata in ﬂg,n. Mirzakhani and Wright
[28] concentrated on a collapse of the Hodge bundle compactification by only keep-
ing track of components where the stable differentials are not identically zero. They
proved an identification between the tangent space of the boundary of a GL;r (R)-orbit
closure and the intersection of the tangent space to the orbit closure with the tangent
space to the boundary of their compactification. In [21], Krichever, Norton, and the
fourth author studied degenerations of meromorphic differentials with all periods real,
where plumbing techniques are also used and a full order on the dual graph also arises.

In the summer of 2015, the authors of the current article met in various combi-
nations on several occasions, including in Bonn, Luminy, Salt Lake City, and Boston.
After stimulating discussions, the crucial global residue condition and the proof of
sufficiency emerged, finally completing the characterization of the compactification
of the strata.

1.10. Applications

The main novel aspect of our determination of the closures of the strata is the global
residue condition, which is used to characterize exactly those stable differentials that
appear in the closure of a stratum in the Hodge bundle and not extraneous compo-
nents. Thus, any further work aimed at understanding the structure of strata compact-
ifications must build on our description in an essential way. In particular, the global
residue condition was a cornerstone in the work of Sauvaget [32], who analyzed
the boundary of the strata in the Hodge bundle in order to understand the homol-
ogy classes of the strata closures, and in the work of Mullane [30], who used the
global residue condition to analyze certain divisor closures in M , and discovered
an infinite series of new extremal effective divisors. Furthermore, in [8] Qile Chen
and the second author algebraically described the principal boundary of the strata in
terms of twisted differentials, solving a problem that had been open for flat surfaces
for more than a decade, while Ulirsch, Werner, and the fifth author applied in [29]
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our compactification to solve the realizability problem for constructing the tropical
Hodge bundle, posed in [27]. Finally in Section 3.6, as a consequence of our result
we provide an efficient description for the degeneration of Weierstral divisors on a
certain binary curve, recovering a main case from the work of [16].

1.11. Organization of the article

In Section 2 we review basic properties about moduli spaces of curves and Abelian
differentials. We further compare the incidence variety compactification to the Hodge
bundle compactification and the Deligne—Mumford compactification, which illus-
trates what extra information the incidence variety compactification gains. In Sec-
tion 3 we apply Theorem 1.3 to analyze explicitly a number of examples that char-
acterize the significance and delicacy of the global residue condition. In Section 4
we prove Theorem 1.3 by the method of plumbing. Finally in Section 5 we provide
an alternative proof by constructions of flat surfaces. In particular, Sections 3, 4, and
5 are independent. Depending on the reader’s background and interests, they can be
read in any order.

2. Comparison of strata compactifications

In this section we introduce the basic terminology about moduli spaces of curves and
strata of Abelian differentials. We also define the incidence variety compactification
and compare it to the Hodge bundle and the Deligne—Mumford compactifications.

2.1. Moduli spaces of curves

Denote by Mg the moduli space of curves of genus g that parameterizes smooth and
connected complex curves of genus g, up to biholomorphism. Denote by Mg ,, the
moduli space of n-pointed genus g curves that parameterizes smooth and connected
complex curves of genus g together with n distinct (ordered) marked points. The
space Mg , is a complex orbifold of dimension 3g — 3 4 n.

Recall that a stable n-pointed curve is a connected curve with at worst nodal
singularities, with n distinct marked smooth points, such that the automorphism group
of the curve preserving the marked points is finite. Denote by ﬂg,n the Deligne—
Mumford compactification of ﬂg,n parameterizing stable n-pointed genus g curves.

Let G be a subgroup of the symmetric group G,. Then G acts on Wg,n by
permuting the marked points. The quotient of ﬂg’n by & is denoted by Wi {ny OF
simply Wg,{n} when the group & is clear from the context.

The dual graph of a nodal curve X is the graph I whose vertices correspond to
the irreducible components of X. For every node of X joining two components v;
and v, (possibly being the same component) the dual graph has an edge connecting
vy and v,. For every marked point there is a leg or, equivalently, a half-edge attached
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to the vertex corresponding to the irreducible component that contains the marked
point.

For a connected nodal curve X, if removing a node disconnects X, we say that it
is a separating node. Otherwise we call it a nonseparating node. If the two branches
of a node belong to the same irreducible component of X, we say that it is an internal
node.

2.2. Moduli spaces of Abelian differentials

The moduli space of Abelian differentials SZMZ is the complement of the zero section
in the Hodge bundle QMg — Mg, which parameterizes pairs (X, w), where X is a
smooth and connected curve of genus g and w is a holomorphic differential on X.
The space QM; has a natural stratification according to the orders of zeros of w. Let
u = (my,...,my) be apartition of 2g — 2 by positive integers. The stratum QMg (1)
of Abelian differentials of type i, as a subspace of QM;, parameterizes Abelian dif-
ferentials (X, ) such that w has n distinct zeros of orders my, ..., m,, respectively.

A stable differential on a nodal curve X is a (possibly meromorphic) differential
o on X which is holomorphic outside of the nodes of X and which has at worst simple
poles at the nodes, with opposite residues. The Hodge bundle extends to a vector
bundle QM ,, — Mg, the total space of the relative dualizing sheaf of the universal
family f : X — Wg,n. The fiber of this vector bundle over a pointed nodal curve
(X, z1,...,z,) parameterizes pointed stable differentials (X,w, z1,...,z,), where ®
is a stable differential on (X, z1,...,2z,).

There is a natural C*-action on the Hodge bundle by scaling the differentials.
This action preserves the stratification of SZM;. The quotient of QM; under this
action is denoted by PS2.M ;. In general, quotient spaces by such a C*-action will be
denoted by adding the letter PP.

2.3. The incidence variety compactification
When Abelian differentials degenerate, we want to keep track of the information
about both the limit stable differentials and the limit positions of the marked zeros.
This motivates the definition of the incidence variety.

For a partition u = (my,...,my,) of 2g — 2, the (ordered) incidence variety
PQM S, (1) is defined to be

n

n
PQAMS, (1) == {(X,w,Zl, o Zn) €PRM p - div(e) = Zmizi}' 1)

N
i=1

The (ordered) incidence variety compactification ]P’Qﬂf;fn (u) is defined to be the
closure of the incidence variety inside PQM .
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If m; = m; for some i # j, then interchanging z; and z; preserves the inci-
dence variety. Hence, the subgroup & of the symmetric group &, generated by such
transpositions acts on IPQWI;; (1) by permuting zy,...,z, accordingly. We define
the (unordered) incidence variety to be the quotient

PQAM (1) := PQMES, (1) /6. (2.2)

n

and we define the (unordered) incidence variety compactification to be the quotient
—inc —inc
PQMg,{n}(:u') = PQMg,n(H’)/g (2.3)

Since the ordered and unordered incidence variety compactifications differ only
by permuting the marked points, we call both of them the incidence variety compact-
ification. In case we need to distinguish them, we do so by specifying n or {n} in the
subscripts.

On a smooth curve X, a nonzero differential @ determines its zeros z; along
with their multiplicities. Hence, PQ M,y (1) is isomorphic to the projectivized stra-
tum of Abelian differentials PS2.M g (). In order to understand the degeneration of
Abelian differentials in P2 Mg (1), we need to describe the boundary points of the
incidence variety compactification.

2.4. Moduli spaces of pointed meromorphic differentials

The moduli spaces of meromorphic differentials from the viewpoint of flat geome-
try have been investigated by Boissy [5], including their dimensions and connected
components. Let

n = (mlv"'7mr;mr+17'"7ml‘+S;mr+S+1’-'-7m7‘+S+1)

be an n-tuple of integers such that Y\, m; = 2g — 2, where m; > 0 for i <r,
Mppp =+ =mpys =0,and m; <0 fori >r + s. We call such u a meromorphic
type and denote by QM ¢ (1) the moduli space of meromorphic differentials of type 1.
It parameterizes n-pointed meromorphic differentials (X, w, z1, ..., z,) on a smooth
curve X such that the order of w at z; is equal to m;, which may be a zero, regular
point, or pole, corresponding to whether m; > 0, m; = 0, or m; < 0, respectively. As
there are infinitely many meromorphic types for a fixed genus, these moduli spaces no
longer form a stratification of a fixed ambient space, but by a slight abuse of language
we still call them strata of meromorphic differentials.

2.5. The incidence variety compactification in the meromorphic case

To mimic the definition in the Abelian case we need to generalize the notion of the
Hodge bundle. We denote the polar part of u by i = (Mr4s+1,-..,Myn). We then
define the pointed Hodge bundle twisted by [i to be the bundle
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n
KMgn(it) = SO 30 (_ Z mizi)
i=r+s+1

over M ,, where we have denoted by Z; the image of the section of the universal
family f given by the i th marked point. We call points (X, w, 21, ..., 2,) € KMg »(f)
pointed stable differentials (of type [i1). Note that if  is a holomorphic type, then the
tuple fi is empty, so Kﬁg (n) = Qﬂg, and hence, it recovers the preceding setting
for the Abelian case.

For any meromorphic type i, we perform the same operations inside the space
K Wg (f1) as in the Abelian case. The (ordered) incidence variety PQ2 M;‘fn (mq,...,
my,) is defined as

PQM™ (1) = {(Xﬂ),zl, oy Zn) EPK Mg n(f2) : div(w) = Zmizi}, (2.4)

N
i=1

and the (ordered) incidence variety compactification PQW?; (w) is defined to be its
closure in PK ﬂg,n (). We define the (unordered) incidence variety to be the quotient

PQM gy (1) = PQMgS, (1)/ 6. (2.5)

n

where & is defined as in Section 2.3. Finally, we define the (unordered) incidence
variety compactification to be the quotient

PQMy (1) =PQM o, (1)/ 6. (2.6)

Again, by a slight abuse of language we sometimes skip the terms ordered and unor-
dered and refer to both of them as the incidence variety compactification of the strata
of meromorphic differentials.

2.6. Comparison to the Hodge bundle and the Deligne—Mumford compactifications
As said earlier, the incidence variety compactification admits two forgetful maps to
the projectivized Hodge bundle and to the Deligne-Mumford space, respectively. In
this section, we discuss these maps and demonstrate that they indeed forget informa-
tion. For simplicity of notation, we will only state this in the holomorphic case. The
discussion can be easily generalized to the meromorphic case. Thus, we start with a
partition yu = (my,...,my) of 2g — 2 by positive integers.
The forgetful map

71 1 PQM g gy (1) — PQM (1) (2.7)

forgets the marked points zy,..., z,. More precisely, the image of (X,w, z1,...,2,)
under 71 is (X', w’), where X’ is obtained from X (as an unmarked curve) by blowing
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down all P! tails and bridges, and @’ can be identified with the restriction of w to the
remaining components (see [20, Lemma 2.4] for details). The other forgetful map

72t PQM gy (1) = Mg, i) (2.8)

forgets the stable differential w; hence, the image of (X,w,z1,...,z,) under m, is
just (X, z1,...,2,).

Since a differential on a compact curve is determined uniquely (up to scaling)
by the locations and orders of its zeros, both maps m; and 5, when restricted to
IPQMg‘f{n}(u), are isomorphisms onto their respective images. However, over the
boundary the fibers of both maps can be more complicated. In particular, they may no

longer be finite, and neither image dominates the other.

PROPOSITION 2.1
For g >3 and n > 2, the following properties hold.
(1) The map 11 is not finite, and there does not exist a map

f : ]P)Qﬂg (/’L) - Wg,{n}

such that f o my; = m,.
(ii) The map 1, is not finite, and there does not exist a map

702 (PQM g g (1)) — PRM (1)

such that h o my = 7.

This proposition is not a priori clear. Indeed, it uses the full strength of Theo-
rem 1.3 about characterizing the boundary points of IP’QW;’C{"}(M). As a result we
see that the incidence variety compactification contains more information than both
the Hodge bundle compactification and the Deligne-Mumford compactification of the
strata.

Proof

We first prove (i). Suppose X is the union of an elliptic curve X with a curve Xy
of genus g — 1 intersecting at a node ¢ ~ ¢~ such that (2g — 4)g* ~ Kx, , and
that X contains all the marked points zy, ..., z,. Put Xg_; on a higher level than X;.
The corresponding level graph T of X is represented on the left-hand side of Figure 1.
Take a stable differential @ on X such that |x,_, is a holomorphic differential with
a unique zero at ¢t of multiplicity 2¢g — 4 and such that w|x, is identically zero.
Take a twisted differential 7 on X such that nx,_, = w|x,_, and such that nx, is a
meromorphic differential with div(nx,) =Y '_, miz; — (2g —2)q ™.
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Figure 1. The level graphs used in the proof of Proposition 2.1.

One checks that 1 satisfies all the conditions in Definitions 1.1 and 1.2. In particu-
lar, the global residue condition follows from the residue theorem on X, because nx,
has a unique pole at ¢, and hence, Res,— nx, = 0. Since 7 is compatible with T and
(X,w,z1,...,zy,) is the associated pointed stable differential of 7 (see Definition 1.6),
by Theorem 1.3 (X, ®, z1, ..., z,) is contained in the incidence variety compactifica-
tion ]P’Qﬂgl’c{n} (w). It implies that the 71 -preimage of the stable differential (X, w) is
isomorphic to

{(21,...,2,,) e(X)"\A: Zmizi = (2g—2)q_}/6,

i=1

where A is the big diagonal parameterizing the tuples where at least two marked
points coincide. This preimage has dimension n — 1. Since the m,-image retains the
information about the positions of the marked points, this example implies that there
does not exist a map f such that f o mr; = 7.

Next we prove (ii). Let X be the union of two elliptic curves X, X, and a
curve Xg_» of genus g — 2, whose dual graph with a chosen full order T is rep-
resented on the right-hand side of Figure 1. In this level graph, X and Xz_, are
on the top level, both higher than X,. Further suppose that (2g — 6)(1;r ~Kx,_,
and that the points z1,...,z, € X, are chosen such that there exists a meromorphic
differential nx, on X, with div(nx,) = Y i_; m;z; —2q7 — (2g —4)¢5 and such
that Resg- nx, = Resg; nx, = 0. The existence of such 7x, is proved in [6]. Then
(X,z1,...,2z,) specifies a point in ﬂg,{n}. Take a twisted differential » on X such
that nx, on X; is holomorphic and nowhere vanishing, nx, is given as above on X»,
and nx,,_, on Xpg— satisfies div(nx,, ,) = (2g — 6)q; .

One checks that 7 satisfies all the required conditions to be compatible with I". In
particular, the global residue condition holds, because 1y, has zero residues at both
q; and g5 . Hence, by Theorem 1.3, the associated pointed stable differential (X,
,z1,...,2Zy) is contained in the incidence variety compactification PQW:;,C{”}(/L),
where w|x, = nx,, ®|x,_, = Nx,_,, and o is identically zero on X. Note that one
can scale 7 on the top level components X; and X,_, by a pair of nonzero scalars
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(A1,Ag—2), which does not affect its compatibility with T. The associated stable dif-
ferential w is scaled accordingly on X and X,_», but the underlying marked curve

(X,z1,...,z,) remains the same. In other words, the 7,-preimage of (X, zy,...,2,)
in the incidence variety compactification contains the space of the projectivized pairs
[A1,Ag—2], which is one-dimensional. Since the image of (X, w, z1, ..., z,) under m;
retains the scaling information, there does not exist a map 4 such that & o 7, = my
holds. O
Remark 2.2

Conceptually speaking, the map 7, fails to be injective for two reasons. First, for a
component of X, there may exist a nontrivial linear equivalence relation between the
marked points in that component. For example, let X be the union of a hyperelliptic
curve Y of genus ¢ — 1 and a P!-component, intersecting at two points g; and ¢,
which are Weierstra3 points of Y. Moreover, suppose that all the marked points are
contained in P!. Then (X,zy,...,z,) can be the image of (X,w,z1,...,z,) under
15, where  is identically zero on P! and restricts to Y as a differential with a zero
of order 2k at ¢; and a zero of order 2(g — k — 2) at ¢,, for any k € {0,...,g —2}.
The other reason is that some scaling factors for the differentials on the top level
components are lost, as discussed in the second part of the proof of Proposition 2.1
(see also Lemma 2.3 below).

When we analyze the examples presented in Section 3, the information of the
dimension of fibers of , will play a significant role. Hence, we conclude this section
with the following observation.

LEMMA 2.3

Let A° be an open boundary stratum of ﬂg,n parameterizing nodal curves with
a given d_ual graph. Let (X,z1,...,2,) be a curve in the intersection of the locus
T (IPQW?; () with A°. Then the dimension of the fiber of my over (X, z1,...,2y)
is one less than the maximal number of connected components of the graph T'=,
where the maximum is taken over all level graph structures T on T, such that there
exists a compatible twisted differential of type i on (X, z1,...,2n).

Proof

Take a twisted differential 7 on X compatible with a chosen level graph T'. Suppose
(X,w.z1,...,zy) is the pointed stable differential associated to (1, T'). Then  is
equal to 7 restricted to all top level components and is identically zero elsewhere. The
image of (X, w, z1, ..., z,) under 7, then only retains the information on the zeros of
o on all the irreducible components of top level and thus loses the information of the
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individual scaling factors of  on each such irreducible component. However, if two
such top level irreducible components are connected by an edge, then the matching
residue condition at the corresponding node prescribes that the scale of 1 on these
two components is equal, and thus, there is only one scale parameter lost for each
connected component of the graph of the top level components. The space of such
scaling factors has projective dimension equal to the number of top level components
minus one. The desired conclusion thus follows from applying this analysis to all
possible level graphs and compatible twisted differentials. O

3. Examples of the incidence variety compactification
To illustrate all the aspects of the incidence variety compactification, in this section
we study many examples. We start with examples discussing possible choices of level
graphs and compatible twisted differentials for a fixed dual graph, thus showing that
there are indeed choices involved and that all our data are necessary. We then describe
in detail the incidence variety compactification for a number of strata in low genus.
Throughout this section, we use the following notation. Denote by Kx; the canon-
ical line bundle of an irreducible component X; of a nodal curve X. A node joining
two irreducible components X; and X is denoted by gi. Moreover, if X; > X, then
the node gy, is obtained by identifying the points q,': € X; with g, € X;. We denote
by I' the dual graph of X and by I' a full order on I'. For a twisted differential n
and a stable differential @ on X, we use 1; and w; to denote their restrictions to the
component X;, respectively. We also remind the reader to review Definition 1.6 for n
and w being associated with each other.

3.1. Cautionary examples

We present some examples that serve as an illustration for our formulation of the
conditions on twisted differentials as well as a warning regarding the extent to which
the choices of T and 7 determine each other.

Example 3.1 (Twisted differentials do not automatically satisfy the global residue con-
dition)

Let X be a curve with three components X; =< X, > X3 as represented in Figure 2.
Suppose that X; and X, contain no marked poles, and suppose that gz = 0. Suppose
that the only marked point on X3 is a marked zero zy, that is, m; > 0.

Let n be a twisted differential on X compatible with this level graph. Since X3 is
on the bottom level, n3 has poles at g, and g5 . Let r1 and r be the residues of 73 at
g7 and g5 , respectively. The residue theorem on X3 = P! says that rq + r, = 0, with
no further constraints. However, the global residue condition applied to the level of X3
implies that r; = 0 and r, = 0, which does not follow from the relation r; + r, = 0.
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X X>

X] Xl
q1
2 q3 X, X,
X3 Zn
Z]
X3

Figure 3. The curve and level graph used in Example 3.2.

Example 3.2 (Nonuniqueness of associated twisted differentials)
Theorem 1.3 says that a pointed stable differential lies in the incidence variety com-
pactification of a given stratum if and only if there exists an associated twisted dif-
ferential of the given type compatible with a certain level graph (see Definition 1.6).
However, such a twisted differential may not be unique (modulo scaling), even for a
fixed level graph. For example, suppose X has three irreducible components X; >
X, > X3, where X intersects X, at one point g; and X, and X3 intersect at two
points ¢, and g3, and suppose all marked points zy,.. ., z, lie on X3 (see Figure 3).

Suppose 7 is a twisted differential compatible with the corresponding level graph
T. Because X has no marked points and it is on the top level, n; on X; is holomor-
phic, and it has a unique zero at ql+ whose order is 2g; — 2. Moreover, 13 on X3 has
all the prescribed zeros or poles at z; ; hence, the sum of its pole orders at g5 and g5
is equal to 2g — 2g3. Suppose that 73 has a pole of order k at g5 and a pole of order
2g —2g3 —k at g5 . Then 7, as a differential on X, has a pole of order 2g; at ¢ and
has zeros of orders k — 2 and 2g —2g3 —k — 2 at q; and q;r , respectively. Finally,
by applying the global residue condition to each level of T, respectively, it says that
the sum of residues of 7; on each irreducible component X; is zero, which follows
from the residue theorem. Hence, in this case the global residue condition imposes no
further constraints on 7.

By the above analysis, there exists a twisted differential  compatible with T if
and only if the pointed curve (X, z1, ..., z,) satisfies

Kx, ~ (2¢1 _2)q1+7
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Kx, ~ (k—2)qF + (2g —2g3 —k —2)qT —2g147.

n
Kx, ~Zm,-z,- —kq, —(2g—2g3—k)q;5 .

i=1

For special curves X these conditions can be satisfied for different values of k. For
instance, take all X;’s to be hyperelliptic curves of high genus, all ¢;=’s to be Weier-
strall points, and k to be even. In that case we obtain a number of distinct twisted
differentials 7, all of which are the same on X; (modulo scaling) but are different on
X», and X3 (even after modulo scaling).

Suppose w is the associated stable differential of 7. Then w; = n; is determined
on the top level component X;, which is the same for all the different choices of
n (modulo scaling). Nevertheless, w, and w3 are identically zero on the lower level
components X, and X3, respectively. Hence, in this case different values of k in the
above give rise to distinct twisted differentials 5, but the associated stable differential
(X,w,z1,...,z,) remains the same.

Example 3.3 (Pointed stable differentials do not determine the level graph)
The previous example shows that there may be many different twisted differentials
that are associated with a given pointed stable differential in the incidence variety
compactification. We now show that a pointed stable differential (X, w, z1,...,z,)
does not necessarily determine a full order on the dual graph. The reason is that @
is identically zero on the lower level components of X; hence, the lower level com-
ponents may be ordered differently. An example illustrated in Figure 4 is given by
a triangular subgraph on lower levels, attached to a top level component X;. The
only two marked points are z; € X3 and z, € X4. The two different level graphs are
obtained by switching the ordering of X3 and X4 on the bottom two levels.

Suppose the genera of X; and X, are sufficiently high so that m; > 2g3 — 2 and
my > 2g4 — 2. Take a twisted differential 5 such that

X1 X X,

X3 X4

Figure 4. The curve with two different level graphs used in Example 3.3.
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div() = (281 - 2)q;.

div(n2) = kg + (282 +2g1 —k —2)q5 — 28147

div(ns) =mi1z1 + (2g3 + k —m1)qs — (k + 2)q, ,

div(ng) = mazo + (k —2g1 —282)q5 + (m1 —2—k —2g3)qa4,

where 0 < k < 2g, + 2g; — 2. The existence of such 7 is equivalent to the linear
equivalence conditions div(n;) ~ Ky, for all i. One can take X; to be hyperelliptic
curves, z; and ¢g; to be Weierstra} points, and m; and k to be even, so that these
conditions hold. In that case, if we choose suitable k such that 2g3 + k —m; > —1,
then 73 is holomorphic at g4 on X3; hence, n is compatible with the level graph on
the right-hand side of Figure 4, where the global residue condition follows from the
residue theorem on each lower level component. Conversely if 2g3 + k —m; < —1,
then 13 has a higher-order pole at g4 on X3; hence, 1 is compatible with the level
graph in the middle of Figure 4. Nevertheless, in both cases the associated stable
differentials w are the same (modulo scaling on the top level component X ), because
w is identically zero on the components X5, X3, and X4.

Example 3.4 (Different level graphs give different global residue conditions)
Consider two level graphs T'; and T, with the same underlying dual graph T' of a
curve X, presented in Figure 5. The orientation of the edges is going downward.
Because X5 and X¢ are disjoint, T, and T, determine the same partial order on T.
Further suppose there is no marked pole in the smooth locus of X .

We will now determine the conditions necessary for a twisted differential 7 to
be compatible with T’y or T'5, respectively. For a node ¢ joining X; and X; with
Xi > X, we denote by r;,; the residue of n; at g, . In both cases 71, 12, and 13 are
holomorphic, and 74, 715, and n¢ are meromorphic. Applying the residue theorem to
n; on X; fori =4,5,6, we obtain that

r,4+7134=0, r,s+rys5+r3s=0, r2.6 +ra6=0.
X X, X3 X, X, X3
X2 X5 X2
X6 Xe X5

Figure 5. Two level graphs T'; and T'5 used in Example 3.4.
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The global residue condition can be imposed at the bottom level and at the middle
level of T;. For T'; the bottom level global residue condition implies that

r26+ra6=0

(since the graph above the bottom level is connected), which follows from the residue
theorem. The global residue condition applied to the middle level of 'y implies that

r,4+r1,5=0, ra,5 =0, 134+ 7135 =0,

where the third condition follows from the first two and the residue theorem. Thus,
for T'; the global residue condition gives two extra relations among the residues of 7,
in addition to the residue theorem. In particular, it implies that 5 5 = 0.

For I, the global residue condition applied to the bottom level implies that

ra+ri1,5+r3s5=0, ra5+7126=0

(since the graph above the bottom level has two connected components, one being X»,
and the other everything else), where the two conditions are equivalent by the residue
theorem. The global residue condition applied to the middle level of T'» implies that
r1,4 = 0 (or, equivalently, r3 4 = 0 by the residue theorem). Thus, for T, the global
residue condition gives two extra relations among the residues of 7, in addition to
the residue theorem. In particular, it implies that ry 4 = 0, which is different from the
conditions imposed by T'; in the preceding paragraph.

Example 3.5 (The space of residues cut out by the global residue condition)
In this example we illustrate how the scaling factors of a twisted differential on lower
level components of X come into play in the global residue condition. Consider the
curve X with the level graph T in Figure 6. Suppose there is no marked pole in the
smooth locus of X.

Let n be a twisted differential on X whose associated stable differential is w.
Suppose further that 7 satisfies conditions (0)—(3) with respect to " (see Definitions
1.1 and 1.2). Take a pair of scalars A = (A4, A5). Define a twisted differential

nA) ={n1.n2,13,Aana, Asns}.

X X> X3

Rt v

X4 X5

Figure 6. The curve and level graph used in Example 3.5.
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Because X4 and X5 are the lower level components, the associated stable differential
of (1) is w, and n(A) also satisfies conditions (0)—(3) with respect to I'. Conversely,
any twisted differential with associated stable differential equal to w is of type n(A).
By Theorem 1.3, (X,w, z1,...,2z,) is contained in the incidence variety compactifi-
cation if and only if there exists one such 7(A) satisfying the global residue condition.

Use the notation r; ; for residues of 1 as in the preceding example. Then the
residues of n(4), compared to 7, are multiplied by A4 and A5 on X4 and X5, respec-
tively. Applying the residue theorem to X4 and X5 gives

r1,4+r2,4+r3,4=0, r1,5+r2,5+r3,5=0.
The global residue condition applied to 7(1) and T imposes the conditions
Agria+ Asrs =0, Aara 4+ Asry 5 =0, Agrza+ Asrzs =0.

By the residue theorem we can express r3 4 and r3 5 in terms of the other residues;
hence, the imposed conditions reduce to

Aaria+ Asr5 =0,
X4V2,4 + 157'2,5 =0.

Eliminating A4 and A5 in the above further reduces the conditions to
r1,4¥2,5 — 12,4715 = 0.

Hence, there exists a twisted differential 7(1) compatible with T only if the residues
of 7 satisfy this quadratic equation. This phenomenon will be addressed in full gen-
erality in our forthcoming work [4], where we study in detail the boundary structure
of the incidence variety compactification.

3.2. Some preliminary results '

We first remark that the incidence variety compactification IP’QWZ’C{n}(mI, ey My)
of any stratum has divisorial boundary (i.e., the boundary is of complex codimension
1 in the compactification). This follows from the fact that Wg,n and the projectivized
Hodge bundle have divisorial boundary, and this is where we take the closure of the
stratum. In this section we describe explicitly the boundary of Pﬂﬂzf{n}(ml )
for a few cases. The general method is as follows. First, we enumerate the boundary
strata in Wg,n parameterizing stable curves with a given dual graph. For each such
stratum, we investigate all possible level graphs. Then we write down the space of
all possible twisted differentials n that are compatible with such a level graph, which
we write as a formula saying that 7 lies in a suitable product of strata of differentials,
recording its zeros and poles on the irreducible components of X . Given such 7, the



2370 BAINBRIDGE, CHEN, GENDRON, GRUSHEVSKY, and MOLLER

associated pointed stable differential @ coincides with 1 on the top level components
and is identically zero elsewhere. To conclude, we use Lemma 2.3 to compute the
dimension of the fiber of the map m, from the incidence variety compactification to
its image in the Deligne—Mumford compactification (see the setting (2.8)).

For later use we denote by A? the open divisorial components of the boundary of
Wg. More precisely, A7 for 1 <i < [g/2] parameterizes reducible curves consisting
of a genus i smooth component and a genus g —i smooth component attached at one
node, and Aj parameterizes irreducible nodal curves of geometric genus g — 1.

We first consider the strata in genus zero, since they play a central role in many
cases. Recall that there exists a meromorphic differential on P! with any prescribed
collection of zeros and poles, as long as the sum of their orders is equal to —2. As
a consequence of Theorem 1.3, we deduce the following statement about residues of
meromorphic differentials on P!

LEMMA 3.6

Let QMo(my, ...,my) be a stratum of meromorphic differentials in genus zero such
that mo > 0 and m; <0 for 1 <i <n. If n > 2, then every differential in this stratum
has a nonzero residue at some pole.

Proof
If some m; = —1, then the corresponding pole is simple; hence, it has a nonzero
residue. From now on assume that m; < —2 forall 1 <i <n.

We argue by contradiction. Suppose this stratum contains a differential ¢ on
Xo = P! with zero residue at every pole. Denote by zq the zero of 19 and by z; the
pole of ng of order m; for 1 <i <n.Foreveryi > 1 we attach to X at z; a curve X;
as follows. If m; is even, then we take a curve of genus g; = —m; /2 such that there
exists a differential n; on X; with a unique zero of order —m; — 2 at z¢y. If m; is odd,
then we attach a curve of genus g; = (—m; + 1)/2 such that there exists a differential
n; on X; with a zero of order —m; — 2 at z; and a simple zero elsewhere. Let X be
the resulting stable curve.

The collection of g, n1,...,n, defines a twisted differential n of type (my, 1,
..., 1) on X, where the number of ones is equal to the number d of odd negative m;.
Consider the level graph T on X such that X; < --- < X,, = X,. Given the hypothesis
that 7o has zero residues at zy, . .., z,, the twisted differential 7 is compatible with T.
Hence, by Theorem 1.3, all stable pointed differentials associated to such 7 are in
the incidence variety compactification of the stratum PQMg(mg, 1,...,1), where
g=2i-11= £+1J~

Note that

dimPQMg(mo,1,...,1) =2g +d — 1.
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On the other hand, the dimension of the space of stable pointed differentials associated
to the twisted differentials we constructed, with the projectivization of 1o on X fixed,
has dimension

1+ > 25+ Y, Qeit+D=2g+d-1,

i>0,m; even i>0,m; odd

where the —1 results from simultaneous projectivization of the differentials on the top
level components. Hence, it has the same dimension as the stratum, contradicting the
fact that the boundary of a closed variety has smaller dimension compared to that of
the interior. O

Remark 3.7

The lemma can also be proved directly in two ways. If w is such a differential with no
residue, then w = df for some meromorphic function f on P!. By regarding f as
a map from P! to P!, the unique zero of @ corresponds to the unique ramification
point of f over P!\ {oo}, and the n poles of w map to oco. It follows from the
Riemann-Hurwitz formula that 2d —2 = (d — 1) + (d —n), where d is the degree
of f, which contradicts that n > 2. Alternatively if @ has no residue, then the flat
geometric representation of w in the sense of [6] has no saddle connections; hence,
the surface would be a wedge sum of n spheres attached at the unique zero, leading
to a contradiction.

The above lemma yields a useful criterion when we apply the global residue
condition to twisted differentials on a stable curve with a rational component.

COROLLARY 3.8

Suppose (L = (my,...,my) is a holomorphic type, that is, all m;’s are positive. Let
(X,z1,...,2y) be a stable curve with an irreducible component X, of genus zero
such that all the nodes q1, . .. ,qy contained in X, are separating and k > 2. If nis a
twisted differential of type ju such that n, on X, has a unique zero and has a pole at
each q;, then 1 is not compatible with any level graph on X .

Proof

Suppose, on the contrary, that there is a level graph " on X such that 7 is compatible
with T. Since 7, has a pole at each node ¢;, X, is on a lower level compared to
the component on the other branch of ¢;. Since ¢g; is separating, the global residue
condition applied to the level of X, implies that Res,; 1, = 0 for all i, contradicting
Lemma 3.6. O
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Next we describe a relationship between pointed stable differentials and com-
patible level graphs. An irreducible component X, of X is called a nonstrict local
minimum if, for every component X,, intersecting X,, the inequality X,, < X, holds.

LEMMA 3.9

Let (X,w,z1,...,2y) be a pointed stable differential, and suppose that g # 1 or
n # 0. If an irreducible component X, of X is a (nonstrict) local minimum in a level
graph T, then any twisted differential n compatible with T that agrees with w on the
top level components has at least one zero or marked point at a smooth point of X,.

Proof

Since X, is a (nonstrict) local minimum, the differential 1, has a pole at any node
lying on X,. If , has no marked zero in the smooth locus of X, then X, =~ P!,
because the only Riemann surfaces on which there exists a meromorphic differential
without zeros are P! and a genus 1 curve—and in the latter case the differential must
be holomorphic with no zeros or poles, and thus, X, must equal X, which is the
excluded case. In that case, 1, either has two simple poles or a single double pole;
hence, for the curve to be stable, X; must contain at least one marked point. O

This lemma implies the following useful result.

COROLLARY 3.10

For g > 1 any pointed stable differential (X,w, z) in the incidence variety compact-
ification PQW;’CI (2g — 2) is compatible with a level graph that has a unique local
minimum, which is the irreducible component of X containing the marked point z.

We conclude this section by the following lemma for later use. Recall the map m»
defined in (2.8) from the incidence variety compactification to the Deligne—-Mumford
compactification.

LEMMA 3.11

Let S be an open boundary stratum of ﬂg,n parameterizing curves with a fixed dual
graph. Let S be the boundary stratum corresponding to the dual graph obtained from
the dual graph of S by adding a loop at a vertex v and decreasing the geometric genus
of Xy by one (i.e., adding a nonseparating node q for an irreducible component X, of
curves in S ). Then the dimension of w5 ! (S ) in the incidence variety compactification
of any stratum of differentials is either strictly smaller than the dimension of w5 1(S)
or both preimages are empty.
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Proof

To prove this result it suffices to show that 75 1(5 ) is contained in the closure of
Ty 1(S). Let (X,w,z1,...,2,) be a stable pointed differential in Ty 1(S). Choose
an associated twisted differential 7 in the sense of Definition 1.6. Since the newly
added node ¢ is an internal node, 1 has simple poles with opposite residues at the two
branches of g by conditions (1), (2), and (3). Then one can locally smooth out g to
obtain a family of twisted differentials 1, such that the stable differential associated
to the general 7, lies in 75 ' (S). This operation of locally smoothing a simple polar
node can be performed by classical plumbing (see Lemma 4.4). O

3.3. The incidence variety compactification of PQM>(2)

In this section we work out in detail the irreducible components of the boundary
8]?52%201 (2) in the incidence variety compactification of P2.M,(2). This stratum is
connected. Moreover, 7> maps it to the locus of Weierstrafl points in M5 ;. The clo-
sure of this stratum was described already in [20, Section 6] by using admissible dou-
ble covers. Here we match these results and demonstrate how our current machinery
works. Coordinates around part of this boundary were described in [3, Section 6.6].

PROPOSITION 3.12

The boundary of ]P’Qﬂizn,cl (2) has three irreducible components, given by the closures
of the loci (1), (I), and (I11) defined below.

Proof

The strategy of the proof is as follows. Recall that the boundary of IP’QW;CI (2) is
divisorial (see the beginning of Section 3.2); hence, its irreducible components are
two-dimensional. It thus suffices to locate all two-dimensional boundary strata of
]P’QW;]’CI (2). We perform the search according to the dimension of the boundary strata
in WZ,I .

We first determine the ,-preimage in ]P’QW;I’CI (2) of every open divisorial stra-
tum of ﬂz,l. Let X be a stable curve in the stratum Ag (see Figure 7). Since X is
irreducible, there is no order to consider on the dual graph. Given a twisted differen-
tial 7, the associated stable differential w coincides with 1, which is not identically
zero on X . Such a differential has a double zero and two simple poles on the normal-

FESFS @X

Figure 7. A curve parameterized by Aj and its level graph.
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gt
X i X1
) %
X, X2
Figure 8. A curve parameterized by A7 and its level graph.

ization of X, which is of genus one. Thus, the ,-preimage of A in ]P)Qﬂz,l can be
identified with the locus

(D) :=PQM |5, (2. —1.-1),

where the two simple poles are not ordered. This is the locus of elliptic curves E with
three marked points pi, pa, ps such that 2p; = p» + ps. It is irreducible according
to [5]. The locus (I) is twq—dimensional, and hence, it gives an irreducible component
of the boundary of IP’QW;‘,CI (2).

In the open boundary divisor AJ, a stable curve X is the union of two elliptic
curves X1 and X» intersecting at g, where z € X,. Suppose 7 is a twisted differential
compatible with a level graph T on X . Then 7, on X, has a unique zero of order two
at z; hence, 1, has a double pole at ¢—, and the component X» is of lower level than
X1 in T (see Figure 8). Consequently, 7; on X is holomorphic and nowhere vanish-
ing. The global residue condition requires that Resy— 1, = 0, which follows from the
residue theorem for 7, on X,. We have thus verified that in the above setting 7 is com-
patible with T'. Such (X, ) is equivalent to the collection of (X1,71,¢7) € QM
and (X2,712,2z,47) € QMiﬂCZ(2,—2). Suppose w is the associated stable differen-
tial of 1. Then w|x, = 11 and w is identically zero on the lower level component
X5. In other words, the associated pointed stable differential (X, w,z) consists of
(X1.11.9™") and (X3, z,q™), which forgets 7, compared to (X, 7). In this sense we
can identify the 7,-preimage of A7 in ]P’Qﬂz,l with the locus

(ID) :=PQM 1 x 72 (PQRMTS(2,-2)).

Since we are working on the open part A§ of the boundary divisor, the points z and g~
are not allowed to coincide. (The degeneration when z and ¢~ coincide corresponds
to stable curves that have three irreducible components, as depicted in Figure 11,
and this case will be treated separately below.) Thus, the second factor is the locus
in Mj 2, where z and ¢~ differ by a nonzero two-torsion point. According to the
classification of [5], this locus is irreducible. Together with the fact that PQM ; is
irreducible, this implies that the locus (II) is irreducible and two-dimensional, and

hence, it gives an irreducible component of the boundary of IP’Qﬂizni (2).
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¢ 200

Figure 9. An irreducible curve with two nodes.

X X1 X X
z
X X z
2 2 X 2

Figure 10. An elliptic curve union with a rational nodal curve and the level graph.

X, X, X X>
TZ—;_\Z X3 ‘\(}/
Figure 11. Two elliptic curves connected by a pointed rational curve and the corresponding level
graph.

We now study the m,-preimages in PQW;CI (2) of the codimension 2 boundary
strata of Wz,l. Consider the locus of irreducible stable curves with two nodes (see
Figure 9). Since this stratum is obtained by adding a loop to the dual graph of curves
in Ag, by Lemma 3.11 its m,-preimage has higher codimension in IP’QW;],CI (2) and,
hence, does not give a boundary component.

Next, consider the locus of stable curves as represented in Figure 10, where one
component is an elliptic curve and the other component is a rational nodal curve. The
marked point z is contained in one of the two components. Clearly both dual graphs
are obtained by adding a loop to the dual graph of curves in AJ. Hence, Lemma 3.11
implies that the m>-preimages of these strata do not give boundary components of
PQM;, (2).

Another codimension 2 boundary stratum of Wz,l parameterizes stable pointed
curves that have a rational bridge X3 connecting two elliptic curves X; and X, where
the marked point z lies on X3 to ensure the stability of X (see Figure 11). It follows
from Corollary 3.8 that this stratum does not intersect the projection of Pﬂﬂlzni (2)
under 75.

The only remaining codimension 2 boundary stratum of M, ; parameterizes
curves consisting of two irreducible components X; and X, intersecting at two points,
where X; has genus one and X, has genus zero, and the marked point z is contained
in X to ensure the stability of X (see Figure 12).
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Figure 12. Two curves intersecting at two nodes and the level graph.

Suppose 7 is a twisted differential compatible with a level graph T on X. It
follows from Corollary 3.10 that X; > X,. Since n; on X; has no zeros, it is holo-
morphic and nowhere vanishing, and then 7, has a double pole at each of the two
nodes with a double zero at z. In this case the global residue condition requires that
Resg -2 + Resy; 12 = 0, which follows from the residue theorem. The associated
stable differential w is equal to n; on X1, and @ on X> is identically zero. Hence, the
locus of such (X, ®, z) in PQM, {(2) can be identified with

(IH) = PQM]Q X M0,3,

where the second factor corresponds to the one-point space nz(PQMg‘me, -2,
—2)). Since the locus (III) is clearly irreducible and two-dimensional, it gives an
irreducible component of the boundary of IP’QW;CI 2).

It remains to consider the boundary strata of Wz,l that have codimension greater
than or equal to 3. If there exists a boundary component of IP’QW;I’CI (2) mapping to
such a stratum, then the fibers of 5 over this stratum have positive dimension. By
Lemma 2.3, for this to happen, the graph "= must have at least two connected com-
ponents. In our case, the components of top level would have to be of genus at least
one. Hence, such a stratum would have to parameterize curves with two irreducible
components of (arithmetic) genus at least one, neither of them containing the marked
point z. The only possibility is that such curves are degenerations of the curves in Fig-
ure 1 1. Such degenerations can happen only if (at least) one of the two elliptic com-
ponents degenerates to a rational nodal curve. However, in that case, Corollary 3.8
still applies; hence, the locus of such curves is disjoint from the image of ]P’Qﬂ]z",cl (2)
under ;. This completes the proof of Proposition 3.12. U

3.4. The incidence variety compactification of PQM3(4)

Recall that the stratum PQ.M3(4) has two irreducible components PQ M 3(4)™? and
PQM3(4)°% (see [25]). The hyperelliptic component parameterizes hyperelliptic
curves with a marked Weierstral3 point. The odd-spin component parameterizes non-
hyperelliptic curves whose canonical embeddings (as plane quartics) have a hyper-
flex. Below we will describe the closure of the entire stratum. The closure of each
connected component will follow from the results in the forthcoming work [4].
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For a pointed stable differential (X, w, z) in the boundary of ]P’Qﬂ;ncl (4), let T
be alevel graph on X, and let ) be a compatible twisted differential such that the asso-
ciated pointed stable differential is (X, , z). By Corollary 3.10, T has a unique min-
imal vertex, and the corresponding irreducible component of X contains the marked
point z. A

We first determine the w,-preimages in IP’QWI;CI (4) of the open boundary divi-
sors of ﬂ&l- The computation over Ay is similar to the previous case, and we obtain
the corresponding locus as

(i) := PQM5 5, (4. —1,—1),

where the two simple poles are unordered. By [5, Theorem 1.2], this locus has two
connected components that can be distinguished by their parity. Both these compo-
nents are four—dimensional, and therefore, each of them is an irreducible component
of the boundary of PQM3 | (4). In fact, by the discussion in [20, Section 4] each

component of P2 eMizn’CB} (4,—1,—1) is a boundary component of the connected com-

ponent of Qﬂl;cl (4) of the same parity.

For i = 1,2, denote by A‘l’,i the open boundary divisor of ﬂ3,1 parameterizing
nodal unions of a genus one curve with a genus two curve, where the marked point
is contained in the genus i component, respectively. By Lemma 3.9, the component
containing the marked point is of lower level compared to the unmarked component
in T. As in the previous section, we obtain that

(i) := 75 ' (AS ) = PQMES (2) x m2 (PQMTS (4, —4)),
(iii) := 75 ' (A} 5) = PQM 1,1 x 12 (PQMSS (4, -2)),

both of which are again purely four-dimensional. By [5], each of these two loci has
two connected components: a hyperelliptic one and a nonhyperelliptic one, and each
of these is then an irreducible component of the boundary of the corresponding com-
ponent of IPQWI;CI (4).

Next we investigate the situation over the codimension 2 boundary strata of ﬂg,,l .
By Lemma 3.11, the m,-preimage of the locus of irreducible curves with two nodes
has codimension greater than 1; hence, it does not provide a boundary component of
PQM {(4).

Let ®y C WS,I denote the locus of curves with two components Xy and X,
intersecting at two nodes, where Xy = P!, X, has genus two, and X contains the
marked point. In this case X, > X in T'; hence, the stable differential w is identically
zero on Xy. For w on X, it is given by 7,, and there are two possibilities. If 1, has
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simple zeros at both nodes, then 19 on Xy has triple poles at both nodes, and hence,
(X, w, z) is parameterized by the irreducible locus

(iv) := PQME % (1, 1) X ma (PQRMG 5 (4,3, -3)).

On the other hand, if 1, has a double zero at one node and is regular at the other, then
(X, w, z) is parameterized by the irreducible locus

(v) :=PQMSS(2,0) x m2 (PQMGS (4, —4,-2)).
Both loci are four-dimensional irreducible, and thus,

51 (B9) = (iv) U (v),
providing (irreducible) boundary components of IP’QWI;Cl (4).
Let ®; C M3, denote the locus of curves with two components X; and X,
intersecting at two nodes, where both components have genus one and X contains
the marked point. A similar analysis as in the case of ®¢ implies that the pointed

stable differential (X, w,z) in mﬂ;“fl (4) N 7251(©)) then lies in the locus
(vi) 1= PQM o) X T2 (PQRMT' 5 (4, 2. —2)).

which has two irreducible components, both of dimension four, hence providing
boundary components of ]P’QWI;CI (4). As remarked in [20, Section 7], each of these
two components lies in the boundary of both components of IP’SZW;“CI 4).

For the codimension 2 boundary strata of ﬂ&l parameterizing curves with one
separating node and one nonseparating node, they are contained in the closure of A‘l”i
for i = 1,2 by pinching a nonseparating loop on an irreducible component of curves

in A7 ;. This is the operation described by Lemma 3.11, and thus, the corresponding

boundary loci in ]P’QW;ICI (4) are contained in (ii) and (iii) defined above. There-
fore, the m2-preimages of such codimension 2 boundary strata do not give rise to any
boundary components of PQW?CI 4). o

Let us consider the other codimension 2 boundary strata of M3 ; parameterizing
curves with two separating nodes. There are several possibilities. If all three compo-
nents X, X5, and X3 of the curve X have genus one and the marked point lies in the

middle component X», then the twisted differential 7 lies in the locus contained in
QM1 X QMG (4, -2, -2) x QM 1,

which is cut out by the global residue condition that 7, has zero residues at both nodes
on the middle component X,. Here we encounter the situation in which the map 5
is no longer finite. In this case the full order is X; < X3 > X5. Since X; and X3 are
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both of top level, by Lemma 2.3 the fibers of w, are one-dimensional, which record
the projectivization of the pair of scaling factors for n; and ns. It follows that the
associated pointed stable differential (X, w, z) lies in the codimension 1 locus

(vii) CP(QM 1,1 x QM1 ,1) X T2 (QMT5, (4. -2, -2))

given by the condition that 7, has zero residues. By the results of [6] it follows that
the locus (vii) is nonempty, and thus, its codimension in this product is equal to 1. The
locus (vii) is thus purely four-dimensional; the number of its irreducible components
is not known, but each such irreducible component gives a boundary component of
PQMES (4).

On the other hand, if the marked point z lies in X, then the full order is given by
X3 > X, > X;. Since X3 is the unique irreducible component of top level, the map
15 is finite. The twisted differential n lies in the locus

QM1 x QMTS(2,-2) x QM (4, —4),
and the associated pointed stable differential lies in the locus

PQAM,1 X 72 (QMTS (2, =2)) X 2 (QMT5 (4, —4)),

which is three-dimensional and, thus, not a boundary component of IP’QWI;’CI 4).

Suppose now that one of the three irreducible components of X has genus zero.
By the stability of X, the P!-component must be the middle component, and it con-
tains the marked point z. It follows from Corollary 3.8 that this locus is disjoint with
the image of IP’QWI;’CI (4) under ;. This completes our analysis over the codimension
2 boundary strata of M3 ;.

We now investigate over which boundary strata of ﬁ3,1 of codimension greater
than or equal to 3 there may be boundary components of PQW?CI (4). As there are
numerous cases, we first make some general observations. If a boundary stratum of
W3,1 parameterizes stable curves that have an internal node, then by Lemma 3.11, its
m,-preimage does not give rise to a boundary component of ]P’QWI;CI (4). Therefore,
it suffices to consider the case when all irreducible components of the stable curves
are smooth. Furthermore, if the 7, -preimage of a boundary stratum of ﬂ&l of codi-

mension greater than or equal to 3 gives a boundary component of IPQW];’CI (4), then
the fibers of 5 over this stratum have positive dimension.

Let us first determine which codimension 3 strata of the boundary of ﬂ&l are
contained in nz(IP’Qﬂgﬁ (4)). As before, Lemma 3.11 allows us to assume that no
edge of the dual graph I' is a loop. Moreover, if 41 (I") > 3, then the stratum has codi-
mension at least 4 and can be discarded. The case of 2! (I") = 0, that is, the T being
a tree, is also easily ruled out. If hl(F) =1, then I must be the triangle, with two
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curves of genus one and one P! containing the marked point. In this case, the admis-
sible twisted differentials give a nontrivial torsion condition on the marked points on
one elliptic curve. Hence, the whole stratum is not in the image 5 (IP’QW;H,CI (4)).
Finally, if 21(T") = 2, then the only possibility is the locus parameterizing curves
with two irreducible components intersecting at three nodes, where one component
has genus one and the other is P!, containing the marked point z. Moreover, the P!
must be of lower level in T'. The global residue condition on 7 then holds automat-
ically by the residue theorem. In this case the associated pointed stable differentials
are parameterized by

(viii) := PQM 3 X 712 (PQM {54y (4. —2.—2,-2)).

This locus is irreducible and four-dimensional; hence, it gives an irreducible boundary
component of ]P’Qﬂ;ncl 4.

Let us now look at the cases when m, has positive-dimensional fibers. According
to Lemma 2.3 the level graph T has at least two top level components. Both are
smooth and of genus at least one. If some two top level components are connected by
a node, then the presence of this node decreases the codimension of such a locus by 1,
and thus, such a locus must be properly contained in a higher-dimensional component
of the boundary. Moreover, by Lemma 3.9, the unique minimal component X, of
T contains the marked point z. If X, has genus at least one, then the curve X is
of compact type (which, recall, means that the dual graph is a tree). The only such
stable curve X is given by a P!-component, denoted by X3, intersecting three elliptic
components X1, X5, and X,,, with the full order given by X; < X, > X3 > X,. Then
a compatible twisted differential 7 on X3 = P! would have a double zero at the node
joining X, and two double poles with zero residues at the other two nodes, which is
impossible by Lemma 3.6.

Now assume that the minimal component X, has genus zero. Since X, contains
z, in order to be stable, X, must have at least two nodes. If it has precisely two
nodes, then X \ X, has to be connected, for otherwise the global residue condition
would imply that 7, has zero residues at the two nodes and a unique zero at z, which
is impossible by Lemma 3.6. In this case the only possibility of such X and T is
X1 < X > Xy, where X and X, are of genus one, and X, = P!. Then there does not
exist a compatible twisted differential 7, for otherwise n; on the elliptic component
X1 would have a simple pole at the node joining X, and a simple zero at the node
joining X, which is impossible.

Now consider the case when X, = P! contains more than two nodes. If there are
three top level components, then all of them have to be elliptic curves and have to
intersect X,. Then the global residue condition implies that any compatible twisted
differential 1 has zero residues at the poles of 7, on X,. By Lemma 3.6 such n does
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not exist. If X has only two top level components, then both of them have to be
elliptic curves, and the dual graph of X contains a circle. Hence, all but two of the
nodes contained in X, are separating. In order for X to be stable, at each separating
node the attached curve must be of genus one. Thus, there can be only one separating
node. In this case the only possibility is that X, intersects X; at one point and X,
intersects X at two points, where both X; and X, are of genus one. Let S be the locus
in Q,Mglc{ 4 (4,—2,—2,-2) parameterizing meromorphic differentials whose residues
are zero at the first pole. In this case the twisted differentials are parameterized by the
locus

QML] X QMI,Z x S.
The associated pointed stable differentials (X, w, z) are parameterized by
(ix) :=P(QM1 1 x QM1 2) x 12(S),

which is four-dimensional. We claim that this locus js connected, and thus, it gives
an irreducible component of the boundary of IP’Qﬂl;’Cl (4). Indeed, a differential in

QM};',‘}4}(4, —2,—2,—2) can be written in the form w = m witha e C\
{0, 1}. The residue of w at 0 is Resg(w) = %, which is zero if and only if ¢ = —1.

This shows that S and, hence, (ix) are connected.
In summary, we have proved the following result.

PROPOSITION 3.13

The boundary of IPQW:]CI (4) is the union of the closures of the loci (1), (ii), (iii), (iv),
(v), (vi), (vii), (viii), and (ix) defined above. Furthermore, for each of these cases
except (vii), the irreducible components of the corresponding locus are enumerated
above, so that in total we see that the number of irreducible components of the bound-
ary of Pﬂﬂl;cl (4) is equal to 12 plus the number of irreducible components of the
locus (vii). Moreover, the loci (vii) and (ix) are contracted under the map 7.

We remark that in [20] the third author analyzed the incidence variety compactifi-
cation of P2 Mi;‘fl (4) over the boundary divisors Aj and A of M. In [7], the second
author characterized the Deligne—Mumford compactification of PQ2.M3 1(4) in M?,,l
for curves with at most two nodes. Farkas and Pandharipande [17] also studied the
Deligne—Mumford compactification of P2.M3 1 (4) for several cases of stable curves
with a fixed dual graph. Hu [22] obtained an explicit modular form defining the locus
of hyperflexes in M3, that is, the image of PQM3(4)°% in M.



2382 BAINBRIDGE, CHEN, GENDRON, GRUSHEVSKY, and MOLLER

3.5. Some strata of meromorphic differentials in genus one

In this section we describe the boundary of the incidence variety compactification
of QM;i(m,—m) and QM (m1,m,,m3) in genus one. First consider the stratum
PQM 1 (m,—m) for m > 2. If a stable curve in ﬂl,z has a separating node, then it
does not lie in the image nz(IP’Qﬂlln, cm(m, —m)). Otherwise the subcurve on one
side of the separating node would have arithmetic genus zero, and by stability it
would have to contain both marked points. Then a compatible twisted differential
on this component would have a zero and a pole at the two marked points, respec-
tively, and have another pole at the node, where both poles would have zero residues
by the global residue condition and the residue theorem. But this is impossible by
Lemma 3.6. Thus, we only need to consider the open boundary divisor Ag of Wl,z
parameterizing irreducible rational nodal curves and the locus ® parameterizing two
P!-components intersecting at two nodes, each containing a marked point.

The m,-preimage of Aj in IP’QWIEC{Z} (m,—m)) can be identified with the locus

() CPQMGyy (m.—1,—1,—m),

where the two simple poles are unordered, and the meromorphic differentials parame-
terized in (j) have zero residues at the pole of order m. Equivalently, (j) parameterizes
marked rational curves (P!, z, p,g™", ¢ ™) such that the degree m cover from P! to P!
induced by mz — mp contains ¢+ and ¢~ in the same fiber.

Now we consider the 7, -preimage of ® in IP’QWIIH’C{Z} (m,—m). Suppose a pointed
stable differential (X, w, z, p) lies in the m,-preimage of ®, associated to a twisted
differential 7 compatible with a level graph T'. The irreducible component of X con-
taining the marked zero z must be of lower level in T'. Since there is a marked pole
on the top level component, there is no global residue condition in this case. Suppose
the zeros of 7 on the top level component are of orders a and m — 2 — a at the two
nodes. Then such (X, n) is parameterized by

QMB"%(a,m —2—a,—m) X QMH‘B(m, —2—a,a —m).
The associated pointed stable differential (X, w, z, p) is parameterized by the locus
(in) =P ion,%(a,m —2—a,—m) X My,

which is a single point.
In summary, we have obtained the following result.

PROPOSITION 3.14 '
For m > 2 the boundary of IP’QWT’ 02 (m,—m) consists of the union of the loci (j) and
(jg) fora=0,..., L"’T_ZJ defined above.
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Next we study the strata QM1 (my,my,m3), where my; > my > 0, mz <0, and
my +my +m3 = 0 (so, in particular, we must have m3 < —2). The m,-preimage of
Ag in IP’Qﬂllnf{”(ml ,mMy,m3) can be identified with the locus

() CPQM 5 (m1.my.m3,—1,—1)

defined by the condition that the residue is zero at the pole of order m3.

Suppose a pointed stable differential (X, w, z1, z2, z3) lies in the 7,-preimage of
the open boundary divisor in Wu parameterizing curves with a separating node. If
all three marked points are on the P!-component of X, then any associated twisted
differential n must be holomorphic and nowhere vanishing on the elliptic component
of X. We thus obtain the locus of such (X, w, z1, z2,z3) as

(1) CPQMy,1 X 72 (PQMGS (my,ma.m3,—2)),

where the residue at the last pole of order two is required to be zero. The locus (JJ) is
one-dimensional; hence, it gives rise to boundary components of ]P’Qﬂlln,cm(ml , M2,
m3).

If the P'-component contains the two marked zeros z; and z, and the elliptic
component contains the marked pole z3, then such (X, w, z1, 22, z3) is parameterized
by the locus

WImy) := PQMYS (=m3,m3) x w2 (PQMGS (m1, ma, m3 — 2))

(with a further symmetrization PQ Mion,cm(ml,mz, m3 — 2) if my; = my). If the zero
of order m; lies on the elliptic component for i = 1 or 2, then the P! -component must
be of higher level. Since it contains a marked pole, by Theorem 1.3 there is no global
residue condition imposed on an associated twisted differential 5. Hence, such (X, n)
are parameterized by

QMY (mi, —m;) x QMGG (ms—i,m3,—2 + m;).
The associated (X, w, z1, 22, z3) are parameterized by the locus
;) := 2 (PQMYS (mi, —m;)) x PQMYS (ma—i,m3,—2 + m;).

Now suppose (X, w, z1, 22, z3) lies in the 7, -preimage of the locus of curves with
two P!-components intersecting at two nodes. If both marked zeros lie on the same
component, suppose the zeros of 7 at the two nodes on the other component are of
orders a and —m3 —2 —a, respectively, for 0 <a < L%‘_ZJ . The associated pointed
stable differentials are parameterized by the locus

(V) = PQMg‘z(a, —m3z —2—a,ms3) x nz(PQMi()“’i(ml,mz, —a—2,a+m3))
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(with a further symmetrization if —a — 2 = a + m3). Similarly, if one component
of X contains only the marked zero z; for i = 1 or 2, then suppose the zero orders
of n at the nodes of the other component are a and m; — 2 — a, respectively, for
0 <ac< Lm,——2

2
by the locus

|. Then the associated pointed stable differentials are parameterized

(Jani) = IP’QM&%(mi,—a —2,a—m;) X Jrz(IP’QMi(;‘;(m3_,~,a,mi —a— 2,m3)).

All the loci (J1)p,;) and (JanI,) for i =1,2,3 are one-dimensional; hence, they
give boundary components of IP’Qﬂllng (my,map,m3).

We claim that there are no further boundary components of IP’QWT; (my,my,
m3). By Lemma 3.11 we only need to consider the cases when each irreducible com-
ponent of X is smooth. Over any boundary stratum of codimension 3 in M 3, in

order to obtain a boundary component of PQWTZ (mq,my,mz), the m,-fibers need
to be positive-dimensional; hence, any associated twisted differential has at least two
top level components in a compatible level graph. Each such top level component
needs to carry a marked pole, which is impossible because there is only one marked
pole. The only remaining codimension 2 boundary stratum of ﬂ1,3 parameterizes
stable curves consisting of three components Xo, X;, and X5, where Xo = X, =~ P!,
X is of genus one, X, intersects X; and X, each at a node, Xy contains a marked
point, X, contains two marked points, and X is unmarked. In this case X; > X, for
any compatible 7 in a level graph. The global residue condition implies that n on X
has zero residues at the poles; hence, it is a meromorphic differential on P! that has a
unique zero and two poles with zero residues. But this is impossible by Lemma 3.6.
In summary, we have proved the following result.

PROPOSITION 3.15
The boundary ofIP’QMlln,CB}(ml,mz, m3) with my > my > 0 and msz < 0 is the union
of the closures of the loci (J), (1)), (1), ), and (JV‘,’ni)fori = 1,2, 3 defined above.

3.6. Weierstraf; divisors on a binary curve

In this section, we apply our main result to study the limits of Weierstral} points on so-
called binary curves. Recall that a binary curve is a curve that consists of two smooth
irreducible components intersecting in a number of nodes. Suppose X is a smooth
and connected curve of genus g. Recall that a point zp € X is a Weierstral point
if h°(X, gzo) > 2. Equivalently, this is to say that there exists an effective canon-
ical divisor myzg + myzy + -+ + muyz, on X such that my > g. We call such a
divisor a Weierstraf divisor of type |1, where u = (mo, ..., m,) with mg > g. Note
that Weierstrall divisors of type p correspond to pointed differentials in the stratum
IP)Qfﬁ’tg,n-{—l (/*L)
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Degenerations of Weierstrall points and divisors have been studied intensively
(see, e.g., [10] for limits of Weierstral points on nodal curves of compact type). Since
the theory of limit linear series used in [ 10] does not work in full generality for curves
of noncompact type, it is more complicated to study limits of Weierstral} points on a
curve of noncompact type. As a consequence of Theorem 1.3, in what follows we give
an efficient description for the degeneration of Weierstraf3 divisors on certain binary
curves, which recovers a main case treated by [16].

Let (X,w, zo, ..., zy) be a stable pointed differential of genus g, where X con-
sists of two genus one curves £ and E, attached at g — 1 nodes ¢q;,...,ggz—1. We
want to study when (X, w, zo, ..., z,) is contained in the incidence variety compacti-
fication of PQLM ¢ 41 (1). Without loss of generality, suppose E; contains zg. Sup-
pose T is a level graph on X and 7 is a compatible twisted differential such that it is
associated with (X, w, 2o, ..., z,). Let n; be the restriction of n on E; fori =1,2.

If Eq1 = E,, then ordqj (m)=—1forall j =1,...,g— 1. Note that

g—1
div(ny) = Z m;zj + Zordq_/‘ (M) -q;-

z;€E j=1
Since zq € E1, it follows that
deg(div(n1)) = mo—(g—1) >0 =degK,.

which contradicts that 1 is a (possibly meromorphic) differential on the genus one
curve E;.
Consider the remaining case £; < E5 in I'. Then ord, ;(m2) =0 forall j. Since

g—1
div(p) = Y mizi+ Y _ordg; (12)-q;.
=1

ZiGEz J

in order to ensure deg(div(n72)) = 0, the only possibility is that ordy; (72) = 0 for all
j and that E, does not contain any marked point z;. Therefore, we conclude that

n g—1
div(p) =Y mizi =2 _q;:
i=0 j=1

hence, necessarily > ;o m;z; ~ 22?;1 g; on Eq, and 1, is holomorphic and no-
where vanishing on E5.

Conversely if the above linear equivalence relation holds, then the global residue
condition imposed on 71 follows from the residue theorem on E;. In that case, take
w|g, =0 and w|g, = n2. Then (X, w, zo, ..., z,) lies in the incidence variety com-
pactification of PQ2M4 ,41(pt) by Theorem 1.3. Applying the above method, it is



2386 BAINBRIDGE, CHEN, GENDRON, GRUSHEVSKY, and MOLLER

clear that our compactification can be used to determine the degeneration of Weier-
straf} divisors on stable pointed curves of any given type.

4. Plumbing and gluing differentials

4.1. Proof of the main theorem: Conditions are necessary
First we show how to obtain a collection of meromorphic differentials associated to
any boundary point of the incidence variety compactification. Suppose f : X — A
is a family of pointed curves over a sufficiently small disk A whose central fiber is
nodal, along with (possibly meromorphic) differentials of type u = (my,...,my) on
the fibers X'* — A* over the punctured disk A* := A\ {0}. We denote by X, the
fiber of f over t € A* and by X = Xy the central fiber. The marked points in the
family are recorded as sections Z1, ..., Z, : A — X that correspond to the zeros and
poles of the differentials. The family of stable differentials on X can then be viewed
as a section W : A* — fiwxr/ax(—Zpo1), where Z,q = ZMi<0 m; Z; is the polar
part of L.

The result below shows that, for any irreducible component X, of the central
fiber, the family of differentials ‘W over A* can be rescaled by a power of ¢ so that
the limit will exist and will not be identically zero on X,.

LEMMA 4.1

Let (f: X —> A, W, Zy,...,2Z,) be a family of pointed differentials over a disk A
described above. Then for every irreducible component X, of the central fiber X,
there exists a unique integer €, such that for a generic section s : A* — X with
5(0) € Xy there exists a nonzero limit

Ny 1= tlgl(l)tE”W(t,s(t)) £ 0. (4.1)

We refer to the exponent £, in the lemma as the scaling parameter of the com-
ponent X, and refer to the 7,’s as the scaling limits. If one reparameterizes the base
disk, then the scaling limits on the irreducible components with the same value of the
scaling parameter will be multiplied by the same nonzero scalar.

Proof

Since X is normal, it is regular in codimension 1, so the local ring of O at X, is
a discrete valuation ring (DVR) (see, e.g., [2, Theorem 9.3]). As the fiber ~1(0) is
reduced, ¢ is a uniformizing parameter for this DVR. It follows that any section s of a
line bundle over X is of the form %v g, where g is another local holomorphic section
of the same line bundle over X which does not vanish on X,,. In these terms, a, is
just the order of vanishing of s along X,,, and £, in the claim is equal to —a,. O
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We now show that the collection of these scaling limits gives a twisted differential
satisfying all the conditions.

Proof of Theorem 1.3: Conditions are necessary

Suppose a pointed stable differential (X, w, z1,...,z,) lies in the incidence variety
compactification of PQM g (m,...,my). Take a family of pointed stable differen-
tials over a disk such that (X,w, z1, ..., z,) is the central fiber, and choose an arbi-

trary lifting of the family of differentials over A*, defined up to scale, to an actual
family of differentials. Define the collection of meromorphic differentials {5, } on the
irreducible components X, of X as the scaling limits given by Lemma 4.1. Then
the scaling parameters £, can be used as a level function on the vertices of the dual
graph T" of X and, thus, define a level graph T'. Note that multiplying the section ‘W
globally by a power of ¢ results in adding a constant to all the scaling parameters £,,.
To ensure that the last statement of condition (1) in Theorem 1.3 holds, we perform
such a global rescaling of ‘W by a power of ¢ so that the maximum scaling param-
eter (corresponding to the top components) is equal to £, = 0, and all other scaling
parameters are thus negative. From now on we fix such a choice and show that the
collection 1 := {n,} gives a twisted differential compatible with T.

First, note that in the incidence variety compactification the prescribed zeros and
poles are marked points, which are not allowed to collide with a node of the central
fiber. Thus, the vanishing orders of 7 at all the marked points z; are the same as in the
family, so n satisfies condition (0).

Next we prove conditions (1) and (2). Suppose ¢ is a node joining two irreducible
components X,, and X, of the central fiber X . Take a neighborhood U of the node
¢, and choose local coordinates x,y such that U = V(xy — t?) for some a € N.
We pick a differential £ that generates wyx;;a and that vanishes nowhere on U, for
example,

dx dy
x oy
To establish conditions (1) and (2), we use that the orders of vanishing and residues

of ‘W in each branch can be detected by the turning numbers and periods of loops in
these branches. We define two families of loops y,!, y?: [0,27] — X; by

Yi(r) = (re'* 1% /re'", 1%),
YE(r) = (t%)re'™ re'", 1%),
for some sufficiently small » > 0. The orders of vanishing are the turning numbers

ordg 1y, = Turny,, (y({) -1, 4.2)
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where the turning number Turn, (y) of a curve y with respect to a one-form 7 is the
degree of the Gauss map

04¢2))
O =6

As the 7;’s are rescalings of ‘W, we have
Turn,); (y({) = th_r)r(l) Turnw(t)(y,j).

For ¢ nonzero, the curve y,! is homotopic to —y? in an annular domain of X; in which
the form ‘W is nonzero, so y, and y? have opposite turning numbers. It then follows
from (4.2) that

ordg ny, +ordg 0y, = =2,

which is condition (2).

When these are both simple poles, the same argument gives that the y,. ’s have
opposite periods for ¢ 7 0, and by taking a limit, we see that the Vo' ’s have opposite
periods. The 7, ;’s then have opposite residues at ¢, which is condition (1).

Alternatively, conditions (1) and (2) can be explained from the viewpoint of limit
linear series (see [7], [17]). The equation xy = t¢ gives an A,_;-singularity of U
at the node ¢, which can be resolved by blowing up and inserting a chain of a — 1
rational curves Ry, ..., R, between the two branches X, and X,,. Since the R;’s
are Cartier divisors after blowing up, one can use them to twist the relative dualizing
line bundle such that the limit twisted differential corresponds to a section of some
twisted relative dualizing line bundle. Locally twisting by a branch at a node makes
the zero or pole order increase by one in one branch and decrease by one in the
other branch; hence, their sum remains —2 as in the case of the relative dualizing line
bundle before twisting. Then condition (2) follows from applying this observation to
the nodes between X5, , Ry, ..., Ra—1, Xy, and the fact that the relative dualizing line
bundle restricted to R; has degree zero. Similarly, one can see condition (1) this way,
as it holds for the relative dualizing line bundle without twisting.

Finally, we focus on conditions (3) and (4) in Definition 1.2, which depend on
the level graph. By the definition of the scaling limits, we have

Ny, = lim 103 , Ny, = lim t2W(r)
t—0 t—0

le XU2

By the definition of the full order, £; > {5 if and only if vy = vy. If 5y, = x~'T¥ dx
for some nonnegative integer k (and hence 7,, = y~17¥ dy), then combining these
conditions implies £; — £, = ka > 0. Moreover, k = 0 if and only if £; = {5, namely,
V1 X Vs, as claimed in condition (3).
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For the global residue condition (4), as in its statement, let ¥ be a connected
component of X- that contains no marked poles. Let gy, ...,qp denote the nodes
where Y meets X—y, and let g541,...,9p+c be the nodes where ¥ meets the other
irreducible components of X . Since Y is a connected component of X7, and since all
components of X—; have already been accounted for, it follows that g, ,.....q; . €
X<r.

For each j =1,...,b + ¢, let Va, (t) € Hi(X;,Z) be the family of vanishing
cycles, that is, V, (¢) is a simple loop on X; for ¢ # 0 that shrinks to the point q;f
as t — 0. We cut the surfaces X; along all the vanishing cycles V,; (¢) and obtain
two subsurfaces Y; and Z;, which we label so that Y; converges to Y and the (pos-
sibly disconnected) subsurface Z; converges to the complement X \ Y. Hence, Y; is
a Riemann surface with boundary Ub+c Vg, (¢). We provide V, (¢) with the coun-
terclockwise orientation induced by the flat structure on Y;. Since Y; contains no
prescribed pole, by Stokes’s theorem we conclude that

b+c

Z/ 'W(t)

j=1 q/(l‘)

=0 foranyt #0. (4.3)

Since 'W(¢) is a family of differentials on the whole surface X; for ¢ # 0, we can as
well consider it on Z; and multiply by ¢% to obtain

b+c

Z / (W)

Ve,

=0 foranyz? #0. 4.4)

Z;

Now we observe that 1= W(t)] z, converges, as t — 0, to 7, for every component
Xy C X=r and converges to zero on X.z. Since the limit of the loops qu (t) does
not lie on any component of level greater than L by construction, this means taking
the limit as ¢ — 0 of (4.4) gives precisely the global residue condition (4). (]

4.2. Deformations of standard coordinates

In this section and the next, we will establish a number of technical results that are
needed for proving the sufficiency of the conditions in the main theorem. The two
obvious local conformal invariants of a holomorphic one-form @ defined in a small
disk containing O are its order of vanishing k = ordy w and its residue r = Resg w. It
is somewhat less obvious that these are the only local invariants of w. More precisely,
there is a nearly canonical change of coordinates which puts @ in a standard normal
form depending only on k and r. If @ is a holomorphic one-form on a small disk and
has a zero of order k at the origin, then one can take a coordinate z such that

14
k+l= k
() = +1>/0 o
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which makes w = z¥ dz. For meromorphic one-forms, the residue needs to be ac-
counted for, and the general statement is the following.

PROPOSITION 4.2

Given any meromorphic one-form w on a sufficiently small disk V around 0, denote
k :=ordg w and r := Resg w. Then there exists a conformal map ¢ : (Agr,0) — (V,0)
defined on a disk of sufficiently small radius R such that

zkdz ifk >0,
¢p*w=1"dz ifk =—1, (4.5)
(F+L)ydz ifk<-L

The germ of ¢ is unique up to multiplication by a (k + 1)st root of unity when k > —1
and up to multiplication by a nonzero constant if k = —1.

Moreover, for a neighborhood U of the origin 0 € C", let w, be a family of mero-
morphic differentials on V' that vary holomorphically with the base parameter u € U
and that satisfy ordg w, = k. Then in some neighborhood of any point in U, one
can find for some R > 0 a family of conformal maps ¢y : (Ar,0) — (V,0), varying
holomorphically with u, such that ¢, wy is in the standard form of (4.5).

Proof

The desired coordinates are constructed in [33] as a solution to a suitable ordinary dif-
ferential equation. The last statement follows immediately from holomorphic depen-
dence on parameters. O

We call the above coordinate z a standard coordinate for w. For families of dif-
ferentials such that ordy w, is not constant, the situation is more complicated. Given
a form w = z¥ dz in standard coordinates, for k > 0, a domain U C C", and a holo-
morphic map «: Agr x U — C written as «y(z) and such that «g is identically zero,
consider the family of one-forms

Wy = (zk + a"T(Z)) dz, 4.6)

which we call an a-deformation of w. In this deformation, the zero of order k breaks
up into a simple pole at 0 and k + 1 nearby zeros (or k zeros if o, (0) = 0). While
the above standard coordinates can no longer be defined on a neighborhood of 0, we
now establish that these coordinates persist on an annulus {R; < |z| < R,}, where all
zeros of w,, are contained in {|z| < R;}.

THEOREM 4.3
Consider the annulus A :={z : Ry < |z| < Ry} C AR for some fixed Ry < R, < R.
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Let @ = z* dz be the holomorphic differential in the standard form on AR for some
k >0, let w, be an a-deformation of w, and let §; := 2™/ K+ pe q (k + 1)st root
of unity. Choose a base point p € A and a holomorphic map o: U — AR such that
0(0) = 8; p. Then there exist a neighborhood Uy C U of 0 and a holomorphic map
¢ : Ax Up — AR, such that ¢, (wu) = Ny, (0), Where

(kT
nr = (Z + Z) dz,
with ¢o(z) = 0,z for all z € A and with ¢,(p) = o (u) for all u € Uy.

We remark that using 6; = 1 would be enough for our purpose here, but the
freedom of choosing a different (k + 1)st root 6; will be useful in our forthcoming
work [4]. Moreover, the theorem allows «y(0) = 0 for all u, namely, it allows us
to work with deformations that do not have residues. This will be important for the
procedure of merging nearby zeros to a higher-order zero, which we will develop
later.

Proof
Given a holomorphic function & = h,(z) on A depending holomorphically on the
parameter u € U, let ¢, denote the holomorphic function

on(z):=0;-z-"@.

We interpret the condition ¢, (wy) = 7, (0) as a differential equation involving &
and «. The implicit function theorem for Banach spaces (see [26, Theorem XIV.2.1]
or [34]) will then allow us to perturb the solution ¢g(z) = 6;z (with hg(z) = 0) to
obtain a holomorphically varying family of solutions.

Let O(A),, denote the Banach space of holomorphic functions on A whose first
m derivatives are uniformly bounded, equipped with the norm

m
1 llm =" sup| f(2)].
j=OZ€A
We calculate ¢, (wy) — Ny, (0) = F(h,u) dz, where

! 0
Fhw) = (W 4+ 1) (000 4y 6 zeM)) — 24— 20

To make sure that F'(h, u) is defined, we choose a neighborhood of the identically zero
function W C O(A); such that, for any % in W, the function ¢y, is univalent on A and
takes values in A g, and O lies in the bounded component of the complement of ¢y (A).
Note that ¢y, is univalent on A as long as ¥,(z) = ¢ (z) — z satisfies |y, (z)| < 1/2
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on A, since ¢p(z1) = ¢y (22) implies |z1 — z2| = [Y(21) — Ya(22)| < |21 — 2], s0
Z1 = 2p.

We then regard F' as a holomorphic map F: W x U — H, where H C O(A)y is
the subspace of functions with zero coefficient for z~! in the Laurent expansion. Note
that H is a closed subspace and, thus, itself a Banach space, as the zero coefficient
condition is equivalent to the residue being zero, and computing the integral over a
path is a continuous linear map. That the image of F lies in H follows immediately
from the definition of F, since for any curve y generating the fundamental group of
A, the image ¢, (y) winds once around zero, so

/¢Z(Du 2/ Wy :2ﬂi0[u(0) Zf r’au(O)~
y on(y) 14

It follows that F has no z~!-term.
To handle the initial condition, we define G: W x U — H x C by

G(h,u) = (F(h,u),0; pe"P —o(u)).

We then have G(0,0) = (0,0). We wish to apply the implicit function theorem to
produce a neighborhood Uy C U of 0 and a holomorphic function ®: Uy — W such
that G(®(u), u) = 0. The desired family of holomorphic maps is then given by ¢ (y).
To apply the implicit function theorem, it suffices to show that D, Gg,0): O(4)1 —
H x C (the derivative of G at (0, 0) with respect to /) is a linear Banach space home-
omorphism. We first compute Dy Fg,0): O(A)1 — H as

d
Dy F,0)(h) = mn F(th,0)

t=0

= %[( /. %)Zkﬂe(kﬂ)th]

=K 4k + 1)ZFh

— (Zk+1h)/.

t=0

The derivative Dy, Fg gy is thus a bounded linear operator with kernel spanned by
z7%=1 Tt also follows that

DyGo0(h) = ((**'h).6; ph(p)).
Define an operator 7: H x C— 9 (A); by
T(h,c):=z*"1p,

where /1 is the antiderivative of 4 such that the initial condition /1 (p)= 9;1 p¥e holds.
One checks that T and Dy, G(q,0) are inverse operators, and hence D, G g,¢) is a linear
Banach space homeomorphism as desired. O
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4.3. Plumbing construction

Plumbing gives a way to deform a nodal Riemann surface to a smooth one, by plumb-
ing the two components of the punctured neighborhood of a node (see, e.g., [35] for
a modern treatment). Starting with a twisted differential, we would like to construct
suitable meromorphic differentials on the plumbed Riemann surface.

Let us first outline the key steps involved in the plumbing construction. We want
to open up a node with a holomorphic differential on the higher level component and a
meromorphic differential with a pole at the node on the lower level component. When
this pole has no residue, from the flat geometric point of view the plumbing is a local
cut-and-paste construction (see [20] and [7]).

When the polar node on the lower level component has a nonzero residue, it is
not possible to plumb by a purely local construction, because such nonzero residues
correspond to periods of curves far from the nodes under the flat metric. To deal
with this issue, we first add to the differential on the higher level component a small
meromorphic differential with simple poles at the nodes such that their residues are
opposite to that of the poles on the lower level component. This allows us to plumb
the nodes by gluing along annuli via the conformal maps constructed in Theorem 4.3.
This is done in Theorem 4.5 below.

Now, when adding this meromorphic differential, a zero of the twisted differential
on the higher level component may break into a number of nearby zeros of lower order
with the same total multiplicity. In Lemma 4.7 below, we describe a local operation
merging these zeros back together by cutting out a neighborhood containing all these
zeros and gluing in along an annulus the form z¥ dz supported on a small disk, again
using the conformal maps constructed in Theorem 4.3. This ensures that the resulting
flat surfaces are contained in the prescribed stratum.

We now set up the plumbing construction in more detail. Suppose X is a family
of nodal Riemann surfaces over the disk A with a persistent node along the section
n(t) together with a relative meromorphic one-form ‘W, that is, a holomorphic family
of meromorphic one-forms modulo differentials pulled back from A. We denote by
wy the restriction of W to the fiber X;. We want to modify (X, W) to obtain a family
of smooth Riemann surfaces equipped with one-forms degenerating to the singular
fiber (X¢,wp). The construction is local near the section of nodes n(t), and we will
often tacitly shrink the neighborhood of n(¢) that we work in.

To smooth such a family, we use the standard plumbing fixture. Let a be a positive
integer. Consider the family ,: V, — A of cylinders degenerating to a node

Vo = {(u,v.1) € A}: uv =17},
where the projection is given by m,(u,v,t) = t. Let  be a relative meromorphic

differential on V,, which we think of as a model for the plumbed family defined later.
Denote by €2, the restriction of 2 to the fiber over ¢.
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We first introduce some notation for the precise plumbing setup.

. Letnt: Xt — Acand m~: X~ — A, be two holomorphic families of (pos-
sibly nodal) Riemann surfaces over a disk, equipped with two relative mero-
morphic one-forms ‘W and W~. We remark that the two families are allowed
to be the same for classical plumbing at a nonseparating simple polar node
(see Proposition 4.4 below). We denote by wt+ and w;" the restriction of these
forms to the fibers over ¢.

. Let n% : A; — X be two holomorphic sections of these families away from
the nodes of X%, and let 7 : X — A, be the family of nodal Riemann surfaces
obtained by identifying X and X~ along n* and n~ to form the section of
nodes n (and possibly along other sections nijE to form additional nodes that
we will ignore as the plumbing construction is local at n). For t € A, we
denote by

X=X X, =X uX,/(nT () ~n" (1))

the fiber of X over 7.

. For some 0 < § K 1, let Us = A(% x {0} NV, be a neighborhood of the node
in the central fiber of V,, and let D C X, be a neighborhood of the node in
the central fiber of X .

. We write V, 5 ¢ for the restricted family V, N (A§ X A¢) = Ac. For some
fixed 0 <8 < § and 0 < € < (§)%/%, we let A:=V, 5.\ V,¢ . (Where the
bar means simply the closure). The bound on € implies that # is the disjoint
union of two families of annuli A = AT U A™.

. Let 6+ C D C X be two families of conformal disks centered around n*,
so that B* := D+ \gi are two families of annuli, disjoint from the nodes.
We require that the intersection of H* with X, be contained in D.

We will often omit superscripts when we take the union of two objects in the
above setup, for example, & = 6T U &,
Given the plumbing setup, we say that the family (X, W) is plumbable with

Sfixture (V 4, Q) if the following conditions hold.

. There exists a conformal isomorphism ¢ : Us — D such that ¢*wg = Q.

. There exist two families of conformal isomorphisms ®*: AT — 8% such
that (®*)*W = Q and such that the restriction of ®* to the central fiber
agrees with ¢.

If (X, W) is plumbable with fixture (V,, Q), let (X', W’) be the family obtained
by identifying X \ & and V, s  along AT and B* via the maps ®*. Namely,

X' = (X\E)UV,50)/ (AL B),
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and W’ is the relative meromorphic differential induced by W and 2. In this case we
say that (X', W') is the plumbed family with fixture (V,, Q). Note that (X', W) is
smooth except for the central fiber, which is isomorphic to the nodal surface (Xg, wg).

Our plumbing construction differs from other constructions in that our gluing
maps are defined on a family of annuli of fixed moduli (with inner radius §’ and outer
radius §), instead of a family of growing annuli whose moduli tend to infinity. This
is necessary, because Theorem 4.3, which will be used in several plumbing contexts,
only constructs conformal maps on a fixed annulus.

The case of two differentials with simple poles and opposite residues is known in
the literature as classical plumbing. We recall this construction here using the above
notation.

PROPOSITION 4.4 (Classical plumbing)

Suppose in the plumbing setup that each of the two differentials a),jE has a simple
pole at n*(t), with residue r*(t). If r+(t) + r—(t) = 0 for every t, then the family is
plumbable with fixture (V1, Q), where

du dv
Qt = r+(l)7 = rf(t)T.

Proof

By working locally in the neighborhood of the pole, we transfer the problem to the
setup of Proposition 4.2. We choose two holomorphically varying coordinates given
by Proposition 4.2 ¥ : Ag — X* such that *(0) = n*(0) and such that the pull-
back is in the standard form

WHror =0 ad @) er =02
w w

We define the gluing map ¢ on the central fiber of V; 5 by ¢(u,0,0) = 1//(;r (u)
and ¢(0,v,0) = ¥~ (v). Choose any §’ with 0 < 8’ < §, and define A = V5, \
Vl’g/,e as in the plumbing setup. On the upper component # ™ of s, define the gluing
map ®*(u,v,t) = ¥, (u), and on the lower component #~, define the gluing map
@ (u,v,t) =y, (v). Then these gluing maps produce the desired plumbing family.

O

We now turn to the crucial case of plumbing a zero of order k > 0 on X to
a pole of order kK + 2 on X ~. As the pole may have a nonzero residue, we need a
family of meromorphic differentials £ = {&} on X such that £ has a simple pole at
the node of X, with residue opposite to that of w; . Scale & by a suitable power of 7,
add it to w;, and scale w; by the same power of 7. We will then plumb the modified
families of differentials on XX* and X~ by using the standard coordinates for the



2396 BAINBRIDGE, CHEN, GENDRON, GRUSHEVSKY, and MOLLER

deformation, constructed in Theorem 4.3. We call ¢ the modification differential for
this plumbing procedure.

THEOREM 4.5 (Higher-order plumbing)

In the plumbing setup, suppose that for any t the form a),+ has a zero of order k > 0
at n(t), while w;” has a pole of order k + 2 at n™(t) with residue r(t). Let {&} be
a family of meromorphic differentials on X which has simple poles at n™ (t) with
residues —r(t) and is otherwise holomorphic in a neighborhood of n™ (t). Consider
the family of differentials (X, N) given by

nt =1%o} +1°8) on XT and  n; =t"TCw; on X7, 4.7

where ¢ is a nonnegative integer and b := a(k + 1) for some positive integer a, and
let Q2 be the family

Q= tc<uk — tbri—t)) du = P+ (—v_k_2 + ri_t)) dv

of meromorphic differentials on V. Then the family (X, N) is plumbable with fixture
Vg, Q). Moreover, the scaling limit in the sense of Lemma 4.1 of the plumbed family
of differentials (X', N') on X is equal to o .

We remark that it suffices to prove the case ¢ = 0, and then the general case
follows from multiplying by € at relevant places. The reason we include the exponent
¢ is for later use when we apply the theorem in Section 4.4, where ¢ and b + ¢ will
be related to the scaling parameters of the two branches at the plumbed node.

Proof

As said above, we only need to consider the case ¢ = 0. We want to construct the
gluing maps ¢ and P in the definition of plumbing with prescribed fixture. By Propo-
sition 4.2 (and multiplying the forms by —1 in the second case), we can choose
two coordinates ¥;F: Ag — X, varying holomorphically with # in A, such that

1)/ft:|:(()) Zni(t)’
(wt“L)*a)tJr =wk dw, and W) o, = (—w_k_2 + Lt)) dw.
w

We define the gluing map ¢ on the central fiber of V,, 5 ¢ by ¢(u,0,0) = ¥, (u) and
#(0,v,0) = ¥4 (v). In these coordinates on the upper component, we have

W @ + %) = (wt + ) g,
w
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where o, (w) is holomorphic in w and ¢, and o;(0) = —tbr(t). Let A = {u : §; <
|u| < 85} for some 0 < §; < §> < §. Theorem 4.3 then gives (after possibly shrinking
the base) a family of conformal maps y,: A — Ag such that

t
Ve (wk + a—t(w)) dw = (uk — tbﬂ) du.
w u
The desired gluing map on the upper component AT of A =V, 5, ¢ \ V, 5, ¢ is then
defined by ®* (u,v,1) = ;" oy, (u). The gluing map on the lower component A~ is
simply @~ (u, v,t) = ¥, (v). By construction, ® identifies 2 and N as desired. [

To make this theorem useful in smoothing, we need a criterion describing when
the modification differential £ can be constructed globally on a Riemann surface.

LEMMA 4.6

Let f: X — A be a family of stable curves with sections q; for j =1,...,n. Sup-
pose that rj(t) for j =1,...,n is a collection of holomorphic functions on A with
Z?:l rj(t) = 0. Then there exists a family of meromorphic differentials & on X,
varying holomorphically with t, with at worst simple poles at the q;’s and at the
nodes, satisfying the opposite-residue condition at the nodes, holomorphic outside
these sections and prescribed nodes, and such that Res ; 1) (&:) = r;(t) for all j and
allt € A.

Proof
For a single smooth Riemann surface X, the claim follows from the classical Mittag-
Leffler problem (see, e.g., [19, Theorem 18.11]). To justify the holomorphic depen-
dence we want to find a section of fiwx/a(D_¢;) that has a prescribed image under
the fiberwise linear map Res to the trivial bundle C* — A. Note that the set of sec-
tions with the prescribed image under Res is nonempty by the preceding paragraph
and is an affine bundle modeled on a trivial vector bundle over a disk. Such a bundle
over a disk admits a holomorphic section as desired.

The proof applies to the case of stable curves as well, by treating wx/a as the
relative dualizing sheaf. Alternatively, the stable version can be deduced from the
smooth version by degenerating to the desired nodes via classical plumbing. O

Now, when adding the modification differential £ to ;" as in (4.7), a zero of
;" may in general break into many nearby zeros of lower order. In order to construct
a family of differentials that remains in the initial stratum, we describe one more
plumbing construction which merges these nearby zeros back into a single zero.

Our setup here is similar to the plumbing setup described above, except we will

only modify a single family of Riemann surfaces. It is explicitly described as follows.
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. Let X — A¢ be a family of (possibly nodal) Riemann surfaces, and let ‘W be
a family of holomorphic one-forms on X which vanishes to order k > 1 at a
smooth point p in the central fiber. We denote the restriction of ‘W to the fiber

X; by w;.

. Let ¢o: Ag — Xo be a conformal map onto a neighborhood D of p in X
such that ¢ wo = w* dw in the standard coordinates.

. Let & C O C X be two families of conformal disks such that D N Xy C D,

and let B = D \ & be a family of conformal annuli. Let # be the constant
family of annuli (Ag \ Ag) X Ae — Ae.

Given this setup, if there exists a family of conformal maps ®: A — B whose
restriction to the central fiber agrees with ¢ and such that ®*W = wk dw for all ¢,
then we can construct a new family (X', W’) by gluing X \ & to As x A, along the
annuli via the map ®. The central fiber (X}, @) is isomorphic to (Xo.,wp), and each
w; has a zero of order k. In this case we say that the resulting family (X', W’) is a
merging of (X, W) at p.

LEMMA 4.7

Given a family (X, W) of (possibly nodal) Riemann surfaces with a family of one-
forms vanishing at a smooth point p € X to order k > 1, there exists a merging of
(X, W) at p.

Proof
We provide two proofs here. The first is an application of Theorem 4.3. Extend ¢ to
a holomorphic family of conformal maps ¢, : As — X;. Pulling back w; yields

¢ror = (w* + B (w)) dw,

where f is holomorphic in ¢ and w with B = 0. This is an a-deformation of w* dw,
where o (w) = wh;(w), so a;(0) = 0 for all ¢. Fix constants 0 < §; < §, < §, and
let A={w: 6; < |w| < 3}. Theorem 4.3 then yields a family of conformal maps
V1 A— Ag such that ¥*¢*w, = w* dw. Defining ®(w, ) = ¢, o ¥, then provides
the desired gluing map, which completes the construction.

Alternatively, we can prove the lemma without using Theorem 4.3, because the
differentials involved here have no residues. Let ‘W and ‘W be, respectively, the rel-
ative differentials (u¥ + a(1)u¥=2 + - + ax(t)) du (see, e.g., [25, Proposition 3])
and u¥ du on A' x A. Let xo(t) = (0, 1) be the common centers of mass of the zeros
of these differentials in X;. Define the maps

ran=[ "y

~ x(0
and fu,t)= / w
0(?) x

o(?)

A A
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Let 0 < r < R be such that | f(u,t)| < r for all zeros u of W. By construction, for
each ¢ the annuli

A:={r <|f(u.1t)| <R} and  A:= {r<|7(u,t)|<R}

are (k + 1)-covers (as flat surfaces defined by the corresponding differentials) of the
round annulus Ag(r, R) = {z € C:r < |z| < R}, equipped with dz. Consequently,
there is a biholomorphism & : A — A with &*W = "W, which provides the desired
local modification. O

4.4. Proof of the main theorem: Conditions are sufficient

For future use in [4] we prove in this section a statement that is slightly stronger than
the sufficiency in Theorem 1.3, since we construct a degenerating family that has
not only a given twisted differential 7 as its scaling limit, but moreover the scaling
parameters define a prescribed level graph (rather than just some level graph with
which 7 is compatible).

PROPOSITION 4.8

Let (X,w,z1,...,zy) be a pointed stable differential, and let n = {ny} be a twisted
differential on X compatible with a level graph T on X, satisfying conditions (i),
(ii), and (iii) of Theorem 1.3. Then there exists a family (f : X — A,W,Z,,...,Z;)
of pointed stable differentials over a disk A with parameter t, smooth outside t = 0,
such that the set of differentials obtained from f as scaling limits as in (4.1) coincides
with n and such that its scaling parameters define precisely the level graph T .

The sufficiency part of the main theorem follows immediately from this proposi-
tion.

Proof of Theorem 1.3: Conditions are sufficient

Let f be the family of pointed stable differentials given by Proposition 4.8. Note
that this proposition constructs everything required in Theorem 1.3. In particular, n
determines the limit location of the marked zeros and poles, and the components of
n are just multiples of the differentials in the degenerating family. It follows that the
central fiber of f is indeed (X,w, z1,...,2s). O

In order to prove Proposition 4.8, we apply induction on the number of levels
of the graph. We first use classical plumbing as a base case, then apply higher-order
plumbing to smooth the nodes connecting the bottom to upper levels, and finally
merge dispersed zeros to make sure that we end up in the desired stratum.
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Proof of Proposition 4.8

For the induction it will be useful that we allow the curve X to be possibly discon-
nected. Hence, we extend the notion of the number of levels of a graph to the dis-
connected case as the maximum of numbers of levels over all connected components.
The proof is then by induction on the number N of levels of a possibly disconnected
curve X.

The base case of induction is when the number of levels of X is equal to one,
namely, we have v; < v, for any two irreducible components of X . In this case by
conditions (1) and (2) all poles at the nodes are simple poles of opposite residues
on the two sides. Moreover, every component is maximal for the order, and thus, the
pointed stable differential is simply equal to n. This case follows directly by applying
classical plumbing given in Proposition 4.4 to every node one by one, which shows
that any such differential is plumbable. This procedure obviously preserves the type of
the differentials outside the nodes, and we thus obtain a family in the desired stratum
PQMg (1),

For the inductive step, suppose that, for any twisted differential " on a (possibly
disconnected) nodal curve X’ with a full order I’ such that the number of levels
in T/ is at most N — 1, satisfying all the conditions of the theorem, there exists a
degenerating family (' : X' — A, W, Z4,...,2Z,) of pointed stable differentials
such that 7’ is the collection of scaling limits of this family in the sense of Lemma 4.1.
Moreover, we may suppose that I'/ is the level graph defined by the function £(-) given
by the scaling parameters of the family.

To prove Proposition 4.8 by induction, starting with a twisted differential n on X
compatible with a full order T’ with N levels given by a level function £, we need to
construct a family degenerating to it, satisfying the conditions claimed. Let L be the
minimum value of £ on T" corresponding to the bottom level of T'. Let Y~ 7 and Z be
the (possibly disconnected) stable subcurves of X corresponding to the graphs T's 7,
and 'z, respectively.

The restriction of 7 to Y-, is again a twisted differential, in the sense that it is a
twisted differential in our original definition for each connected component of Y- 1 .
Since the conditions (0)—(3) are local and condition (4) is imposed level-by-level, we
conclude that the restriction of 1 to Y~ satisfies all the conditions (0)—(4). By the
inductive assumption, there thus exists a family of differentials

(f>L Y-S AWop AT — (f>L)*a)y/A(_Zpol))

satisfying the conditions in Proposition 4.8.

Next, we want to plumb the family (¥, W-) to the constant family Z := Z x
A — A with differential 5|z along the nodes where I'.; and ' intersect, by using
the higher-order plumbing provided by Theorem 4.5. In this theorem the exponent b
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in (4.7) needs to be divisible by k + 1. Hence, our first task is to adjust the initially
chosen level function £ in order to satisfy the divisibility constraint.

Let {g;} ;e be the set of nodes where T.7 and T'— intersect. Denote by k i=0
the order of ‘W~ at the branch q;r of such a node. For convenience we introduce
kj:=kj; 4+ 1andlet K :=Icm(k; : j € J). Pulling back the family f~; : ¥ — A
via the base change ¢ — tX on A we can from now on suppose that all the scaling
parameters appearing in the family f~; are multiples of K, while the maximum of
the scaling parameters is still zero. For ease of notation, we continue to use £(-) for
the new level function on '~ 7 given by the scaling parameters of f~; after the base
change. Because of the choice of K we can find a negative integer as the new value
of the lowest level £(Z), still denoted by L (again for ease of notation), such that

L(vt(g) —ajk; =L forall jeJ 4.8)

for some positive integers a ;. In this way, the corresponding level graph remains the
same as .

The second task is to construct the modification differential £ needed in The-
orem 4.5. We consider each connected component ¥° of ¥ separately. We want to
define a family of meromorphic differentials & |40 such that

Resq;r (€|Y10) = —Resy-(1]z) forall nodes g; in each fiber Y, of ¥°.

Such a family of differentials exists by Lemma 4.6 under the assumption that the
sum of residues at those nodes is zero in each Y,2. If ¥,° does not contain a marked
point corresponding to a prescribed pole, then the global residue condition (4) that
we imposed gives precisely the desired assumption. If Yto contains a marked pole
Zp, then we allow £ |Y0 to have a simple pole at z, as well, with Res, (§ |Yo) equal
to minus the sum of all Res gt (& |Yo) s appearing in the above. In this way, we can

still apply Lemma 4.6 to obtaln the desired £. The modification differential £ will
disappear in the scaling limit, because it is further scaled by a positive power ¢? in the
setting of Theorem 4.5. Moreover, for ¢ small enough, adding #?£ does not change
the type of the polar part of the differential on the smooth locus of ¥,°.

We now plumb the family ¥ U Z joined along the nodes ¢;, for j € J, where
Y and Z play the role of X and X~ in the notation of Theorem 4.5. For each ¢,
set ¢ = —L(vT(g;)) and b = ak; in the notation of Theorem 4.5. Then b + ¢ = —L
by (4.8); hence, the scaling factor t27¢ = t~L for the modification differential & and
for the differential 5|z on Z is independent of g for j € J. Therefore, we can apply
Theorem 4.5 simultaneously to plumb all the nodes g, for j € J, with fixtures Vaj
and desired model differentials €2 ; locally around all g;’s. As a result, we thus obtain
the plumbed family

(fnod : Xnod = A, Wioa A* — (fnod)*a)xnod/A(_zpol))
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of differentials whose scaling limit is the twisted differential n and where the condi-
tion of nonvanishing on the top level still holds.

There are two things left to modify in order to obtain the desired family. First, we
apply classical plumbing in Proposition 4.4 to smooth the nodes with simple poles in
Jrod, originally from the constant family Z, to obtain a family of differentials

(fzeros . xzeros — A, erros CAY - (fzeros)*a)xzems/A(_Zpol))

with smooth fibers for ¢ # 0 and with the same scaling limit 7 as that of ‘Woq. Next,
this family ( fzeros» Weeros) may not belong to the desired stratum, because the orders
of marked zeros may have been altered when adding the modification differential £ to
the family of differentials W7, on ¥. But by Lemma 4.7 there exists a merging in the
neighborhood of each marked zero such that the nearby dispersed zeros of ‘W5 with
total multiplicity m; are merged back together to form a single zero of multiplicity m; .
We thus finally obtain a family of smooth Riemann surfaces along with differentials
in the desired stratum, converging to the given stable curve, and the scaling limit of
the differentials is the twisted differential n that we started with. U

5. Flat geometric smoothing
In this section we give an alternative proof of the sufficiency of the conditions in
Theorem 1.3 using techniques from flat geometry. The core ideas of the proof and
the induction procedure are parallel to the proof by plumbing in the preceding sec-
tion. However, the flat geometric pictures presented in this section might look more
familiar to some readers. In particular, they make the necessity of the global residue
condition quite transparent. One difference is that we construct a degenerating family
only over a real segment [0, &) rather than a disk A, as in the proof via plumbing.
For any twisted differential n compatible with a full order, our goal is to construct
a family of flat surfaces in the appropriate stratum that makes the degeneration to 7
visible. We will first describe the construction and then in the last part of this section
justify that the family we construct indeed converges to the desired limit. Below we
start with two examples that illustrate the main features of the flat geometric proof.

5.1. Two illustrative examples

In the first example, suppose X is a nodal curve with two irreducible components ¥
and Z of genus 1 and 2, respectively, joined at two nodes. Let T be a level graph of
X such that Y and Z are of the same level. Let n = (ny, nz) be a twisted differential
in terms of the flat geometric pictures on the left-hand side and in the middle of
Figure 13. In particular, ny has two simple poles at q1+ and q;r , Nz has two simple
poles at g7 and g, , and Resql_+ (ny)+ Resy- (nz) =0fori = 1,2, since the widths of

the strips agree. The pairs of points (qiJr .q;),i = 1,2, at the ends of the infinitely long
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Figure 13. Smoothing two pairs of simple poles.

strips are then glued together to form the two nodes of X . Obviously 7 is compatible
with T.

We want to show that the pointed stable differential defined by w = n with
marked points z; being the zeros of w is a limit as flat surfaces in the stratum QM 4(3,
2, 1) degenerate. For this purpose, it suffices to truncate each of the half-infinite cylin-
ders at a finite height R = 1/]t| and glue them along seam strips of some fixed height
&, where the matching residues at each pair of simple poles ensure that the gluing
procedure can be carried out by translation. For # — 0 the flat surfaces obtained in
this construction visibly degenerate to (X, w, z1, z2, 23), and we will justify the con-
vergence in general in the proof at the end of the section. This example is an instance
of components joined by flat cylinders in the language of [31] or, equivalently, the flat
geometric viewpoint of classical plumbing (see Proposition 4.4).

In the second example, suppose X is a nodal curve with two irreducible compo-
nents Y and Z of genus 2 and 1, respectively, joined at three nodes. Let T be a level
graph of X such that Y > Z. Let n = (ny, nz) be a twisted differential in terms of
the flat geometric pictures in Figures 14 (without the slit in the interior) and 15. The
flat surface Z consists of five copies of the Euclidean plane (with modifications in the
center), each of which is drawn in Figure 15 as a disk of large radius. Parallel edges
with the same labels are identified via translation. We define g; to be the point at
infinity of the first two top disks, g5 at infinity of the third, and g5 at infinity of the
bottom two disks. The pairs of points (qi‘Ir .q;) for i =1,2,3 are identified together
to form the three nodes of X.
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Figure 14. Top level flat surface Y inside QM5 (1,1,0).
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Since the orders of n at qi+ and ¢;” add up to —2 and the global residue condition
automatically holds by the residue theorem on Z, we conclude that n is a twisted
differential compatible with T'. The stable differential w associated to 7 is equal to
ny on Y and is identically zero on Z. Denoting by z the unique zero of 1z, we want
to show that (X, w, z) is a limit of flat surfaces in Q2.M5(8) by constructing a family
of flat surfaces in this stratum which visibly degenerates to (X, w, z).

Our strategy is to remove from Y a small disk (as a union of metric half-disks)
around each point ql-+ , scale 1z by a smaller factor, take a disk of the same size under
the flat geometric presentation for the pole g; in the rescaled surface Z, and glue
it into Y along the annuli of the same size around ql-i. More precisely, we want to
glue along the annuli AiJr to A; fori =1,2,3, as presented in Figures 14 and 15. To
first approximation the total angles around qi+ and g;” match, because the orders of
ny and nz add up to —2 at the two branches of a node. The issue is that we cannot
directly glue their boundaries, because in each annulus around g;" a slit of the size of
the residue at that pole is missing. In order to remedy this problem, we slit the flat
surface Y appropriately, as drawn in Figure 14. The global residue condition ensures
that we can remove a central polygon (given by the dashed triangle in this example)
from Y and slit from the points qi+ to get a surface in which we can glue to Z along
the modified annuli A;" with A; .

We next make the degeneration process more precise by specifying the sizes of
the annuli and the slits. Fix 0 < § < 1 close to 1. For ¢ € (0, ¢) sufficiently small,
1/2 ynder the flat metric of (Y, ny) around
the points qi+ are disjoint and contain no other special points inside (except for qi+ ).
Moreover, we may assume that the circles of radius ¢!/28 under the flat metric of
(Z,tnz) (i.e., rescale Z by t) contain all the interior edges of (Z,7nz) (those with
labels w; ), because these circles have large radius £ ~'/28 under the original flat metric
of nz.

After these preparations, we can glue the annuli (modified by the neighborhoods
of size ¢r; around the slits in Y) between the circles of radius #1/2 and ¢1/2§ with

we may assume that the circles of radius #

labels Al.Jr to those with labels A;". In particular, as ¢ — 0, the annuli are shrinking
to qi+ on (Y,ny) and expanding to ¢;” on (Z,nz). This gives the desired family
converging to (X, w, z). Again, we will justify the convergence later in the proof. This
example is an instance of components joined by expanding annuli in the language
of [31] or, equivalently, the flat geometric viewpoint of higher-order plumbing (see
Theorem 4.5).

5.2. Construction of degenerating families in the general case
The first step is to prove that a slit as in the second example above exists in general
and to carry out the construction inductively with respect to a given level graph. For
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simplicity of exposition, we restrict to the case of strata of holomorphic type. The
same method works for the case of strata of meromorphic type. There is only one
place where the global residue condition plays a role in distinguishing between the
two cases, and we will remark on it in the construction below. In addition, we may
assume that the level graph does not have an edge joining two vertices on the same
level or, equivalently, that a compatible twisted differential has no simple pole at any
node. This is because smoothing such a simple polar node with matching residues is
a local procedure ensured by classical plumbing, which can be performed in the flat
geometric picture according to the first example above.

Let (X,,q1,...,qn) be a Riemann surface with a meromorphic differential w
and marked points ¢, ...,gy that form a subset of zeros and ordinary points of w.
We let X be the open Riemann surface with disks of radius §R removed around the
points ¢;, where 0 < § < 1 is chosen sufficiently close to 1. We refer to the annuli
between the circles of radius §R and R as boundary annuli.

We next work toward the definition of a residue slit, that is, a collection of bro-
ken lines in the surface around which we will modify neighborhoods of size given
by residues. We remark that a residue slit is in general more complicated than just
a slit. Given a tuple of sufficiently small complex numbers 7' = (rq,...,ry) with
Zf»vzl r; =0, we fix a permutation 7 € Sy such that the slopes of r,(1),.... 7z
are monotone on S!. Let P = P(T, ) be the polygon whose edges are given by the
VECLOIS Fr (1) - - ., () consecutively. It follows that P (7, ) is convex. Let B(P) be
the barycenter of P. Let p be a point in X©, disjoint from the zeros and poles of .
We place P inside X° with B(P) = p.

A residue slit for (T, ) is then defined to be a collection of broken lines (b4, ...,
b,) with the following properties.

. Each broken line b; starts with the segment from p to the midpoint of the edge
e,—1(;) of the polygon P(T, ) and then connects to ;. We denote by b;; the
line segments constituting b; and by 6(b;;) the slopes of b;;.

. The broken lines b; do not intersect (except for at the starting point p), and
they are disjoint from the zeros and poles of w (except for at the endpoints ¢; ).

. The slopes 0(b;;) are difterent from that of &r; for each i.

For t € (0, ¢) sufficiently small, let ¢tT = (¢ry,...,try). We define the surface
XQ = X2(T, ) obtained by modifying neighborhoods of size t T around the residue
slit as follows. Remove P(T, ) from X°. In the case in which (6(b;;),r;) > 0 (as in
Figure 14 for all three broken lines), we remove neighborhood parallelograms swept
out by planar segments with holonomy vector ¢r; centered at points of b;; in general,
and we glue the parallel sides of these removed parallelograms in pairs. On the other
hand for each of the segments where (6(b;;),r;) <0, we add a parallelogram swept
out by segments of holonomy ¢r; to the existing flat surface and glue the pieces as
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Figure 16. A piece of a residue slit and the gluing procedure in the case of a backward slope.

indicated in Figure 16. A small modification one needs to carry out is that near a turn-
ing point, for example, the right endpoint of a3 or the left endpoint of d; in Figure 16,
we move the removed parallelogram region up or down by ¢7; /2, which ensures that
adding a parallelogram works near the turning point as the residue slit changes its
direction. The size of ¢ is constrained by the requirement that the neighborhoods of
the residue slit used in this construction are disjoint and do not contain the zeros and
poles of @ on X°. In this way we obtain the desired surface X .

LEMMA 5.1
Given a pointed flat surface (X,w,q1,...,.4n; p), for any tuple T of sufficiently small
complex numbers with sum equal to zero, there exists a residue slit.

Proof

We produce the broken lines inductively. At each step we need to find a path from
g; to p, avoiding finitely many contractible subsets, namely, the zeros and poles of @
on X and the union of broken lines constructed in the preceding steps. Such a path
clearly exists and can be straightened into broken lines, avoiding slopes of £r;. [

Next, we show that every meromorphic differential (without simple poles) can be
presented similarly to Figure 15. The building blocks of this construction are basic
domains, as introduced by Boissy (see [5, Section 3.3]). Compared to his definition
we ignore infinite cylinders (i.e., simple poles) because such nodes can be smoothed
out locally by the classical plumbing, but we need to allow more flexibility in the
direction that we slit. Consequently, we define for a fixed angle 0 a basic domain
in the direction 0 to be a half-plane with broken polygonal boundary such that the
infinite boundary rays have direction +e’® and the finite edges w; of the boundary
satisfy (w;,e'?) > 0 as pictured in Figure 17.
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Figure 17. Two basic domains in the direction 8 = /4.

LEMMA 5.2

Let (X,w) be a meromorphic differential without simple poles, but with | poles of
higher order \m,—_j 11|, ..., |mny|, respectively. Then for almost every direction 0 there
exist 2Zf:1(|mn_1+i| — 1) basic domains in the direction 0 such that (X,w) is
obtained by gluing the boundary segments of the basic domains by translation. More-
over, the infinite boundary rays are glued in such a way that the set of basic domains
is partitioned in | cycles of lengths 2|myu—_j41| — 2,...,2|my,| — 2, respectively. If
(X, w) can be represented by basic domains in the direction 0, then all flat surfaces
in a neighborhood of (X, w) also have this property.

Proof
This lemma is a restatement of the infinite zippered rectangle construction of Boissy
[5]. O

We are ready to construct the desired family of flat surfaces by induction on the
number of levels. Let (X, w, z1, ..., z,) be a pointed stable differential associated with
a twisted differential 1 of type 1, where 7 is compatible with a full order T on X . In
the sequel we fix a number 0 < § < 1 sufficiently close to 1.

First consider the case when T has exactly two levels. We want to glue the two
levels as in the second example above. For each connected component Y; of top
level, let ¢1,...,qn be the nodes where Y is joined to the lower level. For ¢ € (0, ¢)
sufficiently small and a positive integer k, we construct residue slits using Lemma 5.1
for (tij,n), where the residues r; in T} are given by r; = Resg—(1y—(q,)), that
is, they arise from the lower level branches at the nodes ¢;, and the permutation &
rearranges the residues in 7; such that their slopes are in some monotone order. Then
we add or remove parallelogram neighborhoods of size % T'; around the residue slits
on the open flat surfaces (Y;’, nyjo), where Y ;’ is obtained by removing disks of radius

tk=1/2§ around all ql.+ ’s from (Y, ny j.) with the induced flat metric. As a result,
we obtain a continuous family of open flat surfaces (X, w?) over (0, ¢), where the
removed disks are arbitrarily small as t — 0.
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Next we scale the subsurfaces (Z;, 7z ;) of lower level as (£, t*nz ) and present
them using Lemma 5.2 for any 0 satisfying the conclusion of this lemma. For # small
tk=1/2 centered

at the common limit point as ¢+ — 0 of all broken line segments contains all finite

enough, we can assume that the union of inscribed half-disks of radius

boundary segments in the basic domain presentation for each pole ¢;” in (Z, thn, )
We then glue these inscribed half-disks into (X, ®?) by identifying the boundary
annuli A; of inner radius #¥=1/2§ and outer radius #¥~!/2 with the boundary annuli
AiJr of the same size (modified by the residue slit construction) for all ¢;’s. We have
thus finished the construction for the case of two levels.

Now for general T, the induction step follows from the same idea. Let £(-) be
any integral-valued level function on I' that gives the full order I", mapping the top
level to zero. Suppose that we have inductively constructed families of flat surfaces
(Y;(t),; (1)) for each of the connected components of I'-.z, for some level L. For a
givenindex j,letqy,...,qn be the nodes joining Y; tolevel L.If Y; does not contain
any marked point as a prescribed pole, then the corresponding tuple 7'; of residues at
all g;”’s has sum equal to zero by the global residue condition. Here is the only place
where the global residue condition makes a difference if Y; contains a marked pole.
In that case, there is no global residue condition imposed on it, but we can leverage
on the flat geometric presentation of the marked pole to create a residue r( such that
ro=— ZIN=1 rn . Then the construction as in Figure 14 still goes through by taking
the residue tuple 7; = (ro,71,...,7N).

Next we construct a residue slit in the family (Y, (¢),w;(¢)) as in Lemma 5.1,
which has been stated for a single flat surface. A closer look at the proof of that lemma
reveals that the changes of complex structures happen in some neighborhoods of the
residue slits constructed in the previous inductive steps. Since these finitely many con-
tractible neighborhoods are disjoint from the points qfr, ey q; on Y;(t), the method
of the proof still applies in families. Finally we scale the subsurfaces (Z,, n|z,) with
level £(v) = L as (Z,,t"Lnz,), present them as in Lemma 5.2, remove disks of
radius =L =1/2§ around the ¢;*’s from Y;(¢), and glue in the inscribed half-disks of
radius t~L=1Y/2§ in (Z,,t L1z, ) along the boundary annuli of inner radius ¢ ~£~1/2§
and outer radius r~£~1/2 (modified by the residue slits of size r L T; in Y;(¢)). The
term 1/2 in the exponents of ¢ ensures that the annuli are expanding on the original
surface (Zy,1z,) and shrinking on (Y;(¢),w;(t)) as t — 0. This thus completes the
construction for the general case. As a result, we have constructed a family of flat
surfaces (X;, w;) that is continuous over (0, &) and lies in the given stratum of type p.

Remark 5.3
The flat geometric construction is over a real ray, that is, the base parameter ¢ is real.
It is natural to ask whether one can similarly construct such a family that varies holo-
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morphically over a punctured disk. We point out in general that there is a monodromy
obstruction. For instance, recall the construction by gluing Figure 15 into Figure 14 to
form a nearby flat surface in the resulting family. If ¢ varies as a complex parameter,
then it means that the residue cuts r; have to vary their arguments besides shrinking
the lengths. If the corresponding cycle of r; is not homologous to zero, then when
its argument turns back, the Picard—Lefschetz formula implies that it affects those
periods that have nonzero intersection with r;; for example, the periods arising from
the boundary of the residue slit in Figure 14 cannot remain unchanged during the
entire residue turning process. Consequently, one has to vary holomorphically those
affected periods to cancel out the excess periods caused by monodromy, which is less
visible in terms of flat geometric coordinates. This phenomenon is closely related to
the extendability of period coordinates to the boundary of the strata compactification.
In [4] we will study this question systematically.

Remark 5.4

The flat geometric construction of gluing higher-order poles along boundary annuli
with residue slits is analogous to higher-order plumbing in Theorem 4.5. In particular,
the residue slit construction plays a role similar to that of the modification differential
in the plumbing construction. However, even over a real ray the two constructions in
general do not give the same families if the residues are nonzero. To see this, note
that the residue slit construction involves various choices and so does the plumbing
construction, especially when invoking Lemma 4.7 to merge the zeros that were dis-
persed. Hence, they can agree only if we make very specific choices in the respective
constructions.

5.3. Flat geometric proof of Theorem 1.3: Conditions are sufficient

So far we have constructed a family of flat surfaces (X;, ;) that vary continuously
with ¢ € (0, ¢) sufficiently small. The remaining step is to show that it converges as
t — 0 to the pointed stable differential we started with. For this purpose we need a
certain topology on Wg,n in which we can verify the convergence of the family.

Let (X, Z) be a pointed stable curve, where Z = {z1,..., z,} is the set of marked
points on X, and let X’ denote X minus its nodes, so X’ is a disjoint union of irre-
ducible components of X, punctured at the nodes. An exhaustion of X is a sequence
of subsets -+ Ky—1 C Ky C Kp41--- of X’/ whose union is X’. A sequence of
pointed stable curves (X, Z;;) in ﬂg,n converges to (X, Z) in the quasiconfor-
mal topology if for some exhaustion {K,,} of X there exists a sequence of maps
fm: Km — X, that are quasiconformal onto the images such that f;, respects the
marked points and such that the dilatation of f;, tends to 1. The quasiconformal
topology was introduced by Abikoff [1] in the setting of the augmented Teichmiiller
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space. As ﬂg,n is a complex projective variety, it also inherits a standard topology.
Hubbard and Koch [23] established that these two topologies are equivalent.

For each node g of the stable curve X, let D; (t) be the closed disk of radius
LT @)™ @)=1/2 ground g+ on the higher level branch (Xy+(g)- Mo+(g) Of ¢
(modified in the neighborhood of the residue slit). In the gluing construction of X,
the boundary of D (t) becomes a (modified) circle of radius 1 ~!/2
branch (X,-(4), 7v—(q)), Which separates the basic domain presentation of the pole
g~ into two regions. Let D (¢) be the closure of the region that contains ¢~ . Denote
by y4(t) the common boundary curve of D;t (t) in X, after the gluing construction.
Denote by D*(t) the union of D‘}t (t) and by y(¢) the union of y,(¢) over all nodes q.

Let K, := X \ D*(¢). Then {K,} is an exhaustion of X as t — 0. Moreover, K;
looks just like X; \ y(¢), and the only difference is that X, is further modified around
the neighborhoods of the residue slits outside D T (¢). This difference can be measured
by the following result, which is the main step toward showing that the family of flat
surfaces we have constructed actually converges to the prescribed limit object.

on the lower level

LEMMA 5.5
As t — 0, there exists a quasiconformal map f;: K; — X; \ y(t), respecting the
marked points z; (t), such that the dilatation of f; tends to 1.

For a simple example, consider a two-level surface with a torus on the top level
joined to the lower level at two nodes g; and g,. Suppose the value of the lower
level is —1 and the direction of the residues %r at the two nodes is vertical. Then the
map f; is given in Figure 18. Only the top level surface is depicted, since there is no
residue slit on the lower level. The residue slit in this case is just a straight line joining
qfr to q; , presented as the dotted line in the picture.

The quasiconformal map f; in this case is the identity outside the union of the two
disks D ; (t), D ;2 (1) and the rectangular region swept out by segments of holonomy

1
Y/ 2(2p), for some fixed p < 1, centered around the residue slit. We choose the scaling

dmmwen PR ( 7 e

Figure 18. The quasiconformal map f; on the top level.
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factor 1'/2, because it is the radius of the disks D,; (t); hence, the rectangular region
goes into the disks under the assumption on p. Inside the rectangular region (and
still outside of the disks), f; takes the upper (resp., lower) half in the left-hand side
of Figure 18 to the upper (resp., lower) half in the right-hand side of Figure 18, by a
family of linear maps preserving vertical lines and shortening the height of the vertical
segments by that of the removed residue slit neighborhood, with a small perturbation
near the boundary of D;; (t). Note that f; is continuous along the dotted line on
the left-hand side, because the upper and lower boundary segments of the residue slit
neighborhood are identified in the image surface X; on the right-hand side. Moreover,
since the vertical segments are shortened by at most ¢7/2, which becomes arbitrarily

125 as t — 0, it implies that the dilatation of f; tends to 1.

small compared to ¢
Proof of Lemma 5.5
The idea of the proof is similar to the example presented above. Let b;; be a broken
line segment of the residue slit on the subsurface (X, 7y) that was constructed when
gluing in a subsurface at level L < £(v). If (6(b;;),r;) > 0, consider the neighbor-
hood of b;; swept out by segments of holonomy tt-L=1/ 2(2p) centered around the
residue slit. On the upper and lower parts of this neighborhood we define the quasi-
conformal map f; to be an affine transformation onto the respective (te(”)_L_l/ 2(p—
112y, /2))-segments as illustrated in Figure 18 and then composed with scaling by
t7t®) because (X, 7y) is scaled by 1 ~4®) before gluing into X;. If (6(b;;),r;) <O,
we use the same composition, except that the image of the affine transformation in the
upper and lower parts will be swept out by the (£ ~L=1/2(p 4 ¢1/2; /2))-segments.
Since the ratio of p and p & t'/2r; /2 tends to 1 as t — 0, it follows that the dilatation
of f; on these neighborhoods of the residue slit tends to 1.

Moreover, in the neighborhood of a corner where the residue slit changes its
direction from (6(b;;),r;) > 0 to (8(b;ij),r;) <O, the quasiconformal map f; is the
identity composed with scaling by t~¢(®)_ To see this, for example, take the angular
sector between a3 and b in Figure 16, slide it up so that the sides a3 touch, and glue
in the additional parallelogram. One can easily find linear maps along segments in
the direction r; that interpolate continuously from the situation generically along the
broken line to the situation near such a corner.

In the central polygon P, we extend the residue slit by connecting the middle
points of the edges to the barycenter B(P). We define the quasiconformal map f; in
a neighborhood of this polygon by affine transformations that stretch along the lines
joining the extended slit segments to the respective vertices of the polygon neighbor-
hood, as in Figure 18 to the right, and then compose with scaling by ¢, Again,
one can find a continuous family of linear maps along segments whose direction varies
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Figure 19. The quasiconformal map f; near the central polygon.

from r; to r;4; near the central polygon. Such a map is sketched in Figure 19, where
the dashed lines represent curves along which f; stretches.

On the complement of these neighborhoods of the residue slits in each component
(Xy,7nv), we take f; to be the scaling map by r~¢®) which glues continuously to the
quasiconformal map on the neighborhoods constructed above. It is clear from the
construction, as explained above, that the dilatation of f; depends continuously on ¢
and tends to 1 as t — 0.

Lemma 5.5 proves the desired convergence in M ,. Nevertheless, it does not
quite imply the convergence of pointed stable differentials in the incidence variety
compactification, as explained in Remark 2.2. In order to show that (X;, @) converges
to 71, projectively on each component X, of X, it suffices to show that the location
and multiplicity of all zeros and poles agree. This is obvious for all zeros and poles
of 7 in the smooth locus of X. It remains to check the vanishing orders of 7 at the
nodes of X (compared to Example 3.2). At each node ¢, the vanishing order can be
detected by the index of a path centered around ¢ under the flat metric in the higher
level branch of g. Since this quantity is defined in a neighborhood of ¢, untouched
in the construction for # small enough, the vanishing orders of the limit of w; ast — 0
are equal to those of 7 at every node.

To show that (X;,w;) converges not only projectively, but also with the given
scales at the top level, it suffices to compare ratios of the length of a nonzero (rela-
tive or absolute) period in each top level component. This is obvious for a top level
component of positive genus or with more than one marked zero. In the remaining
cases, such a component has at least two nodes ¢, and g, joining it to a lower level.
A path on X; joining a boundary point on each annulus Ai+ around ¢; (that we used
for gluing X;) converges to a path joining g1 to ¢» and, hence, can be used for making
a comparison of relative size. O

Acknowledgments. We are grateful to Curt McMullen for useful conversations on the
proof of the main theorem, to Gavril Farkas and Rahul Pandharipande for communi-



2414 BAINBRIDGE, CHEN, GENDRON, GRUSHEVSKY, and MOLLER

cations with us at the Arbeitstagung at Max Planck Institute in Bonn in June 2015, and
to Adrian Sauvaget and Dimitri Zvonkine for discussions in Luminy in July 2015. We
also thank all the organizers and participants of the “Flat Surfaces” workshop for their
interest in this problem and motivating us to work on the proof from the viewpoint of
flat geometry. The second author thanks Alex Eskin, Joe Harris, and Anton Zorich for
encouraging him over the years to study Teichmiiller dynamics via algebraic geom-
etry. The fourth author thanks Igor Krichever and Chaya Norton, with whom he has
been developing related ideas and techniques for real-normalized meromorphic dif-
ferentials. Finally, we thank the anonymous referees for carefully reading the article
and for many useful comments.

The first author’s work was supported in part by Simons Foundation grant 359821.
The second author’s work was supported in part by National Science Foundation
(NSF) CAREER grant DMS-13-50396 and by a Boston College Research Incentive
Grant. The third and fifth authors’ work was supported in part by ERC-StG grant
257137. The fourth author’s work was supported in part by NSF grants DMS-12-
01369 and DMS-15-01265 and by Simons Fellowship in Mathematics grant 341858.

References

[1] W. ABIKOFF, Degenerating families of Riemann surfaces, Ann. of Math. (2) 105
(1977), 29-44. MR 0442293. DOI 10.2307/1971024. (2410)

[2] M. F. ATIYAH and I. G. MACDONALD, Introduction to Commutative Algebra,
Addison-Wesley, Reading, Mass., 1969. MR 0242802. (2386)

[3] M. BAINBRIDGE, Euler characteristics of Teichmiiller curves in genus two, Geom.
Topol. 11 (2007), 1887-2073. MR 2350471. DOI 10.2140/gt.2007.11.1887.
(2373)

[4] M. BAINBRIDGE, D. CHEN, Q. GENDRON, S. GRUSHEVSKY, and M. MOLLER,

Boundary structure of strata of abelian differentials, in preparation. (2369, 2376,
2391, 2399, 2410)

[5] C. BOISSY, Connected components of the strata of the moduli space of meromorphic
differentials, Comment. Math. Helv. 90 (2015), 255-286. MR 3351745.
DOI 10.4171/CMH/353. (2359, 2374, 2377, 2407, 2408)

[6] ——, Moduli space of meromorphic differentials with marked horizontal
separatrices, preprint, arXiv:1507.00555v4 [math.GT]. (2362, 2371, 2379)
[71 D. CHEN, Degenerations of Abelian differentials, J. Differential Geom. 107 (2017),

395-453. MR 3715346. DOI 10.4310/jdg/1508551222. (2350, 2356, 2381,
2388, 2393)

[8] D. CHEN and Q. CHEN, Principal boundary of moduli spaces of abelian and quadratic
differentials, to appear in Ann. Inst. Fourier (Grenoble), preprint,
arXiv:1611.01591v1 [math.AG]. (2356)

[9] D. EISENBUD and J. HARRIS, Limit linear series: Basic theory, Invent. Math. 85
(1986), 337-371. MR 0846932. DOI 10.1007/BF01389094. (2350)


http://www.ams.org/mathscinet-getitem?mr=0442293
https://doi.org/10.2307/1971024
http://www.ams.org/mathscinet-getitem?mr=0242802
http://www.ams.org/mathscinet-getitem?mr=2350471
https://doi.org/10.2140/gt.2007.11.1887
http://www.ams.org/mathscinet-getitem?mr=3351745
https://doi.org/10.4171/CMH/353
http://arxiv.org/abs/arXiv:1507.00555v4
http://www.ams.org/mathscinet-getitem?mr=3715346
https://doi.org/10.4310/jdg/1508551222
http://arxiv.org/abs/arXiv:1611.01591v1
http://www.ams.org/mathscinet-getitem?mr=0846932
https://doi.org/10.1007/BF01389094

COMPACTIFICATION OF STRATA 2415

(10]

[11]

[12]

[13]

[14]

[15]

[16]

(17]

(18]

[19]

[20]

(21]

[22]

(23]

[24]
[25]

, Existence, decomposition, and limits of certain Weierstrass points, Invent.
Math. 87 (1987), 495-515. MR 0874034. DOI 10.1007/BF01389240. (2385)

A. ESKIN, M. KONTSEVICH, and A. ZORICH, Sum of Lyapunov exponents of the Hodge
bundle with respect to the Teichmiiller geodesic flow, Publ. Math. Inst. Hautes
Etudes Sci. 120 (2007), 207-333. MR 3270590.

DOI 10.1007/s10240-013-0060-3. (2351)

A. ESKIN, H. MASUR, and A. ZORICH, Moduli spaces of abelian differentials: The
principal boundary, counting problems, and the Siegel-Veech constants, Publ.
Math. Inst. Hautes Etudes Sci. 97 (2003), 61-179. MR 2010740.

DOI 10.1007/s10240-003-0015-1. (2351)

A. ESKIN and M. MIRZAKHANI, Invariant and stationary measures for the SL(2,R)
action on moduli space, Publ. Math. Inst. Hautes Etudes Sci. 127 (2018), 95-324.
MR 3814652. DOI 10.1007/s10240-018-0099-2. (2348)

A. ESKIN, M. MIRZAKHANI, and A. MOHAMMADI, Isolation, equidistribution, and
orbit closures for the SL(2,R) action on moduli space, Ann. of Math. (2) 182
(2015), 673-721. MR 3418528. DOI 10.4007/annals.2015.182.2.7. (2348)

A. ESKIN, M. MIRZAKHANI, and K. RAFI, Counting closed geodesics in strata, to
appear in Invent. Math., preprint, arXiv:1206.5574v1 [math.GT]. (2351)

E. ESTEVES and N. MEDEIROS, Limit canonical systems on curves with two
components, Invent. Math. 149 (2002), 267-338. MR 1918674.

DOI 10.1007/s002220200211. (2357, 2385)

G. FARKAS and R. PANDHARIPANDE, The moduli space of twisted canonical divisors,
J. Inst. Math. Jussieu 17 (2018), 615-672. MR 3789183.

DOI 10.1017/S1474748016000128. (2350, 2356, 2381, 2388)

S. FILIP, Splitting mixed Hodge structures over affine invariant manifolds, Ann. of
Math. (2) 183 (2016), 681-713. MR 3450485. DOI 10.4007/annals.2016.183.2.5.
(2348)

0. FORSTER, Lectures on Riemann Surfaces, Grad. Texts in Math. 81, Springer, New
York, 1991. MR 1185074. (2397)

Q. GENDRON, The Deligne-Mumford and the incidence variety compactifications of
the strata of QMg , Ann. Inst. Fourier (Grenoble) 68 (2018), 1169-1240.

DOI 10.5802/aif.3187. (2355, 2361, 2373, 2377, 2378, 2381, 2393)

S. GRUSHEVSKY, I. KRICHEVER, and C. NORTON, Real-normalized differentials:
Limits on stable curves, preprint, arXiv:1703.07806v1 [math.AG]. (2356)

X. HU, The locus of plane quartics with a hyperflex, Proc. Amer. Math. Soc. 145
(2017), 1399-1413. MR 3601534. DOI 10.1090/proc/13314. (2381)

J. HUBBARD and S. KOCH, An analytic construction of the Deligne-Mumford
compactification of the moduli space of curves, J. Differential Geom. 98 (2014),
261-313. MR 3263519. (2411)

M. KONTSEVICH, lecture, August 2008. (2355)

M. KONTSEVICH and A. ZORICH, Connected components of the moduli spaces of
Abelian differentials with prescribed singularities, Invent. Math. 153 (2003),
631-678. MR 2000471. DOI 10.1007/s00222-003-0303-x. (2376, 2398)


http://www.ams.org/mathscinet-getitem?mr=0874034
https://doi.org/10.1007/BF01389240
http://www.ams.org/mathscinet-getitem?mr=3270590
https://doi.org/10.1007/s10240-013-0060-3
http://www.ams.org/mathscinet-getitem?mr=2010740
https://doi.org/10.1007/s10240-003-0015-1
http://www.ams.org/mathscinet-getitem?mr=3814652
https://doi.org/10.1007/s10240-018-0099-2
http://www.ams.org/mathscinet-getitem?mr=3418528
https://doi.org/10.4007/annals.2015.182.2.7
http://arxiv.org/abs/arXiv:1206.5574v1
http://www.ams.org/mathscinet-getitem?mr=1918674
https://doi.org/10.1007/s002220200211
http://www.ams.org/mathscinet-getitem?mr=3789183
https://doi.org/10.1017/S1474748016000128
http://www.ams.org/mathscinet-getitem?mr=3450485
https://doi.org/10.4007/annals.2016.183.2.5
http://www.ams.org/mathscinet-getitem?mr=1185074
https://doi.org/10.5802/aif.3187
http://arxiv.org/abs/arXiv:1703.07806v1
http://www.ams.org/mathscinet-getitem?mr=3601534
https://doi.org/10.1090/proc/13314
http://www.ams.org/mathscinet-getitem?mr=3263519
http://www.ams.org/mathscinet-getitem?mr=2000471
https://doi.org/10.1007/s00222-003-0303-x

2416 BAINBRIDGE, CHEN, GENDRON, GRUSHEVSKY, and MOLLER

[26] S. LANG, Real and Functional Analysis, 3rd ed., Grad. Texts in Math. 142, Springer,
New York, 1993. MR 1216137. DOI 10.1007/978-1-4612-0897-6. (2391)

[27] B. LIN and M. ULIRSCH, “Towards a tropical Hodge bundle” in Combinatorial
Algebraic Geometry, Fields Inst. Commun. 80, Fields Inst. Res. Math. Sci,
Toronto, 2017, 353-368. MR 3752507. (2357)

[28] M. MIRZAKHANI and A. WRIGHT, The boundary of an affine invariant submanifold,
Invent. Math. 209 (2017), 927-984. MR 3681397.
DOI 10.1007/s00222-017-0722-8. (2356)

[29] M. MOLLER, M. ULIRSCH, and A. WERNER, Realizability of tropical canonical
divisors, preprint, arXiv:1710.06401v2 [math.AG]. (2356)

[30] S. MULLANE, On the effective cone of ﬂg,n, Adv. Math. 320 (2017), 500-519.
MR 3709113. DOI 10.1016/j.aim.2017.09.005. (2356)

[31] K. RAFI, Thick-thin decomposition for quadratic differentials, Math. Res. Lett. 14
(2007), 333-341. MR 2318629. DOI 10.4310/MRL.2007.v14.n2.al4. (2351,
2403, 2405)

[32] A. SAUVAGET, Cohomology classes of strata of differentials, preprint,
arXiv:1701.07867v2 [math.AG]. (2356)

[33] K. STREBEL, Quadratic Differentials, Ergeb. Math. Grenzgeb. (3) 5, Springer, Berlin,
1984. MR 0743423. DOI 10.1007/978-3-662-02414-0. (2390)

[34] E. F. WHITTLESEY, Analytic functions in Banach spaces, Proc. Amer. Math. Soc. 16
(1965), 1077-1083. MR 0184092, DOI 10.2307/2035620. (2391)

[35] S. A. WOLPERT, Infinitesimal deformations of nodal stable curves, Adv. Math. 244
(2013), 413-440. MR 3077878. DOI 10.1016/j.aim.2013.05.008. (2393)

Bainbridge

Department of Mathematics, Indiana University, Bloomington, Indiana, USA;

mabainbr @indiana.edu

Chen
Department of Mathematics, Boston College, Chestnut Hill, Massachusetts, USA;

dawei.chen@bc.edu

Gendron

Centro de Ciencias Matematicas—UNAM, Morelia, Mexico; gendron @matmor.unam.mx

Grushevsky
Mathematics Department, Stony Brook University, Stony Brook, New York, USA;

sam@math.stonybrook.edu

Moller
Institut fiir Mathematik, Goethe-Universitéit Frankfurt, Frankfurt am Main, Germany;

moeller @math.uni-frankfurt.de


http://www.ams.org/mathscinet-getitem?mr=1216137
https://doi.org/10.1007/978-1-4612-0897-6
http://www.ams.org/mathscinet-getitem?mr=3752507
http://www.ams.org/mathscinet-getitem?mr=3681397
https://doi.org/10.1007/s00222-017-0722-8
http://arxiv.org/abs/arXiv:1710.06401v2
http://www.ams.org/mathscinet-getitem?mr=3709113
https://doi.org/10.1016/j.aim.2017.09.005
http://www.ams.org/mathscinet-getitem?mr=2318629
https://doi.org/10.4310/MRL.2007.v14.n2.a14
http://arxiv.org/abs/arXiv:1701.07867v2
http://www.ams.org/mathscinet-getitem?mr=0743423
https://doi.org/10.1007/978-3-662-02414-0
http://www.ams.org/mathscinet-getitem?mr=0184092
https://doi.org/10.2307/2035620
http://www.ams.org/mathscinet-getitem?mr=3077878
https://doi.org/10.1016/j.aim.2013.05.008
mailto:mabainbr@indiana.edu
mailto:dawei.chen@bc.edu
mailto:gendron@matmor.unam.mx
mailto:sam@math.stonybrook.edu
mailto:moeller@math.uni-frankfurt.de

	Introduction
	Comparison of strata compactifications
	Examples of the incidence variety compactification
	Plumbing and gluing differentials
	Flat geometric smoothing
	References
	Author's addresses

