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Abstract. Let Y be a complex algebraic variety, G y Y an action of an

algebraic group on Y , U ⊆ Y (C) a complex submanifold, Γ < G(C) a discrete,
Zariski dense subgroup of G(C) which preserves U , and π : U → X(C) an

analytic covering map of the complex algebraic variety X expressing X(C) as

Γ\U . We note that the theory of elimination of imaginaries in differentially
closed fields produces a generalized Schwarzian derivative χ̃ : Y → Z (where

Z is some algebraic variety) expressing the quotient of Y by the action of the

constant points of G. Under the additional hypothesis that the restriction of
π to some set containing a fundamental domain is definable in an o-minimal

expansion of the real field, we show as a consequence of the Peterzil-Starchenko

o-minimal GAGA theorem that the prima facie differentially analytic relation
χ := χ̃◦π−1 is a well-defined, differential constructible function. The function

χ nearly inverts π in the sense that for any differential field K of meromor-
phic functions, if a, b ∈ X(K) then χ(a) = χ(b) if and only if after suitable

restriction there is some γ ∈ G(C) with π(γ · π−1(a)) = b.

1. Introduction

As is well-known, the complex exponential function exp : C→ C× admits a local
analytic inverse, the logarithm function, but the logarithm cannot be made into a
globally defined analytic function. The ambiguity in the choice of a branch of the
logarithm comes from addition by an element of the discrete group 2πiZ. Hence,
if we regard the logarithm as acting on meromorphic function via f 7→ log ◦f ,
then while the operator f 7→ log(f) is not well-defined, the logarithmic derivative,
f 7→ d

dz (log(f)) is. Of course, more is true in that the logarithmic derivative is

given by the simple differential algebraic formula d
dz (log(f)) = f ′

f .

There are many ways to see that the logarithmic derivative is a differential ratio-
nal function. This fact follows from a direct computation, or from Kolchin’s general
theory of logarithmic differentiation on algebraic groups [12], or from the techniques
we employ in this paper. In Section 5 we discuss the algebraic construction of the
logarithmic derivative in detail.

The purpose of this paper is to show that under very general hypotheses, differ-
ential analytic operators constructed by inverting analytic covering maps and then
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applying differential operators to kill the action of the constant points of some alge-
braic group are actually differential algebraic. Let us describe more precisely what
we have in mind. We are given an algebraic group G over C, a complex algebraic
variety Y , a regular action of G on Y , a complex submanifold U ⊆ Y (C) of Y (C), a
Zariski dense subgroup Γ < G(C) for which Γ preserves U and an analytic covering
map π : U → X(C) expressing the complex algebraic variety X as the quotient
Γ\U . Because π is a covering map, the inverse π−1 : X(C) → U is a many-valued
analytic function, well-defined up to the action of Γ. Using the theory of elimi-
nation of imaginaries in differential fields, we produce a differential constructible
function, which we call a generalized Schwarzian associated to the action of G on
Y , χ̃ : Y → Z (where Z is an algebraic variety) so that for any differential field
M having field of constants C and points a, b ∈ Y (M) one has χ̃(a) = χ̃(b) if and
only if there is some some γ ∈ G(C) with γ · a = b. Hence, the differential analytic
operator χ := χ̃ ◦π−1 gives a well defined function X(M)→ Z(M) for M any field
of meromorphic functions.

Under a mild hypothesis on π, namely that there is an o-minimal expansion of
R in which there is a definable subset F ⊆ Y (C) for which the restriction of π is
definable and surjective onto X(C), we then deduce from a remarkable theorem of
Peterzil-Starchenko that the a priori differential analytically constructible function
χ is in fact differential algebraically constructible. That is, the map χ may be
expressed piecewise as a rational function of its argument and some its derivatives
and pieces in the decomposition of its domain are defined by finitely many algebraic
differential equations and inequations. The definability hypothesis holds in many
cases of interest, such as for the covering maps associated to moduli spaces of
abelian varieties and of the universal families of abelian varieties over these moduli
spaces.

Our work on this problem was motivated by our attempt to understand Buium’s
construction of differential rational functions on moduli spaces of abelian vari-
eties whose fibres are finite dimensional differential varieties containing the isogeny
classes encoded by such moduli points [5]. His construction is algebraic in the style
of Kolchin’s construction of logarithmic derivations, though much more sophisti-
cated. Buium’s maps are differential rational, meaning that they have a non-trivial
indeterminacy locus; ours are defined everywhere, though they are intrinsically dif-
ferential constructible, meaning that they are only piecewise given by differential
regular functions. We seek an algebraic interpretation, for example in terms of a
variant of the notion of δ-Hodge structure, for our maps on Buium’s indeterminacy
locus. More generally, knowing that the map χ is differential algebraic, one expects
a direct algebraic construction. We speculate about this in Section 6.

This paper is organized as follows. We begin in Section 2 by recalling some
of the basics of differential algebra, complex analysis and especially the Peterzil-
Starchenko theory of o-minimal complex analysis. In Section 3 we state precisely
and prove our main theorem. In Section 4 we develop some of the basic theory
of generalized logarithmic derivatives. In Section 5 we discuss specific examples
of covering maps to which our main theorem applies. In particular, we note the
existence of differential constructible functions whose fibres are the Kolchin closures
of isogeny classes in moduli spaces of abelian varieties. We also discuss the problem
of extending our main theorem to the context of Picard-Fuchs equations associated
to families of varieties and to the analytic construction of Manin homomorphisms
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for nonconstant abelian varieties coming from families of covering maps. We close
in Section 6 with some natural questions.

2. Preliminaries

As our main theorem involves a comparison of three different kinds of struc-
tures, namely, complex manifolds, differential algebraic functions, and o-minimally
definable sets, it should come as no surprise that sometimes the same object may
be considered differently in each of these domains. In this section we establish our
notation and explain how these theories interact with each other.

2.1. Jet spaces. We shall use a construction of higher order tangent spaces which
goes variously under the names of spaces of jets, arc spaces, and prolongation
spaces. We begin by recalling the differential geometric jet spaces modified slightly
for the complex analytic category. The reader can find details of the space of jets
construction in Chapter 12 of [4], though the discussion there covers only jets of
maps from one manifold to another while we shall consider jets of germs. The
extension to our case is routine.

We begin with our notation for balls and polydiscs.

Definition 2.1. We denote the unit disc in the complex plane by B := {z ∈
C : |z| < 1} . For a natural number n, the polydisc Bn := {(z1, . . . , zn) ∈
Cn : |zi| < 1 for i ≤ n} is the nth Cartesian power of B. More generally, for
0 < r < 1 we denote the disc of radius r centered at the origin by Br and its nth

Cartesian power by Bnr .

Let us recall the construction of the space of jets.

Definition 2.2. If M is a complex manifold and f : Bnr →M and g : Bns →M are
two analytic maps into M from polydiscs of some radii r and s and m is a natural
number, then we say that f and g have the same jets up to order m if there is a
coordinate neighborhood U 3 f(0) = g(0) with η : U ∼= Bdim(M) so that for each
j ≤ dim(M) and each multi-index α = (α1, . . . , αn) with |α| =

∑
αi ≤ m one has

∂|α|

∂z
α1
1 ···∂z

αn
n

(ηj ◦ f)(0) = ∂|α|

∂z
α1
1 ···∂z

αn
n

(ηj ◦ g)(0). We write [f ]m for the equivalence

class of f with respect to the equivalence relation of having the same jets up to
order m. Note that [f ]m depends only on the germ of f at the origin.

The set of equivalence classes of maps from n-dimensional polydiscs into M
may be given the structure of a complex manifold, Jm,n(M), and comes equipped
with an analytic map Jm,n(M) → M making Jm,n(M) into an affine bundle over
M . The construction is functorial in that if φ : M → N is a map of complex
manifolds, then there is an induced morphism Jm,n(φ) : Jm,n(M) → Jm,n(N)
given by Jm,n([f ]m) := [φ ◦ f ]m,n.

The space of jets construction has an algebraic geometric counterpart with the
notion of arc spaces. For an introduction to arc spaces see [7] in which what we
call arc spaces are called jet spaces. For details of these constructions at the level
of generality we use in this paper, see [17].

Definition 2.3. If X is a scheme over C, then for each n and m the functor from
C-algebras to sets given by R 7→ X(R[ε1, . . . , εn]/(ε1, . . . , εn)m+1) is represented by
a scheme Am,n(X). In the literature, this construction is usually limited to the
case of n = 1 for which Am,1(X) is the mth arc bundle of X.
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Remark 2.4. We shall use the more general n to discuss partial differential equa-
tions. To ease readability, when no confusion would arise we shall suppress the
subscript n writing Jm for Jm,n and Am for Am,n.

In general, even if X is an algebraic variety, it may happen that Am(X) is non-
reduced. However, when X is a smooth variety, one has Am(X)(C) = Jm(X(C))
and we will need the arc bundle construction only in the case of smooth varieties.

2.2. Differential algebra. Let us recall some of the basics of differential algebra
for which the book [12] is the standard reference. For an introduction to the model
theory of differential fields, see [14].

Definition 2.5. A differential ring (K,∆) is a (commutative) ring K given to-
gether with a finite sequence ∆ = 〈∂1, . . . , ∂n〉 of commuting derivations. If K is a
field, then we call (K,∆) a differential field. Generally, we write K for the tuple
(K,∆). When |∆| = 1, we call K an ordinary differential field and otherwise K is
a partial differential field. In what follows we shall work only with differential fields
of characteristic zero and the phrase differential field shall mean differential field of
characteristic zero. A map of differential rings f : (A, ∂1, . . . , ∂n)→ (B, ∂1, . . . , ∂n)
is given by a map of rings f : A → B which respects the derivations in the sense
that f ◦ ∂i = ∂i ◦ f for all i ≤ n. By a K-∆-algebra we mean a differntial ring
(A,∆) given together with a K-algebra structure for which the map K → A is a
map of differential rings.

A standard example of a differential field is given by taking a connected open do-
main U ⊆ Cn and setting (K, ∂1, . . . , ∂n) = (M(U), ∂

∂z1
, . . . , ∂

∂zn
) whereM(U) the

field of meromorphic functions on U where z1, . . . , zn are the standard coordinates
on U . The Seidenberg embedding theorem asserts that every finitely generated
differential field of characteristic zero may be realized as a subdifferential field of
M(U) for some connected domain U ⊆ Cn. In fact, a little more is true.

Theorem 2.6 (Seidenberg [31, 32]). If K ⊆ M(U) is a finitely generated differ-
ential subfield of the differential field of meromorphic functions on some connected
domain U ⊆ Cn and L = K〈u〉 is a simple differential extension of K (meaning
that L is a differential field extending K which is generated as a differential field
by K and the single element u ∈ L), then there is a connected domain V ⊆ U and
an embedding of differential fields ι : L ↪→ M(V ) compatible with the embedding
M(U)→M(V ).

To speak of differential equations on an algebraic variety, we need to generalize
the arc space construction.

Consider (K, ∂1, . . . , ∂n) a differential field. For each m ∈ N there are two
natural K-algebra structures on Rm = K[ε1, . . . , εn]/(ε1, . . . , εn)m+1. First, there
is the standard structure ι : K → Rm given by a 7→ a +

∑
06=α 0 · εα. Secondly,

using the derivations, we have an exponential map Em : K → Rm given by

a 7→
∑
|α|≤m

1

α1! · · ·αn!
∂α1

1 · · · ∂αnn (a)εα1
1 · · · εαnn .

Note that the standard map ι is itself an exponential map with respect to the trivial
derivations.
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If X is an algebraic variety over K, then the functor from K-algebras to Set
defined by

A 7→ (X ×E∗m Spec(Rm))(A⊗ι Rm)

is representable by a scheme τmX called the mth prolongation space of X. Note
that when the derivations are trivial, then Em = ι and τmX = Am,n(X).

From the description of τmX as a functor, one sees that there are natural pro-
jection maps πm,m′ : τmX → τm′X for m ≥ m′ corresponding to the reduction
maps Rm → Rm′ and that τ0X = X canonically. On the other hand, corre-
sponding to the exponential map Em : K → Rm one has a differentially defined
map ∇m : X → τmX. That is, for any K-∆-algebra A we have a map of sets
∇m : X(A)→ τmX(A) corresponding to the map

X(A)→ (X ×E∗m Spec(Rn))(A⊗ι Rm)

coming from 1A ⊗K Em.
Using the prolongation spaces, one can make sense of the notions of differential

regular (respectively, rational or constructible) functions on the algebraic variety
X. That is, a differential regular (respectively, rational or constructible) function
f : X → Y (where Y is another algebraic variety over K) is a map from X to
Y , considered as functors from the category of K-∆-algebras to Set which is given
by a regular (respectively, rational or constructible) function fm : τmX → Y for
some m ∈ N in the sense that for any K-∆-algebra A and point a ∈ X(A) one has
f(a) = fm(∇m(a)).

A differential subvariety Y of X is given by a subvariety Ym ⊆ τmX for some
m ∈ N. For any K-∆-algebra A, the set of A-points on Y is

Y (A) := {a ∈ X(A) : ∇m(a) ∈ Ym(A)} .

Since here are only interested in differential subvarieties rather than more gen-
eral differential subschemes, two differential subvarieties Y and Z of X are to
be regarded as the same if for every differential field L extending K we have
Y (L) = Z(L).

Sets of the form Y (K) ⊆ X(K) are called Kolchin closed (or, sometimes, ∆-
closed) and as the name suggests are the closed sets of a noetherian topology on
X(K). If Y is an irreducible differential subvariety of the algebraic variety X, then
the set of differential rational functions on Y forms a differential field denoted by
K〈Y 〉. If tr. degK(K〈Y 〉) is finite, then we say that Y is finite dimensional and
define dimY := tr. degK(K〈Y 〉).

An important class of Kolchin closed sets comes from the constants.

Definition 2.7. If (R,∆) is a differential ring, then

R∆ := {a ∈ R : ∂(a) = 0 for all ∂ ∈ ∆}

is the ring of constants. We sometimes write C = CR for R∆.

If (K, ∂1, . . . , ∂n) is a differential field and X is an algebraic variety over the
constants K∆, then as we noted above τm(XK) = Am,n(XK), canonically, and
there is a natural regular section zm : XK → τm(XK) of the projection map
τm(XK) → τ0(XK) = XK corresponding to the standard map ι : K → Rm. We
define X∆ to be the differential subvariety of X given by z(XK) ⊆ τ1(XK). At the
level of points, if A is K-∆-algebra, then X∆(A) = X(A∆) ⊆ X(A). Note that
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if X is an algebraic variety over the constants, then its dimension as an algebraic
variety is equal to the dimension of X∆ as a differential variety.

Just as algebraically closed fields play the role of universal domains for ordi-
nary algebraic varieties, differentially closed fields serve as universal domains for
differential algebraic geometry. Here a differentially closed field (U, ∂1, . . . , ∂n) is
an existentially closed differential field in the sense that if X is an algebraic variety
over U and Y ⊆ X is a differential subvariety for which there is some differential
field extension (L, ∂1, . . . , ∂n) ⊇ (U, ∂1, . . . , ∂n) with Y (L) 6= ∅, then Y (U) 6= ∅.
The theory of differentially closed fields (of characteristic zero in n commuting
derivations) is axiomatized by a first-order theory DCF0,n in the language of rings
augmented by n unary function symbols to be interpreted as the distinguished
derivations. For us, the crucial facts about DCF0,n are:

• DCF0,n eliminates quantifiers. Geometrically, this means that if U is a
differentially closed field, Y ⊆ X is a differential subvariety of an algebraic
variety over X and f : Y → Z is a differential rational function, then
f(Y (U)) is a differentially constructible subset of Z(U). That is, it is a
finite Boolean combination of Kolchin closed sets.
• It follows from Theorem 2.6 that if K ⊆ M(U) is a finitely generated

differential field of meromorphic functions on some domain U , then there
is a differentially closed field U containing K which may be realized as a
subfield of a differential field of germs of meromorphic functions at some
point in U .
• Finally, DCF0,n eliminates imaginaries.

The precise content of elimination of imaginaries is given by the following theo-
rem of Poizat in the case of n = 1 and of McGrail in general.

Theorem 2.8 (Poizat [28], McGrail [15]). The theory DCF0,n of differentially
closed fields of characteristic zero with n commuting derivations eliminates imag-
inaries. More concretely, if U is a differentially closed field, X ⊆ Um is a de-
finable set and E ⊆ X × X is a definable equivalence relation, then there is a
differential constructible function η : X → U` so that for (a, b) ∈ X × X one
has η(a) = η(b) ⇐⇒ aEb. Moreover, η may be defined over the same parameters
required for the definitions of X and E.

Prima facie, Theorem 2.8 applies only to differentially closed fields, but the map
η may be taken to be defined over the parameters required to define X and E and
then from the constructibility of η it is easy to see that for any differential field K
over which everything is defined, if a, b ∈ X(K), then aEb ⇐⇒ η(a) = η(b). The
proof of Theorem 2.8 passes through the corresponding elimination of imaginaries
theorem for algebraically closed fields (which is also proven in detail in [28]) and
for our applications, we shall need to unwind this connection between elimination
of imaginaries for differentially closed fields and for ordinary algebraically closed
fields.

2.3. O-minimality. Finally, we shall make use of the theory of o-minimality for
which the book [35] is a good introduction.

Definition 2.9. An o-minimal structure on the real numbers RF is given by the
choice of a distinguished set F of functions f : Rn → R, where n may depend on
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f , having the property that in the first-order structure

RF := (R,+, · · · , 0, 1, <, {f}f∈F )

every definable subset of R is a finite union of points and intervals.

Remark 2.10. With the usual definition of an o-minimal structure, any expansion
of the language of ordered sets is allowed. However, it follows from the existence
of definable choice functions that every o-minimal expansion of an ordered field
is bi-definable with one obtained by expanding the language of ordered rings by
function symbols.

That interesting o-minimal structures exist at all is highly non-trivial. For us,
the most important o-minimal structure is Ran,exp in which the set of distinguished
functions consists of the real exponential function exp : R → R and local analytic
functions. That is, for each real analytic function f defined on some open neigh-
borhood of the unit box [−1, 1]n we are given the function f : Rn → R defined
by f(x1, . . . , xn) = f(x1, . . . , xn) if (x1, . . . , xn) ∈ [−1, 1]n and f(x1, . . . , xn) = 0
otherwise. O-minimality of Ran,exp is established in [36].

O-minimality implies many strong regularity properties of the definable sets
in any number of variables. One result which we shall use is the existence of
definable choice functions. If f : X → Y is a definable (in the o-minimal structure
RF ) surjective function, then there is a definable right inverse g : Y → X (see
Proposition 1.2 in [35]).

Since o-minimality is fundamentally a theory of ordered structures, it does not
directly apply to complex analysis. However, by realizing C as R2 via the real and
imaginary parts, one may interpret complex analysis within an o-minimal structure
and in the series of papers [19, 20, 22, 23, 24, 25] Peterzil and Starchenko do just this.
For us, the most important result from their work is the following strengthening of
Chow’s Theorem.

Theorem 2.11 (Peterzil-Starchenko, Corollary 4.5 of [23]). Let RF be some o-
minimal structure on the real numbers. Let X be a quasiprojective algebraic variety
over C. If Y ⊆ X(C) is an RF -definable, closed complex analytic set in X, then Y
is algebraic.

Remark 2.12. The statement of Corollary 4.5 in [23] takes X(C) = Cn, but the
proof uses only the fact that X embeds into a projective space.

Remark 2.13. Note that in Theorem 2.11 there is no hypothesis that X be projec-
tive nor that f satisfy any kind of growth condition towards the boundary of X
in some compactification. On the other hand, one cannot completely avoid such
considerations in that to establish that the relevant analytic sets are definable it
may be necessary to study their boundary behavior.

The proof of Theorem 2.11 requires much of the Peterzil-Starchenko theory of
o-minimal complex analysis, but the basic idea is clear. Many standard theorems
in the theory of complex analysis assert that if some closed subset of a complex
manifold is generically analytic in some precise sense (for example, with respect to
some reasonable dimension) and the ambient space is sufficiently nice, then that
set must be analytic (see the theorems of Bishop [3], Remmert and Stein [29], and
Shiffman [34]). Sets definable in o-minimal structure enjoy a very smooth dimension
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theory as do all of the sets naturally associated to them through standard geometric
and elementary analytic constructions because these are also definable.

As a consequence of the flexibility of o-minimal definability, we have the following
useful natural generalization of Theorem 2.11.

Corollary 2.14. Let RF be an o-minimal expansion of the real field, X a com-
plex algebraic variety and Z ⊆ X(C) a definable subset which is also analytically
constructible, that is, a finite Boolean combination of complex analytic subsets of
X(C). Then Z is algebraically constructible.

Proof. We work by induction on the dimension of tge analytic-Zariski closure of

Z, Z
an-Zar

, that is, the smallest complex analytic set containing Z. Using the
Boolean disjunctive normal form and the local Noetherianity of the analytic-Zariski
topology, we may express Z as a finite union of sets of the form ArB where A and
B are complex analytic and B ( A. Replacing A with the union of its components
which are not contained in B, we may assume that no componet of A is contained
in B. Then B is nowhere dense in A with respect to the Euclidean topology

so that the Euclidean closure of A r B, ArB
Euc

, is A, which is also equal to

ArB
an-Zar

as the Euclidean topology is finer than the analytic-Zariski topology.
For any set definable in an o-minimal expansion of the real field, the Euclidean
closure of that set is also definable using the usual first-year analysis definition of

the closure. Thus, we see that Z
an-Zar

is also definable, and, hence, an algebraic

variety by Theorem 2.11. The set Z
an-Zar rZ is also analytically constructible and

definable and its analytic-Zariski closure has strictly smaller dimension. Hence, it

is algebraically constructible and so is Z = Z
an-Zar r (Z

an−Zar r Z). �

3. Main theorem

With our preliminaries in place, we flesh out the sketch of our main theorem
from the introduction. Throughout this section, we fix a natural number n and
when we speak of a differential field we mean one with n distinguished derivations.
Likewise, when speaking of arc and jet spaces and differential fields we suppress the
index n. That is, we write Jm for Jm,n and Am for Am,n.

In what follows we shall make the following hypotheses.

• RF is a fixed o-minimal structure on the reals. Throughout the rest of this
section by “definable” we mean “definable in RF”.
• G is an algebraic group over C.
• Y is a complex algebraic variety and G × Y → Y is a regular function

expressing a faithful action Gy Y of G on Y .
• U ⊆ Y (C) is a complex submanifold of the C-points of Y .
• Γ < G(C) is a Zariski dense, discrete subgroup of G(C).
• Via the restriction of the action of G(C) on Y (C) to U , Γ acts as a group

of automorphisms of U .
• π : U → X(C) is a complex analytic covering map of the algebraic variety
X expressing X(C) as the quotient Γ\U .

• F ⊆ Y (C) is an open RF -definable subset of Y (C) for which the restriction
π � F : F → X(C) is RF -definable and surjective onto X(C).
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Remark 3.1. Let us note that for each γ ∈ Γ, the set γ · F is definable since the
action of G(C) on Y (C) is algebraic and hence a fortiori definable. Thus, we may
cover U by a set of definable sets indexed by Γ.

Remark 3.2. It follows from the existence of definable choice functions in o-minimal
expansions of ordered fields that there is a definable F ′ ⊆ F so that the restriction
of π to F ′ is definable and a bijection between F ′ and X(C). It is convenient for
us to take F to be open in which case we cannot assume that the restriction of π
to F is one-to-one.

From these data we construct a differential analytic map χ on X which nearly
inverts π. We shall call this resulting map the generalized logarithmic derivative
associated to π.

We begin with two lemmata on jet spaces, the first showing that jets of covering
maps are themselves covering maps and the second showing that jets of definable
functions are also definable.

Lemma 3.3. For each natural number m, there is a natural action of Γ on Jm(U)
and with respect to this action, Jm(π) expresses Am(X)(C) as Γ\Jm(U).

Proof. Define the action of Γ on Jm(U) by γ · x := Jm(γ·)(x). By the functoriality
of the space of jets construction, we see that for each γ ∈ Γ we have Jm(π) ◦
γ· = Jm(π) ◦ Jm(γ·) = Jm(π ◦ γ·) = Jm(π). That is, Jm(π) is invariant under
precomposition with the action of Γ. Let us check now that if x and y are two
points of Jm(U) having the same image under Jm(π), then there is some γ ∈ Γ
with γ · x = y. Taking the images in U , we see that their images x and y in
U have the same image under π. Hence, there is some γ ∈ Γ with γ · x = y.
As π is a covering map, we can find a neighborhood V 3 y on which π � V :
V → π(V ) ⊆ X(C) is biholomorphic. By functoriality of Jm, Jm(π) � Jm(V ) :
Jm(V ) → Jm(π(V )) ⊆ Am(X)(C) is also biholomorphic. In particular, because
Jm(π) � Jm(V )(y) = Jm(π)(y) = Jm(π)(x) = Jm(π)(γ · x) = Jm(π) � Jm(V )(γ · x),
we must have y = γ · x. �

With our second result on jets we note that the jet of a definable function is
itself definable.

Lemma 3.4. Fix an o-minimal expansion RF of the real field. Let Z be a complex
algebraic variety, V ⊆ Z(C) an open subset of Z(C), W a complex algebraic variety,
m a natural number and f : V → W (C) a definable analytic function. Then
Jm(f) : Jm(V )→ Am(W )(C) is a definable analytic function.

Proof. For the sake of legibility, we suppress the subscripts from J and A. Let us
write ν : A(Z)→ Z for the natural projection map.

Note that because the function f is definable, so is its domain V . Using the
identification A(Z) with J(Z), we see J(V ) as the definable set ν−1(V ).

Analyticity of J(f) is a general feature of the jet of an analytic function (see [4]).
Definability of J(f) follows from the facts that for any definable complex analytic
function its complex derivatives are definable and the jet space J(V ) = ν−1V is
definable as a subset of A(Z)(C). Indeed, the usual limit definition of a complex
derivative may be naturally expressed using the formula defining f and the field
operations. As f is analytic, it follows that all of its derivatives of all orders
are definable. Read in coordinates, the map J(f) is given by the usual Faà di
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Bruni formula which is polynomial in the derivatives of f up to order m and the
coordinates on the jet space.

�

Remark 3.5. One could generalize Lemma 3.4 to the case that V ⊆ Z(C) is merely
a complex submanifold by noting that the jet space of V at a point as a submanifold
of A(Z)(C) may be identified by iterating the standard definitions of tangent spaces
from calculus.

The relation on Y defined by x ∼ y if and only if (∃g ∈ G(C))g · x = y is an
equivalence relation which on C-points identifies everything, but when interpreted
in a differential field M with field of constants C is a nontrivial definable equivalence
relation. In particular, when U is a differentially closed field with field of constants
C, Theorem 2.8 says that there is a differential constructible function χ̃ defined
on Y having the property that for a, b ∈ Y (U) one has χ̃(a) = χ̃(b) if and only if
(∃g ∈ G(C))g · a = b. Since χ̃ is differential constructible, if C ⊆ M ⊆ U is some
intermediate differential field, it is still the case that for a, b ∈ Y (M) the equality
χ̃(a) = χ̃(b) holds if and only if (∃g ∈ G(C))g · a = b.

Remark 3.6. In the case that Y = P1 and G = PGL2 acting by fractional linear
transformations, then the function χ̃ may be identified with the classical Schwarzian
derivative. Similar maps, sometimes with explicit formulae, appear in the literature
for other quotients of algebraic varieties by the constant points of an algebraic
group (see, for example, the generalized Schwarzians for Y = Pn and G = PGLn+1

in [5] or [30]). In analogy with the classical Schwarzian, we shall call the map χ̃ a
generalized Schwarzian derivative.

Our generalized Schwarzian χ̃ admits a more algebraic description. Being a dif-
ferential constructible function, there is some m ∈ Z+ and a constructible function
χ̃m defined on τmY for which χ̃ = χ̃m ◦ ∇m. The algebraic group G acts alge-
braically on τmY = Am(Y ) for precisely the same reason that Γ acts on JmU .
While quotients in the category of algebraic varieties with regular maps as mor-
phisms do not always exist, they do always exist constructibly. That is, there is
some constructible function ξm on Am(Y ) expressing the quotient G\Am(Y ). We
aim to show that for m� 0 one may take χ̃m = ξm so that χ̃ = ξm ◦ ∇m.

To this end we first prove two basic lemmata on differential algebraic geometry,
one result about definable equivalence relations and a second about the connec-
tion between the Kolchin topology on a variety and the Zariski topology on its
prolongations.

Lemma 3.7. Let U be a differentially closed field. If X is a differential variety
over U and ∼ is a definable equivalence relation on X, then for a and b elements

of X(U), one has a ∼ b if and only in [a]∼
Kolchin

= [b]∼
Kolchin

where we write

A
Kolchin

for the Kolchin closure of the set A.

Proof. Certainly, if a ∼ b, then [a]∼ = [b]∼ so that [a]∼
Kolchin

= [b]∼
Kolchin

. Con-
versely, by quantifier elimination in differentially closed fields we know that the
sets [a]∼ and [b]∼ are differentially constructible. Hence, there is a (Kolchin) dense

open in [a]∼
Kolchin

set V ⊆ [a]∼ and a dense open in [b]∼
Kolchin

set W ⊆ [b]∼.

If [a]∼
Kolchin

= [b]∼
Kolchin

, then V ∩W is a dense open subset of [a]∼
Kolchin

. In
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particular, it is nonempty so that [a]∼ ∩ [b]∼ ⊇ V ∩W is non-empty implying that
[a]∼ = [b]∼. �

The Kolchin topology and the Zariski topology are related through the prolon-
gation spaces. With the next lemma we show how to compute a Kolchin closure
via Zariski closures in prolongation spaces.

Lemma 3.8. Let U be a differentially closed field and X be an algebraic variety
over U and let A ⊆ X(U) be a set of U-points on X. Then

A
Kolchin

=
⋂
m≥0

∇−1
m (∇m(A)

Zariski
) .

Moreover, this set may be realized as ∇−1
M (∇M (A)

Zariski
) for M sufficiently large.

Proof. Each of the sets ∇−1
m (∇m(A)

Zariski
) is a Kolchin closed set containing A.

Hence, A
Kolchin

is contained in
⋂
m≥0∇−1

m (∇m(A)
Zariski

).
Before embarking on the proof of the other inclusion let us note that the inter-

section defining the righthand side of our purported equation is actually a de-

scending intersection. That is, for each m we have ∇−1
m+1(∇m+1(A)

Zariski
) ⊆

∇−1
m (∇m(A)

Zariski
). Indeed, the prolongation spaces form a projective system and

the ∇ maps respect this system in the sense that if νm+1,m : τm+1X → τmX is the
projection map from level m + 1 to level m, then ∇m = πm+1,m ◦ ∇m+1. Thus, if

Y ⊆ τmX is a Zariski closed set containing ∇m(A), then ν−1
m+1,m(Y ) is a Zariski

closed subset of τm+1X containing ∇m+1(A) so that

∇−1
m+1(∇m+1(A)

Zariski
) ⊆ ∇−1

m+1(ν−1
m+1,m∇m(A)

Zariski
) = ∇−1

m ∇m(A)
Zariski

.

For the inclusion of the righthand side in the left, consider a Kolchin closed set
Y ⊆ X which contains A. By the definition of the Kolchin topology, there is some
m and a Zariski closed Ym ⊆ τmX with Y = ∇−1

m Ym. Since A ⊆ Y (U), we have

∇m(A) ⊆ Ym. Thus, ∇m(A)
Zariski

⊆ Ym so that ∇−1
m (∇m(A)

Zariski
) ⊆ Y . Clearly,

for any ` ≥ m if we set Y` := ν−1
`,mYm, then Y = ∇−1

` Y`. Thus, for all ` ≥ m we

have ∇−1
` (∇`(A)

Zariski
) ⊆ Y . On the other hand, by the observation above, we

have
⋂
M≥0∇

−1
M (∇M (A)

Zariski
) =

⋂
M≥m∇

−1
M (∇M (A)

Zariski
) ⊆ Y .

The moreover clause is an immediate consequence of the noetherianity of the
Kolchin topology. �

We employ the above lemmata to relate the quotient of an algebraic variety by
the constant points of an algebraic group to algebraic quotients.

Proposition 3.9. Let U be a differentially closed field, G an algebraic group over
the constant field C = U∆, X an algebraic variety over C and Gy X an action of
G on X over C. For U-points a, b ∈ X(U) the following are equivalent.

• There is some g ∈ G(C) with g · a = b.
• For all m ∈ N there is some gm ∈ G(U) with gm · ∇m(a) = ∇m(b).

Moreover, there is some natural number M so that these conditions are equivalent
to

• There is some gM ∈ G(U) with gM · ∇M (a) = ∇M (b).
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Proof. For this proof, we write A for the Zariski closure of a set A and A
Kolchin

for
its Kolchin closure.

Define the equivalence relation ∼ on X(U) by

a ∼ b :⇐⇒ (∃g ∈ G(C))g · a = b

and let ≈ be given by

a ≈ b :⇐⇒ (∀m ∈ N)(∃gm ∈ G(U))gm · ∇m(a) = ∇m(b) .

Note that ∼ is a definable equivalence relation while prima facie ≈ is merely
type-definable. Clearly, a ∼ b ⇒ a ≈ b for if g ∈ G(C) satisfies g · a = b, then
for each m we may take gm := ∇m(g) (which belongs to the image of the zero
section as the constant points are precisely those whose image under ∇m agree
with the zero section) to witness that there is some gm ∈ G(U) with gm · ∇m(a) =
∇m(g) · ∇m(a) = ∇m(g · a) = ∇m(b).

On the other hand, we observe that for each m the Zariski closure of ∇m([a]∼)
is the Zariski closure of the G(U)-orbit of ∇m(a). Indeed, consider the algebraic

group S defined as the stabilizer of ∇m([a]∼) in G:

S(U) := {g ∈ G(U) : g · ∇m([a]∼) ⊆ ∇m([a]∼)}
As ∇m([a]∼) is a homogeneous space for G(C) under the natural action of G(U)

on τmX, we see that G(C) ⊆ S(U) ⊆ G(U). As G(C) is Zariski dense in G(U) and

S is closed, we conclude that S = G. Thus, ∇m([a]∼) ⊇ G · ∇m(a). On the other
hand, since ∇m([a]∼) = G(C) · ∇m(a) ⊆ G(U) · ∇m(a), we must have equality.

Therefore, if a ≈ b, then for each m ∈ N by definition over ≈ we have that
G(U) ·∇m(a) = G(U) ·∇m(b) so that ∇m([a]∼) = G(U) · ∇m(a) = G(U) · ∇m(b) =

[b]∼. As this equality is true for every m, [a]∼
Kolchin

= [b]∼
Kolchin

. By Lemma 3.7,
a ∼ b.

The moreover clause follows by the compactness theorem. �

It follows from elimination of imaginaries in algebraically closed fields [28] that if
the algebraic group H acts on an algebraic variety V , then the quotient V → H\V
may be realized constructibly. In fact, while the map expressing the quotient cannot
be taken to be regular, it may be assumed to have some regularity properties.

Lemma 3.10. Let K be an algebraically closed field, H an algebraic group over
K, V an algebraic variety over K, and H y V an action of H on V , also defined
over K. Then there are

• a chain of closed algebraic varieties ∅ = V0 ( V1 ( · · · ( Vm = V ,
• an algebraic variety W , and
• regular maps ξi : Vi r Vi−1 →W for each positive i ≤ m

so that

• each Vi is H-invariant and
• for a, b ∈ (Vi r Vi−1)(K) one has ξi(a) = ξi(b)⇐⇒ (∃g ∈ H(K)) g · a = b.

Proof. We work by noetherian induction on V with the case that dim(V ) = 0
being immediate. By elimination of imaginaries we find a constructible function
ψ : V → W to some algebraic variety W expressing H\V . (Note: we are not
claiming that W = H\V .) As ψ is a constructible function, we can find a dense
open U ⊆ V for which ψ � U is regular. Set U ′ := H · U which is again a dense
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open subset of V . We claim that ψ � U ′ is regular. Indeed, we may cover U ′ with
charts of the form gS where S ⊆ U is an open affine in U and g ∈ G(K). By the
H-invariance of ψ, we see that on gS, ψ satisfies ψ(gx) = ψ(x). That is, ψ � gS
agrees with ψ � S via the isomorphism g· : S → gS. Thus, ψ � gS is regular and
therefore ψ � U ′ is regular. Set V ′ := V rU ′. By induction, V ′ admits the requisite
chain, of length m, say. Let Vm+1 := X. �

We are now in a position to prove an algebraic counterpart of our main theorem.

Proposition 3.11. With the notation and hypotheses as introduced at the beginning
of this section, if η : Y → Z is a constructible function from Y to some algebraic
variety Z expressing the quotient Y → G\Y as in Lemma 3.10, then χ : X → Z
defined by χ := η ◦ π−1 (for any choice of a branch of π−1) is a constructible
function.

Proof. Consider the following set.

Ξ := {(x, z) ∈ X(C)× Z(C) : (∃y ∈ Y (C)) π(y) = x & η(y) = z}
Let us observe that the set Ξ is definable. Indeed, because π is Γ-invariant and

η is G-invariant (hence, also Γ-invariant), in the definition of Ξ we may restrict y
to F . That is, we have

Ξ = {(x, z) ∈ X(C)× Z(C) : (∃y ∈ F ) π(y) = x & η(y) = z} .

As π � F is definable, this expression presents Ξ as a definable set.
Not only is the set Ξ definable, but it is the graph of a function. Indeed, using

definable choice in RF , we see that there is a definable function ζ : X(C) → F ⊆
Y (C) which is a right inverse to π. Again using the Γ-invariance of η we see that
Ξ is the graph of η ◦ ζ. Let us write χ : X → Z for the function whose graph is Ξ.
Let us note that while this definition of χ expresses its definability, there are other
ways it could be presented. Indeed, from the Γ-invariance of η for any x ∈ X(C)

we have χ(x) = η(ζ̂(x)) where ζ̂ is any branch of π−1 near x.
We will now show that Ξ may be expressed as a finite union of definable complex

analytic subvarieties. By Lemma 3.10, there is a sequence of a closed subvarieties
∅ = V0 ( V1 ( · · · ( V` = Y so that each Vi is G-invariant and the restriction of
η to Vi r Vi−1 is regular. For each i ≤ `, define ξi := (η � Vi) ◦ ζ : X → Z. Note
that ξ` = χ. We show by induction on i that ξi is constructible. The case of i = 0
is trivial. Let us consider now the case that i > 0. Let us define Wi := η(Vi) ⊆ Z.
Since η is a constructible function, Wi is a constructible subset of Z. Consider
Ξi := Ξ ∩ (X × (Wi rWi−1)). The set Ξi being the intersection of two definable
sets is definable. Moreover, our second presentation of χ shows that Ξi is the graph

of an analytic function. Indeed, if (x, y) ∈ Ξi, then fix a branch ζ̂ of π−1 near

x. We have y = η(ζ̂(x)) and, in fact, near (x, y), Ξi is the graph of η ◦ ζ̂. As

y ∈Wi rWi−1 and Vi and Vi−1 are G-invariant, necessarily ζ̂(x) ∈ (Vi r Vi−1)(C).

Thus, near (x, y), Ξi is the graph of the analytic function (η � (Vi r Vi−1)) ◦ ζ̂.
By the Peterzil-Starchenko o-minimal GAGA Theorem 2.11, Ξi is algebraic. By
induction, ξi−1 is algebraically constructible and the graph of ξi is simply the union
of Ξi and the graph of ξi−1. Hence, ξi is itself algebraically constructible.

Taking i = `, we see that χ is algebraically constructible. �

We deduce our main theorem from Proposition 3.11.
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Theorem 3.12. Work with the notation and hypotheses as introduced at the be-
ginning of this section. Let χ̃ : Y → Z be a generalized Schwarzian for the action
of G∆ on Y , that is, it is a differential constructible function from Y to some al-
gebraic variety Z expressing the quotient Y → G∆\Y given by Theorem 2.8. Then
χ : X → Z defined by χ := χ̃◦π−1 (for any choice of a branch of π−1) is a differen-
tial constructible function, which we shall call the generalized logarithmic derivative
associated to π.

Proof. For this proof, by a differential field M we mean one with field of constants
M∆ = C.

By Proposition 3.9 for N � 0 there is a constructible function χ̃N : AN (Y )→ Z
so that χ̃ : Y → Z takes the form χ̃ := χ̃N ◦ ∇N and for any differential field M
with field of constants C one has that

• for points a, b ∈ Y (M)

χ̃(a) = χ̃(b)⇐⇒ (∃g ∈ G(C)) g · a = b

• for points a, b ∈ AN (Y )(M)

χ̃N (a) = χ̃N (b)⇐⇒ (∃g ∈ G(Malg)) g · a = b .

With this choice of N , we may realize our generalized logarithmic derivative
χ : X → Z as χ = χ̃ ◦ π−1 = χ̃N ◦ JN (π)−1 ◦ ∇N as in the following diagram.

Y

∇N ,, AN (Y )oo χ̃N // Z

U
� ?

OO

π

��

JN (U)
� ?

OO

oo

JN (π)

��
X

∇N --
χ

JJ

π−1

HH

AN (X)oo

JN (π)−1

II
χN

??

Indeed, the hypotheses of Proposition 3.11 apply with AN (Y ) in place of Y ,
JN (U) in place of U , JN (F ) in place of F , JN (π) in place of π, AN (X) in place of X,
and χ̃N in place of η. Thus, by Proposition 3.11, χN := χ̃N ◦JN (π)−1 : AN (X)→ Z
is constructible. Hence, χ = χN ◦ ∇N : X → Z is differential constructible.

�

Remark 3.13. The construction of χ as a differential meromorphic function is clas-
sical. The new content of Theorem 3.12 is that χ is differential constructible and
that it is defined everywhere on X.

Remark 3.14. The function χ depends on the choice of χ̃, which is itself well-defined
only up to differential constructible isomorphism. However, the equivalence relation
defined by a ∼ b :⇐⇒ χ(a) = χ(b) is intrinsic.

4. Towards a theory of generalized logarithmic derivatives

Using our construction of the generalized logarithmic derivatives it is possible
to deduce differential algebraic properties of these maps from their analytic inter-
pretation. In this section we draw some of these conclusions though we leave a fine
analysis for a future work.
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Throughout this section we shall work inside a differentially closed field (U,∆)
which we shall realize as a differential subfield of some differential field M of germs
of meromorphic functions.

We shall work with the conventions and notation of Section 3. By way of no-
tation, for a ∈ X(U) we denote by Fa the differential constructible subset of X
defined by χ(x) = χ(a).

Let us begin with a simple observation about the meaning of two points having
the same image under χ.

Proposition 4.1. For a, b ∈ X(U), one has χ(a) = χ(b) if and only if for any
choice of a branch of π−1 there is some g ∈ G(C) so that π(g · π−1(a)) = b.

Proof. By construction, χ = χ̃ ◦π−1 where χ̃(x) = χ̃(y) if and only if there is some
g ∈ G(M∆) = G(C) with g · x = y. Hence, χ(a) = χ(b) if and only if there is some
g ∈ G(C) with g · π−1(a) = π−1(b), or equivalently, π(g · π−1(a)) = b. �

Using again the analytic interpretation of χ we compute the dimension of a fibre
of χ.

Proposition 4.2. Let a ∈ X(U). Then dim(Fa) ≤ dim(G∆) (which is the di-
mension of G as an algebraic group). In fact, if π−1 is any branch of the in-
verse of π, then recalling that U is a field of germs of meromorphic functions,
dim(Fa) = dim(G∆) − dim(G∆

π−1(a)), where G∆
π−1(a) is the stabilizer of π−1(a) in

G∆.

Proof. As in the proof of Theorem 3.12, we take N � 0 large enough so that
χ = χ̃N ◦ JN (π)−1 ◦ ∇N where χ̃N : AN (Y ) → Z is an algebraically constructible
map expressing the quotient AN (Y ) → G\AN (Y ). Then the differential variety
Fa is the pullback by ∇N of the algebraic subvariety (Fa)N of AN (X) defined by

χN (x) = χN (∇N (a)). The preimage F̃a of (Fa)N in JN (U) is a complex analytic
variety which contains G(C) · JN (π)−1(∇N (a)). As the map JN (π) is a covering

map, the analytic variety F̃a has the same dimension as that of (Fa)N . Since the
fibre of χ̃N over χ(a) is precisely the G(C) orbit of ∇Nπ−1(a) = JN (π)−1(∇N (a)),

we see that F̃a = χ̃−1
N (χ(a)). Hence, the dimension of Fa is equal to the dimension

of the orbit of ∇N (π−1(a)) = dimG∆ − dimG∆
π−1(a). �

Remark 4.3. A similar calculation occurs in [2] in which Bertrand and Zudilin
show that the partial differential fields generated by Siegel modular forms have
transcendence degrees governed by the groups acting on the covering spaces.

Our calculation of the dimension of the fibres suggests an alternate method to
describe the fibres of the generalized logarithmic derivative. Let us introduce the
notion of a generalized Hecke correspondence.

Definition 4.4. The commensurability group of Γ is the subgroup of G(C) defined
by

Γcomm := {γ ∈ G(C) : γ(U) = U & [Γ : Γγ ∩ Γ] <∞ & [Γγ : Γγ ∩ Γ] <∞} .

For γ ∈ Γcomm, the image of the graph of γ· : U → U under (π, π) is an algebraic
correspondence Tγ ⊆ X ×X which we shall call the generalized Hecke correspon-
dence associated to γ.
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Remark 4.5. That the generalized Hecke correspondences are algebraic seems to be
well-known, but for lack of a reference, we explain how to prove this. Let γ ∈ G(C)
and write Tγ for the image of {(x, γ · x) : x ∈ U} under π × π. Let D be a
set of coset representatives of Γ ∩ Γγ in Γγ . Then one sees that (π × π)−1(Tγ)
is the union over δ ∈ D and ε ∈ Γ of the graphs of εδγ. From this description,
it is clear that if γ /∈ Γcomm, then Tγ is not algebraic since for any x ∈ X(C)
there are countably infinitely many y with (x, y) ∈ Tγ . On the other hand, for
γ ∈ Γcomm we see that Tγ is a definable analytic set since it may be realized as⋃
δ ∈ D(π × π)({(x, δγx) : x ∈ F}) so that algebraicity of Tγ follows from

Theorem 2.11.

Let us note that the fibres of χ are closed under the generalized Hecke operators.

Proposition 4.6. If a, b ∈ X(U) and there is some γ ∈ Γcomm with (a, b) ∈ Tγ(U),
then χ(a) = χ(b).

Proof. By the construction of Tγ , for some choice of a branch of π−1 and for some
δ ∈ Γ, we have γ · π−1(a) = δ · π−1(b). Hence, π−1(a) and π−1(a) are in the same
G(C) orbit so that χ̃(π−1(a)) = χ̃(π−1(b)) implying that χ(a) = χ(b). �

If the commensurability group is large, then the fibres of χ are precisely the
Kolchin closures of the generalized Hecke orbits.

Proposition 4.7. Assume that Γcomm is large in the sense that every set of coset
representatives of Γ in Γcomm is Zariski dense in G(C). Then for each a ∈ X(U),
the generalized Hecke orbit of a is Kolchin dense in Fa.

Proof. Let a ∈ X(U) and let V ⊆ X be the Kolchin closure of the generalized Hecke
orbit of a. Let N � 0 be large enough so that χ = χN ◦∇N and there is an algebraic
variety VN ⊆ AN (X) with V (U) = ∇−1

N (VN (U)) and ∇N (V (U)) is Zariski dense in

VN . Let ṼN be a component of J−1
N VN . Let H := {γ ∈ G(C) : γ · ṼN = ṼN}.

Since JN (π)−1VN is closed under the action of Γcomm, we see that H contains a
set of coset representatives for Γ in Γcomm. By our hypothesis on Γcomm, H is

dense in G(C), and, hence, is equal to G(C). Thus, the ṼN is the Zariski closure
of χ̃−1

N (χ(a)) so that V is the Kolchin closure of the constructible set defined by
χ(x) = χ(a), namely, Fa. �

One might ask for a description of the set of points in Fa which are algebraic
over a. We solve this problem only for the case that a is the generic point (in the
sense of the Zariski topology) of X and that C(a) = C(X) is given a differential
structure for which C(X)∆ = C.

Proposition 4.8. Let K = C(X), the field of rational functions on X, given with
a basis of C-derivations ∆ = {∂1, . . . , ∂n}. Fix an embedding of K into U over C.
Let a ∈ X(K) be the generic point, that is, the K-rational point corresponding to
the identity map id : X → X. Then

Fa(Kalg) = {b ∈ X(U) : (∃γ ∈ Γcomm)(a, b) ∈ Tγ(U)} .

Proof. We have already noted Fa(U) contains all points which are in generalized
Hecke correspondence with a and because each generalized Hecke correspondence
is a finite-to-finite correspondence, all such points are algebraic over K. Hence, we
need only verify the left to right inclusion.
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Suppose that b ∈ Fa(Kalg). Geometrically, we may represent b by a dominant,
generically finite, rational map b : X ′ 99K X where X ′ is an irreducible complex
algebraic variety. Consider some nonempty connected open set V ′ ⊆ X ′(C) for
which the covering π : U → X(C) trivializes over V := b(V ′) and V ∼= Bdim(X) is

a coordinate chart. Let Ṽ ⊆ U be one of the components of π−1V . Let us work

with the branch of π−1 which on V takes values in Ṽ . By Proposition 4.1, there is
some g ∈ G(C) with π−1(b) = g · π−1(a). Hence, (a, b) (regarded now a point in
Mor(V ′, V × V ) ⊆ (X ×X)(M(V ′)) ⊆ (X ×X)(U)) lies on the analytic subset of

V ×V , which we shall call Υ := (π, π)({(x, y) ∈ Ṽ ×Ṽ : g ·x = y}). Let D ⊆ X×X
be the algebraic locus of (a, b) over C, that is, D is the smallest C-variety which
contains the point (a, b). The analytic variety Υ being the graph of a function is
irreducible. Hence, either dim(Υ ∩D) < dim(X) or Υ ⊆ D. The former condition
is impossible by our hypothesis that C(a)∆ = C: writing a = (a1, . . . , adim(X)) and
b = (b1, . . . , bdim(X)), with respect to coordinates on V , then the hypothesis on the
constants is equivalent to the assertion that the matrix (∂iaj) has rank dim(X). A
further analytic relation would force the rank to be ≤ dim(Υ∩D) < dim(X). Thus,
Υ ⊆ D implying that {(x, y) ∈ U ×U : g ·x = y} ⊆ (π×π)−1D so that the image
of the graph of the action of g is algebraic which is only possible for g ∈ Γcomm.

�

5. Some covering maps with algebraic generalized logarithmic
derivatives

In this section we specialize Theorem 3.12 to some concrete cases of complex
algebraic varieties admitting suitable covering maps. In each case, we are required
to check that the covering map is definable in some o-minimal expansion of the real
field on some fundamental domain.

5.1. Logarithmic derivatives. Let us begin with the example with which we
introduced this paper. As we have already noted, the usual logarithmic derivative
d
dz log : Gm → Ga defined by f 7→ f ′

f is clearly differential algebraic and may be

obtained from Theorem 3.12 using the fact that the restriction of exp : C→ C× to
the set

F := {z ∈ C : −2π < Im(z) < 2π}
is surjective and definable in Ran,exp via the formula

exp(z) = eRe(z) cos(Im(z)) + ieRe(z) sin(Im(z)) .

Of course, in Ran,exp the real exponential function is explicitly allowed as a
definable function while the functions cos(x) and sin(x) restricted to [−2π, 2π] are
expressible as restricted analytic terms.

Let us recall the theory of logarithmic derivatives for algebraic groups over the
constants; for further details see [12]. We shall work with differential fields (K,∆)
with ∆ = {∂1, . . . , ∂n}. If G is an algebraic group defined over the constants
C = K∆, then the tangent bundle of G splits as a semi-direct product TG = GnTeG
where TeG is the tangent space to G at the identity element e ∈ G. The second
part of the splitting η : TG→ Te(G) is given by (g, v) 7→ d(g−1·)v where we write
the points on TG as pairs (g, v) consisting of a point g of G and a vector v in the
tangent space to G at g. Because G is defined over C, we may identify τ1G with
the nth fibre power of TG over G so that ∇ : G(K) → τ1G(K) gives a map of
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groups ∇ : G(K) → (TG ×G · · · ×G TG)(K). The logarithmic derivative ∂ logG :
G(M) → (TeG)n(M) is given by x 7→ η×n(∇(x)). The differential algebraicity of
this logarithmic derivative is clear from this construction, but as with the usual
logarithmic derivative this map may be interpreted analytically.

If G is a connected complex algebraic group, then Lie theory supplies a complex
analytic exponential map expG : TeG(C)→ G(C). In fortuitous cases, for example
when G is commutative, the exponential map is a covering map, but this is not
always so. With the next lemma, we note that in the case that G is commutative,
there is a definable (in Ran,exp) subset F ⊆ TeG(C) for which expG � F is definable
and surjective.

Lemma 5.1. If G is a connected commutative complex algebraic group of dimension
g, then there is a semialgebraic subset F ⊆ Cg ∼= TeG(C) for which expG � F : F →
G(C) is surjective and definable in Ran,exp.

Proof. By the structure theory of algebraic groups, G fits into an exact sequence

0 // L // G // A // 0

where L is a commutative, connected linear algebraic group and A is an abelian
variety. As C has characteristic zero, L is isomorphic to a product of additive and
multiplicative groups (see [33]). The tangent space at the origin of the additive
group may be identified with the additive group itself and relative to this iden-
tification, the exponential map may be taken to be the identity map. As noted
above, the usual complex exponential function admits a semialgebraic fundamental
domain on which the exponential function restricts to an Ran,exp-definable function.

Hence, we may find a semialgebraic set FL ⊆ TeL(C) ∼= Cdim(L) for which expL
restricted to FL is surjective onto L(C) and definable in Ran,exp.

Choose a subspace V ≤ TeG(C) for which V ∩ TeL(C) = 0 and V + TeL(C) =
TeG(C). Since the fundamental domain for expA is bounded, if FA ⊆ V is any
closed box for which the image of FA under the natural map TeG(C) → TeA(C)
contains a fundamental domain, then the restriction of expG to {0TeL(C)} × FA
is explicitly Ran-definable and its image under G → A maps onto A. Let us set
F := FL×FA. Then on F , expG may be expressed as the sum (in G) of expL � FL
and expG � {0TeL(C)} × FA and is therefore definable. A simple diagram chase
shows that the restriction of expG to F is surjective. �

It follows from Lemma 5.1 that for a connected commutative complex algebraic
group G Kolchin’s logarithmic derivative for G may be realized as a generalized
logarithmic derivative given by Theorem 3.12.

5.2. Moduli spaces of abelian varieties and general arithmetic varieties.
In this section we consider the application of Theorem 3.12 to various classical
functions and then also discuss the relation between this theorem and classical
Picard-Fuchs theory.

5.2.1. Moduli of elliptic curves. Let us recall some of the basic theory of modular
functions and moduli spaces of elliptic curves. The reader may wish to consult [16]
for more details. We write the upper half plane as h := {z ∈ C : Im(z) > 0}
and regard h as an open subset of P1(C) on which the algebraic group GL2 acts
by linear fractional transformations. Via this action, h is preserved by GL+

2 (R),
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the subgroup of GL2(R) on which the determinant is positive. In particular, h is
preserved by SL2(Z).

For each N ∈ Z+, let Γ(N) be the kernel of the reduction modulo N map
SL2(Z) → SL2(Z/NZ). The quotient Γ(N)\h has the structure of an affine alge-
braic variety which is usually called Y (N)(C). When N > 2, the quotient map
jN : h → Y (N)(C) is a covering map, but for N = 1, j1, which is usually denoted
by j, the usual analytic j-function, fails to be a covering map because it is ramified
over two points. The curve Y (1) may be identified with A1 and with the usual nor-
malizations, the two points over which j is ramified are 0 and 1728 (with preimages
exp(πi3 ) and i, respectively).

If one takes F := {z ∈ h : |Re(z)| ≤ 1
2 and Im(z) ≥

√
3

2 }, then F contains
a fundamental domain for j and the restriction of j to F is definable in Ran,exp.

Indeed, the function τ 7→ qτ := exp(2πiτ) maps F to the disc of radius exp(−π
√

3).
It is known that the q-expansion of the j-function is meromorphic on the unit disc
with a simple pole at the origin. Hence, j may be expressed as the composition of
the restriction of a meromorphic function to the closed disc of radius exp(−π

√
3)

with exp(2πiτ), which as we have noted above, is definable in Ran,exp on vertical
strips of bounded width. As each of the modular functions jN factor through j,
they, too, are definable when restricted to F .

Consequently, for N > 1, Theorem 3.12 applies directly showing that the gen-
eralized logarithmic derivative χ : Y0(N) → Z defined as the usual Schwarzian
derivative appied to j−1

N is differential constructible. For the j-function itself, we
may use the flexibility provided by the hypotheses of Theorem 3.12: take U to be
the open subset of h on which j is a covering map and X to be A1 r {0, 1728}.

5.2.2. Universal abelian schemes. The definability of j on a fundamental domain
is part of a theorem of Peterzil and Starchenko to the effect that the two-variable
Weierstraß ℘-function is definable (in Ran,exp) on a fundamental domain [21]. That
is, the covering maps associated to universal families of elliptic curves may be
treated by Theorem 3.12. In [26], Peterzil and Starchenko extend this result showing
that the covering maps associated to the universal families of abelian varieties are
definable in Ran,exp.

Let g ∈ Z+ be a positive integer and write hg for the Siegel space of symmetric
g × g complex matrices whose imaginary parts are positive definite. For a fixed
sequence D = (d1, . . . , dg) of positive integers with d1|d2| · · · |dg, we obtain the
notion of a polarization of type D. For τ ∈ hg, we associate the complex torus
XD
τ (C) := Cg/(τZg + diag(d1, . . . , dg)Zg) which, because of the choice of polar-

ization, is actually an abelian variety. There is a discrete subgroup GD of the
symplectic group Sp2g(Q) for which the quotient GD\hg has the structure of an

algebraic variety ADg (C) (in this case, “A” does not refer to an arc space). As in
the case of g = 1, the quotient map is ramified, but in passing to congruence sub-
groups one obtains covering maps. Theorem 1.1 of [26] asserts that is a fundamental
domain on which the covering map hg → Ag,D(C) is definable.

The covering map for the abelian variety associated to τ ∈ hg is itself uniformly
defined. That is, if we were to take U := hg × Cg, then to a pair (τ, z) we may
associate the abelian variety XD

τ and the point z mod (τZg+diag(d1, . . . , dg)Zg) ∈
XD
τ (C). The quotient (GDnZ2g)\(hg×Cg) has the structure of an algebraic variety
XDg and fits into the following commutative diagram
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hg × Cg

��

// hg

��
XDg (C) // ADg (C)

Theorem 1.3 of [26] asserts that the covering map of XDg is definable on a fun-

damental domain. Passing to a finite cover of ADg corresponding to a suitable
congruence subgroup (or, equivalently, to the choice of some level structure when
interpreted in terms of the moduli problem), the resulting map is a covering map
to which Theorem 3.12 applies directly.

5.2.3. Arithmetic varieties. Klingler, Ullmo and Yafaev have shown [11] that for
any arithmetic variety, the associated covering map is definable in Ran,exp on some
fundamental domain. Here, an arithmetic variety is a complex algebraic variety
expressible as Γ\D where D is a symmetric Hermitian domain and Γ is an arith-
metic group. This definability theorem supersedes the Peterzil-Starchenko defin-
ability result for the covering maps for the moduli spaces of abelian varieties and
includes the covering maps for all Shimura varieties. However, the requirement
that D be a symmetric Hermitian domain precludes its application to the case of
the universal abelian variety or more generally to mixed Shimura varieties. Gao
has shown [9] that the covering maps associated to all mixed Shimura varieties are
Ran,exp-definable when restricted to some fundamental domain. Thus, from Theo-
rem 3.12 and the Klingler-Ullmo-Yafaev and Gao definability theorems, we deduce
that the generalized logarithmic derivatives associated to arithmetic varieties and
to mixed Shimura varieties are differential constructible.

5.3. Picard-Fuchs equations, periods and Manin homomorphisms. Fami-
lies of complex algebraic varieties often come equipped with period mappings. As
we cannot say as much as we would like in full generality, we shall confine our-
selves to a näıve discussion referring the reader to [6] for more details. Our classical
approach to period mappings is explained clearly in the first section of [18].

If X is a complex algebraic variety and ω1, . . . , ωg is a basis of global one-forms
on X and γ1, . . . , γ` is a basis of the free part of the integral homology group
H1(X,Z), then the matrix (

∫
γi
ωj) ∈ M`×g(C) is called a period matrix of X. Of

course, changing bases would result in a different matrix so that the period matrix
of X is well defined only up to the action of GLg(C) on one side and GL`(Z) on
the other. If X varies in an algebraic family, X → S ffor which this map is smooth,
and the forms ω1, . . . , ωg are also taken to vary algebraically, then locally in the
Euclidean topology this family is trivial so that the cycles γi on some reference
fibre X0 may be transferred to nearby fibers. It is a theorem of Griffiths [10] that
the components of the period matrix are analytic functions on S. The theory
of Picard-Fuchs equations shows that period matrices satisfies linear differential
equations with coefficients from the function field of S.

We explain now how to deduce the existence of the Picard-Fuchs equations with
coefficients in C(S) from the global Ran,exp-definability of some branch of functions
extending s 7→

∫
γi

(ωj)s. In fact, we shall show a little more: not only do the period

matrices satisfy linear differential equations over C(S), but one may differentially
constructibly find linear differential operators so that for every differential field M
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of meromorphic functions extending C(S) and every point a ∈ S(M) the kernel of
the associated linear differential operator is exactly the C-vector space generated
by the periods of Xs.

Let us note that it follows from the Peterzil-Starchenko theorem on the defin-
ability of the covering maps for universal families of abelian varieties that for every
algebraic family of polarized abelian varieties [26, Theorem 1.3], global branches
of the period functions are definable. However, we do not know whether such an
hypothesis on definability holds for all families of varieties.

With the following definition we make precise what we mean by a local system
and what it means for such a local system to definably trivialize.

Definition 5.2. Let S be a complex algebraic variety and N and g be two natural
numbers. A Zg-local system over S is a subset Γ ⊆ GNa,S(C) = S(C)×CN such that

• for each s ∈ S(C), Γs ⊆ CN is a subgroup isomorphic to Zg and
• S(C) is covered by open sets U ⊆ S(C) on which there are analytic func-

tions γ1,U , . . . , γg,U : U → CN so that for all s ∈ S(C) one has Γs =∑g
i=1 Zγi,U (s).

Fix an o-minimal structure RF expanding the real field. In practice, one may
take Rexp,an. We say that Γ definably trivializes if there are definable (though not
necessarily continuous) functions ν1, . . . , νg : S(C) → CN so that at each point
s ∈ S(C) one has Γs =

∑g
i=1 Zνi(s).

We begin with an algebraic version of our theorem on Picard-Fuchs equations
similar to Proposition 3.11.

Proposition 5.3. Let S be a complex algebraic variety and Γ ⊆ GNa,S(C) = S(C)×
CN a Zg-local system over S which definably trivializes via definable functions
ν1, . . . , νg : S(C) → CN . Then there is a constructible function Φ : S → MatN×N
so that for each s ∈ S(C) the C-vector subspace of CN generated by Γs is the kernel
of Φ(s).

Proof. For each j ≤ N , we denote by G(j,N) the Grassmannian of j-dimensional
linear subspaces of GNa . We shall prove this proposition by first showing that the
association σ : S →

⋃g
j=1G(j,N) given by sending s ∈ S(C) to the C-vector space

generated by Γs is constructible. Then, we shall observe that there is a constructible
function Ψ : G(j,N) → MatN×N so that for each [V ] ∈ G(j,N)(C) the kernel of
Φ([V ]) is precisely V . Our map Φ is then Ψ ◦ σ.

For 1 ≤ j ≤ g, let Sj(C) := {s ∈ S(C) : dimC C · Γs ≤ j}. Working in an open
set U ⊆ S(C) on which Γ trivializes, we see that Sj(C) ∩ U is an analytic set as
it is defined by the vanishing of a collection of determinants of certain minors of
the matrix (γ1,U (s), . . . , γg,U (s)). Hence, Sj is analytic. On the other hand, using
the natural definition of dimension and the functions ν1, . . . , νg, one sees that Sj is
definable as well. Hence, by Theorem 2.11, Sj is an algebraic subvariety of S.

Likewise, for each j, the function σj : (SjrSj−1)→ G(j,N) given by sending s ∈
(SjrSj−1)(C) to the code for the vector space generated by Γs is both analytic and
definable, and, hence, a regular map. The function σ : S(C)→

⋃g
j=1G(j,N)(C) is

simply the union of the various σj .
Let us prove by noetherian induction that if Z ⊆ G(j,N) is an irreducible

subvariety, then there is a constructible function ΨZ : Z → MatN×N so that if
[V ] ∈ Z is the code for the vector space V ≤ GNa , then V = ker ΨZ([V ]). Taking
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Z = G(j,N), we obtain our desrired Ψ. Let [V ] ∈ Z(C(Z)) be the generic point.
By basic linear algebra, there is some linear map L : C(Z)N → C(Z)N for which
kerL = V (C(Z)). Localizing, we find Z ′ ( Z a proper subvariety of Z for which
the coefficients of L are regular functions on Z r Z ′. By induction, there is a
constructible function ΨZ′ : Z ′ → MatN×N with the desired properties. Let ΨZ be
given by ΨZ′ on Z ′ and by associating z ∈ Z r Z ′ the specialization of L to z on
Z r Z ′. �

As with our proof of Theorem 3.12, we find our tighter Picard-Fuchs operators
from the ostensibly weaker algebraic Proposition 5.3.

Theorem 5.4. Let S be a complex algebraic variety. Give C(S) the structure of
a differential field by fixing a basis of C-derivations. Let N and g be two natural
numbers. Suppose that Γ ⊆ GNa,S(C) = S(C)×CN is a Zg-local system over S with
local trivializations as in Proposition 5.3. Also as in Proposition 5.3, we suppose
moreover that Γ definably trivializes via functions ν1, . . . , νg : S(C) → CN . Then
there is a differential constructible function Θ on S taking values in a space of linear
differential operators so that for any differential field M of meromorphic functions
extending C(S) and point s ∈ S(M) the C-vector subspace of CN generated by Γs
is the kernel of Θ(s).

Proof. Working by noetherian induction on the Kolchin topology on S, one sees
that there is some number `� 0 so that for any differential field M of meromorphic
function extending C(S) and point s ∈ S(M) the C-vector space generated by Γs
is the pre-image under ∇` of the M -vector space generated by ∇`(Γs) in A`(GNa ).

Let us define Γ(`). For U ⊆ S(C) an open set over which Γ trivializes and

t ∈ J`(U) ⊆ A`(S)(C), let Γ
(`)
t :=

∑g
i=1 ZJ`(γi,U )(t). From the local patching for

Γ, it is easy to see that Γ(`) is a Zg-local system over A`(S).
Replacing S by A`(S), Γ by Γ(`), and N by N ′ := dimA`(GNa ), Proposition 5.3

applies giving a constructible function Φ : A`(GNa ) → GN ′a so that for any t ∈
A`(S)(M), the kernel of Φ(t) is the M -vector space generated by Γ

(`)
t . Define Θ

on S by Θ(s) := Φ(∇(s)) ◦ ∇. Then for s ∈ S(M), ker Θ(s) is the C-vector space
generated by Γs. �

Remark 5.5. If one drops either the hypothesis that Γ is a Zg-local system (in
the sense that it locally analytically trivializes) or the hypothesis that Γ definably
discontinuously trivializes, then the conclusion of Theorem 5.4 fails. For example,
if E → S is an elliptic scheme over an algebraic curve S, then there is a definable
function ρ : S(C) → C so that for each s ∈ S(C), ρ(s) is a nonzero element of the
kernel of the exponential map expEs : C→ Es(C). It is well-known that if E → S is
not isotrivial, then ρ cannot satisfy an order one algebraic differential equation (even
where it is analytic). Theorem 5.4 does not apply as Γ := Z · ρ ⊆ S(C)×C is not a
local system since it does not locally analytically trivialize near the discontinuities
of ρ. On the other hand, the Bessel function does give rise to a Z-local system,
but it too satisfies an order two algebraic differential equation, but not one of order
one. The issue is that the local system does not definably trivialize.

I thank D. Bertrand for suggesting these examples. In the same commuication
he suggests that in line with the classical Picard-Fuchs theory the hypotheses of
Theorem 5.4 should correspond to the assertions that the associated differential
equations are invariant under monodromy and have at worst regular singularities.
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Let us apply Theorem 5.4 to the case of periods of abelian varieties.

Corollary 5.6. Let S be an irreducible complex algebraic variety and X → S a
polarized abelian scheme over S of relative dimension g. We regard C(S) as a
differential field by a fixing a basis ∂1, . . . , ∂n of commuting derivations on C(S).
Let Γ := {(s, z) ∈ S(C)×Cg : z ∈ ker expXs} be the Z2g -local system over S given
by the lattices of the abelian varieties Xs regarded as complex tori. Then there is a
differential constructible map Θ on S taking values in a space of linear differential
operators so that for any field M of meromorphic functions extending C(S) and
any point s ∈ S(M), the kernel of Θ(s) is the C-vector space generated by Γs.

Proof. As a consequence of [26, Theorem 1.2], when X → S is a universal fam-
ily of polarized abelian varieties, the function which associates to s ∈ S(C) the
coordinates of generators for a fundamental parallelotope of the covering expXs :
Cg → Xs(C) is definable in Ran,exp. That is, there is a definable (discontinuous)
splitting of Γ. The Peterzil-Starchenko theorem does not apply directly to a general
X → S, but after passing to a finite base extension, we may assume that X → S
is a family of polarized abelian varieties with sufficient level structure. Then this
family comes from the universal such family by pullack, so that the definability of
a global (discontinuous) splitting of Γ for X → S follows from the definability for
the universal family. This corollary is now a special case of Theorem 5.4. �

Corollary 5.6 justifies Manin’s analytic construction of differential additive char-
acters on abelian varieties [13].

Corollary 5.7. Let S be an irreducible complex algebraic variety and X → S a
polarized abelian scheme over S of relative dimension g. Then there is a map of
differential algebraic groups over S, µ : X → (GNa )S (for some N) so that for
any differentially closed field (U, ∂1, . . . , ∂n) ⊇ (C(S), ∂1, . . . , ∂n) and any point
s ∈ S(U), the differential function field of the kernel of µs : Xs(U) → GNa (U) has
transcendence degree at most 2g.

Proof. The exponential map expX : S(C) × Cg → X(C) is an analytic covering
map over S. As such, it has a local analytic inverse logX : X(C) → S(C) × Cg.
The many valued function logX is well defined up to addition by Γ := ker expX ,
which is a Z2g-local system over S. Let Θ be given by Corollary 5.6. Fibrewise, Θ
is a linear differential map. Thus, µ := Θ◦ logX is a well-defined, fiberwise additive
differentially analytically constructible mapping. As such, µ may be represented
as µ = µ̃ ◦ ∇ where µ̃ is a definable analytically constructible function on some
prolongation space of X. By the Peterzil-Starchenko GAGA Theorem 2.11, µ̃
is algebraically constructible, so that µ is differentially constructible. From its
construction because on each fibre the kernel of Θ is a vector spaces over the
constants of dimension at most 2g, it follows that the fibres of µ have dimension at
most 2g. �

Remark 5.8. Rather than working with local systems, we could have proven Corol-
lary 5.7 from our main Theorem 3.12 by viewing the Manin maps as components
of the generalized logarithmic derivative associated to the analytic covering of the
universal families of polarized abelian varieties.



24 THOMAS SCANLON

6. Concluding remarks and questions

Let us conclude with some natural questions raised by our construction of gen-
eralized logarithmic derivations.

6.1. Differential equations for covering maps. Let π : U → X(C) be a cov-
ering map as in the statement of Theorem 3.12. Let M = M(U) be the field
of meromorphic functions on U treated as differential field with respect to some
choice of a basis of derivations ∂1, . . . , ∂n. Let t ∈ U(M) be the M -rational point
corresponding to the identity map U → U . Then π(t) ∈ X(M) “is” π regarded
as an M -rational point of X. From Theorem 3.12 we know that π(t) satisfies the
algebraic differential equation χ(π(t)) = χ̃(t). Noting that t is the restriction of
the generic point of Y to U and that the derivations on M may be chosen to be
the restriction of a basis of derivations of C(Y ), we see that the differential field
generated by π(t) over C(Y ) has transcendence degree at most dimG over C(Y ).
Since C(Y ) is a differential field of finite transcendence degree over C, it follows
that the differential field generated by π(t) over C has finite transcendence degree.

However, in some cases, for example for the analytic j-function j : h → A1(C)
and for exponential functions expG : Cg → G(G) of connected, commutative alge-
braic groups, with the usual differential structure, the differential field generated
by π(t) over C has transcendence degree exactly dim(G) over C by Proposition 4.2
and the observation that χ̃(t) is a constant point.

Question 6.1. Is it always the case that there is some choice of a basis of Der(C(Y )) =
HomC(Y )(ΩC(Y )/C,C(Y )) so that χ̃(t) is a constant point? If not, under what con-
ditions is this the case?

6.2. Classification theory and the fibres of χ. In [8], Freitag and the present
author show that the differential equation satisfied by the j-function is strongly
minimal and has trivial forking geometry. It is not unreasonable to expect that
other generalized logarithmic derivatives will produce examples of types with triv-
ial forking geometry but complicated binary structure coming from generalized
Hecke correspondences. We do not propose a precise statement of a conjecture
on the classification theoretic structure of fibres of generalized logarithmic deriva-
tives as that would involve delineating the ways in which sets nonorthogonal to the
constants and to Manin kernels may arise.

Problem 6.2. Describe the classification theoretic structure ( i.e., an analysis in
minimal types placing these types into their positions relative to the Zilber tri-
chotomy) of fibres of generalized logarithmic derivatives in terms of group theoretic
data of the covering spaces.

6.3. Ax-Schanuel problems. In [1], Ax proved a function field version of Schanuel’s
conjecture on algebraic relations amongst exponentials as a purely differential al-
gebraic theorem. In [27], Pila and Tsimmerman prove a variant of Ax’s theorem
for the j-function. They observe that via the Seidenberg embedding theorem, their
Schanuel-like theorem for the j-function admits a differential algebraic formulation,
though their proof involves other techniques. Our differential equations permit the
differential algebraic formulation of general transcendence conjectures for covering
maps. As we have not resolved the question of which “obvious” relations might
hold, we do not suggest a precise general conjecture here.
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tiques. Fascicule de résultats (Paragraphes 8 à 15), Actualités Scientifiques et Industrielles,

No. 1347, Hermann, Paris, 1971.

[5] A. Buium, Geometry of differential polynomial functions. III. Moduli spaces, Amer. J. Math.,
117 (1995), pp. 1–73.

[6] J. Carlson, S. Müller-Stach, and C. Peters, Period mappings and period domains,

vol. 85 of Cambridge Studies in Advanced Mathematics, Cambridge University Press, Cam-
bridge, 2003.

[7] J. Denef and F. Loeser, Geometry on arc spaces of algebraic varieties, in European Con-

gress of Mathematics, Vol. I (Barcelona, 2000), vol. 201 of Progr. Math., Birkhäuser, Basel,
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