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Abstract

We investigate the consumption of a dissolved chemoeffector by model bacte-
ria, in a flow generated by buoyancy driven rise of oil drops. Our aim is to
quantify the differences in the rate of consumption by motile and non-motile
bacteria. We employ direct numerical simulations to resolve the multiphase
flow, chemoeffector transport, and bacteria transport in a swarm of rising oil
drops. Our simulations indicate that chemotaxis enables motile bacteria to con-
sume the chemoeffector at rates that can be ~45% faster than their non-motile
counterparts. We find that the chemotactic advantage depends most acutely
on the bacteria’s swimming speed, and on their sensitivity toward gradients in
chemoeffector concentration. Furthermore, our results reveal that chemotactic
advantage reduces monotonically with an increase in the diameter of the drops,

while it varies non-trivially with the volume fraction of the drops.
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1. Introduction

Subsurface hydrocarbon (HC) spills/leaks—both natural and anthropogenic—are

a major source of carbon and energy for a plethora of marine microorganisms
[1]. In fact, the role of methanotrophs in degrading methane in the Deepwa-
ter Horizon spill in 2010 is well documented [2, 3, 4]. A major portion of this
degradation occurred in the presence of a rising swarm of oil drops, i.e., in an
inherently unsteady flow environment consisting of at least two distinct fluid
phases [5]. Similarly, it is expected that the many soluble HCs being leaked
into the oceans are also consumed by marine bacteria under the influence of
flows that are driven by buoyancy of the insoluble oil components (e.g., high-
molecular-weight aliphatic hydrocarbons). These flows result in significant three
dimensional velocity fluctuations (called ‘pseudo-turbulence’) due to the hydro-
dynamic interactions between the oil drops [6, 7, 8, 9]. The velocity fluctuations
in turn drive dispersion of the dissolved HCs via combined diffusive and convec-
tive transport. Therefore, pseudo-turbulence ensures that not only is the fluid
medium in a state of agitation, but that any concentrated ‘patches’ of dissolved
HCs are being continuously stirred (dispersed into thinner or smaller patches,
resulting in enhanced HC/nutrient gradients) and mixed (homogenized due to
fluid flow and nutrient diffusion).

The aforementioned processes are expected to create a fundamental differ-
ence in the nutrient uptake by motile bacteria, as compared to that by the
non-motile ones. Central to understanding this difference is a well studied phe-
notype of bacteria called chemotaxis [10]: the ‘gradient sensing ability’ of a
bacterium that allows it to alter its swimming strategy in order to reside in re-
gions of high (low) concentrations of desired (undesired) chemical species called
chemoattractants (chemorepellants). The pseudo-turbulence engenders nutri-
ent gradients and drives chemotactic motion of motile microbes. For example,

methanotrophic bacteria like Methylomonas can chemotax toward methane-rich
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regions in a HC plume [2]. This directed motion exists only for motile bacte-
ria, which hints at the advantage that they might have over their non-motile
counterparts. However, the extent to which chemotaxis can be beneficial is not
known a priori, and requires detailed investigation of the transport phenomena
involved. The way in which these organisms consume nutrients relative to each
other, and the factors that influence this competition are unclear, and subject
to multifarious bio-physical interactions. In the present work, we unravel the
results of these interactions, through mathematical models and direct numerical
simulations (DNS).

Our problem statement entails modeling the consumption (uptake) of a
dissolved chemoattractant (nutrient) by model bacteria—both motile and non-
motile—in a swarm of oil drops rising through a column of fluid. The chemoat-
tractant is present in a patch that gets de-localized into thinner ‘strands’ due
to the fluid flow induced by the drops (see Fig. 1 (a) and (b)). We investigate
the interaction of physical/flow characteristics (oil drop diameter and volume
fraction) with biological characteristics (time scale of nutrient consumption by
bacteria, sensitivity to nutrient gradients, swimming speed), and the resulting
effect on the competitive consumption of the available nutrient. Our aim is
to ascertain and quantify the ‘chemotactic advantage’, i.e., the difference be-
tween the consumption rates by motile and non-motile bacteria, that arises
due to chemotactic ability of the former [11]. An important physical parame-
ter that governs the consumption dynamics is the molecular diffusivity of the
nutrient, which eventually smears out any heterogeneities in the nutrient distri-
bution. Nutrient gradients developed by pseudo-turbulence disappear quickly,
or slowly, depending on whether the nutrient diffusivity is high, or low, re-
spectively. The typical diffusivity values for nutrients range from 10~° to 1078
cm?/s [12], which is three orders of magnitude smaller than the momentum
diffusivity of water (1072 cm?/s). A fully resolved DNS for the nutrient dis-
tribution with such small diffusivities is very expensive from a computational
perspective. This forces us to choose a larger nutrient diffusivity in our simula-

tions: 5 x 1074 ¢cm?/s. Thus, the quantification of the chemotactic advantage
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presented in this paper is conservative due to this choice of nutrient diffusiv-
ity. The results presented improve our understanding about the consumption
of soluble nutrients in sub-surface hydrocarbon plumes. In the Appendix of our
paper, we comment on the sensitivity of the results to the nutrient diffusivity
and discuss the possible changes that could transpire for more realistic diffu-
sivity values. Although we are motivated by sub-surface HC degradation, we
point out that our study can be easily tailored—by merely changing the values
of the dimensionless parameters—to simulate chemotaxis in situations involv-
ing chemoeffector/nutrient dispersion in other multi-phase flows. In the next
Section, we describe our mathematical model and the governing equations in

detail.

2. Mathematical Model

We numerically solve the equations governing multi-phase flows, i.e., the

continuity equation and the Navier-Stokes equation:

V-u=0, (1)

9 1 1
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where u(z, y, z, t) is the fluid velocity field, ¢ is the time, p is the fluid pres-
sure, p and p are the density and viscosity of the fluid, respectively, pg is the
average density of the oil-water system, and o is the surface tension between
oil and water. E is the rate of strain tensor, defined as E = % (Vu + VuT),
with T denoting the transpose operator acting on the velocity gradient tensor
Vu. Equation 1 is the condition for incompressibility of a fluid and equation 2
is a differential form of the conservation of fluid momentum. The last term in

equation 2 is the contribution of surface tension forces on the fluid flow, with

the area integral carried out over all points on the oil-water interface dV; x is



Figure 1: (a) The initial distribution of the chemoattractant/nutrient. (b) The distribution of
the nutrient after some time has elapsed in the simulations. (c¢) The distribution of the motile
bacteria at the same instant of time as in (b). Notice higher concentrations of motile bacteria
By in the nutrient-rich regions, due to chemotaxis. (d) The distribution of the non-motile
bacteria at the same instant of time as in (b). Note that the distribution of the non-motile

bacteria remains more or less uniform, as there is no bias in their motion.
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the point in the fluid domain where we want to evaluate the fluid velocity, ' is
the mean curvature, and n’ is the outward pointing unit vector normal to the
interface at the interface point x’, and 67 is the three-dimensional Dirac-delta
function [13, 14]. The interface corresponds to the surface of mono-disperse
drops of diameter d, density p, and viscosity f4, where the subscript g indicates
that the desired properties are of the dispersed phase (in our case, an insoluble
oil drop). The fluid flow is governed by the E6tvos number Fo = # (a
measure of the relative importance of the buoyancy and surface tension forces),
p7gd®

and the Galileo number Ga = i (a measure of the relative importance of
7

the inertial and viscous forces), where the subscript f indicates that the de-

sired properties of the carrier phase (in our case, water) are being used. The
—(po/p)g term in equation 2 is a force that prevents free fall of the fluid and en-
sures zero momentum flux through the boundaries of our computational domain
[6]. The bacteria—both motile (Bjs) and non-motile (Byps)—are modeled as
a continuum, being transported according to the following advection-diffusion

equations:

0B
8;” +V-((u+V;p) Bu) =V (DyVBu), (3)
dp 1 1
E—2w><p+ﬁc(1—pp)-VC, (4)
0B
a]:M + V- (BNMu) =0. (5)

The non-motile species act as mere tracers that follow the fluid flow, while
the motile bacteria have an additional chemotaxis driven velocity Vip with re-
spect to the fluid (equation 3). In addition to deterministic swimming, the
motile bacteria can also diffuse with diffusivity D,. This diffusion is indicative
of the stochastic nature of bacterial motion. Equation 4—solved only in case of
the motile species—is an expression for time evolution of the swimming orienta-
tion p, modified to include the effects of external nutrient gradients. The first

term on the right hand side is the influence of the background vorticity w. In



addition to the vorticity, the background strain rate E also affects the swimming
orientation, but only if the bacteria are elongated. As a first approximation,
we neglect this latter effect, and assume the bacteria to be nearly spherical in
shape. The chemotactic bias in the swimming direction is introduced through
the second term on the right hand side of equation 4, which models the effect
of an external nutrient gradient (VC, C being the concentration of the nutri-
ent) on the rate of change of swimming orientation. B¢ is the inverse of the
chemotactic sensitivity, which determines the relative importance of steering by
external chemical gradients as compared to that by external vorticity. In their
present form, equations 3 and 4 assume that all cells around a differential vol-
ume 0V at position x are oriented along the same direction p. This is a strong
assumption, but it adds considerable simplicity to our numerical simulations.
A more complete description would require us to couple our multi-phase DNS
procedure with a transport equation for the probability distribution ¥(x, p,t)
of the bacterial positions and orientations, and then perform appropriate aver-
aging to fully incorporate the effects of randomness in swimming orientations
in equation 3 (see [15]). This will increase the dimensionality of the system
from three to five, and together with the front-tracking method used to fully
resolve the evolution of oil-water interface, render the problem computationally
unwieldy. A justification of our method is that re-orientations due to flow, and
particularly chemotaxis, are strong enough to ensure rapid correction in the
swimming direction, over the smallest length scale in our system (= 0.03 mm).
Therefore, we use the present formulation and integrate equation 4 at each time
step and position, instead of using averaged ‘equilibrium’ values of the vector
p (see a similar method in the context of gyrotaxis, first proposed by Pedley,
Hill and Kessler [16], and recently solved numerically by Karimi and Ardekani
in the context of gyrotaxis in stratified media [17]). In addition, equation 4
does not contain any rotary diffusive terms, i.e., random, smooth changes in the
swimming direction of the bacterium. We chose to neglect this effect based on
a simple scaling analysis, towards which we first re-write equation 4, with the

inclusion of a random orientation de-correlation due to the rotary diffusivity
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where the rotary diffusion is modeled via a Gaussian white-noise on the unit

1
dp = waer

(I-pp)- VO] dt + [\/@n}z x p] dt, (6)
sphere, nr. The vorticity scales as |w| ~ \/g/d ~ 44 571 to 86 s~, based on the
typical values given in Table 1. In comparison, the orientation change due to a
rotary diffusivity value Dr = 0.035 to 0.45 rad?/s amounts to ~ /4Dy - O(1)
s71/2 2 0.42 57! to 1.34 s~1. Thus, as long as there exists a sufficiently strong
background flow, we can safely neglect the effect of rotary diffusion on the bac-
terial orientation. Fig. 9 in the Appendix shows the difference in the results
between the instance that considers rotary diffusivity, and one that does not;
clearly, the difference is imperceptible. Note that the use of a deterministic, con-
tinuum formulation for chemotaxis, as opposed to the classic run-and-tumble
formulation, is justified based on the ratio of the characteristic length scale I,.. s
of our problem (l,.; = drop diameter d ~1 mm) to the typical run length I,
of marine bacteria (~ 0.05 mm) being much greater than unity [18, 19]. In such
large length scale systems, we can say that equation 4 captures the average re-
orientation tendency of a chemotactic swimmer in response to chemical cues and
ambient flows [20]. It can be thought of as a ‘chemotactic torque’, or a means
to the ‘spatial sensing’ of nutrient gradients, which is indeed found in some
species of microorganisms [21, 22]. Similar models have been used in the ab-
sence [23, 24] and presence [25] of external fluid flows to explain phenomena like
micro-swimmer clustering and aerotaxis-induced bioconvection plumes, respec-
tively. Lushi et al. have performed a study highlighting the similarities between
the present model and the run-and-tumble model, in the context of stability
and collective motion of auto-chemotactic suspensions [26]. The chemoeffector
distribution, C' (x,t), is governed by the scalar transport equation with a sink
term:
oC

E + V- (CU.) =V- (DmVC) - OéC'BMC — OécBNMC, (7)

where D,, is the diffusivity of nutrient in water and a¢ is a constant which

quantifies the nutrient uptake rate by the bacteria. The last two terms on the
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right hand side of equation 7 are the reductions in the nutrient concentration due
to uptake by the motile and non-motile species, respectively. It is postulated
that chemotactic species will ‘climb up’ the gradients, and as a result, will
consume higher concentrations. Since our study is motivated by the extent
of consumption, the instantaneous motility benefit is defined as the volume
averaged difference between the rates of consumption by the motile and the
non-motile species, i.e., motility benefit AU(t) = Cpy — Cas [27], where
[ acBCdV

C= VIT, (8)

v

and B = Bj; and By, for motile and non-motile species, respectively. A
benefit due to motility exists only if C M > C '~y - In our results, we normalize
AU(t) by the quantity acByCo—where By is a baseline number density and
Cy is a baseline nutrient concentration—which has the units pM/s, and signifies
a reference consumption rate. In addition to the normalized motility benefit
AU = AU/(acBoCy), we present a measure of the relative rates of consumption
by motile and non-motile bacteria, called the ‘chemotactic amplification factor’

RU [27]:
C M+ C NM
= (9)
2CNum
It is clear from the definition that Ry compares the rate of consumption in

Ry

a region inhabited by both motile and non-motile species, with the scenario
where all consumption is assumed to be done by non-motile species alone. It
quantifies enhancement in the total uptake rate by a bacterial population due
to the chemotactic species. This definition is particularly useful in assessing the
chemotactic advantage when the nutrient availability is very low.

We use the finite-volume method on a uniform, structured, staggered grid,
combined with the projection method to solve equations 1 and 2 [28]; and track
the interface using the front-tracking method [13, 14]. The validation of the
front-tracking method being used in this article can be seen in previous publi-
cations by the authors [8, 29]. All terms in equation 2 are discretized explicitly

using the QUICK scheme for the convective terms [30], central differences for
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diffusive terms and front-tracking, with second order accurate representation for
87 [31], for the surface tension contributions. Equations 3, 5 and 7 are also solved
explicitly using the finite-volume method, with convective terms discretized us-
ing a fifth order accurate WENO scheme [32] and diffusive terms discretized
using central differences. A second order accurate predictor-corrector scheme is
employed for all time-integrations. The magnitude of p is preserved at unity by
using a post-stabilization approach used in ref. [17] and detailed in ref. [33].
The initial condition for the fluid-velocity is obtained as the statistically
steady-state for a rising swarm of drops [6, 7]. The time evolution of the fluctu-
ation Reynolds number for the various background fluid-flows in the simulations
is shown in Fig. 2; while other quantities pertaining to the pseudo-turbulence
are detailed in Table 1. Tt is interesting to note that the energy dissipation rates
generated by rising oil drops—O(1073) W /kg—are at least 3 orders of magni-
tude higher than those corresponding to ‘relatively strong’ marine turbulence
(~ 107% W/kg) [34]. This allows us to neglect the effects of marine turbulence,
and focus solely on the hydrodynamic interactions between rising drops, in our
simulations. The initial nutrient-rich region is in the form of a cylinder placed
centrally (see Fig. 1), occupying ~ 8% of the domain volume and with its axis
along the direction g/ |g|. We note that we have also carried out investigations
for different initial shapes of the nutrient-rich region, i.e., for (i) a cylindrical
shape perpendicular to the direction of ascent (along the y axis in Fig. 1),
and, (ii) a spherical shape of same volume as the cylinder (see Fig. 11 in the
Appendix and the accompanying discussion). The nutrient concentration inside
the drops is set to zero. The concentration of the motile and non-motile bac-
teria is uniform everywhere, except inside the drops (where it is set to zero).
Note that the equation 5, for the evolution of non-motile bacteria does not have
any diffusivity, but there exists some numerical diffusion. We do not expect
significant clustering of the non-motile bacteria to take place. This is because
of the initially uniform distribution of Byps, combined with absence of a term
with non-zero divergence in the convective flux of Byjs (see the explanations of

microorganism clustering based on the divergence of their velocities, as given in

10
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Figure 2: (Color online) Time evolution of the fluctuation Reynolds numbers Re,s {47 44,7 of

the drops in the simulations; see the Appendix and the ref. [6, 7] for the definition of the
drop fluctuation Reynolds number. The statistical steady states can be easily identified in all
5 cases (at t &~ 50), the background flow-fields (and drop positions) at these instants are used
as the initial condition for the fluid velocity u(¢ = 0) in the simulations that are performed to

ascertain the chemotactic advantage.

ref. [35]). Thus, Bnar(x,t) is expected to be & By everywhere in the domain.
In our simulations, the value of |Byasr — Bo| /Byo stays below a2 3% for most
of the domain; and therefore numerical diffusion is small. The orientations of
the (motile) bacteria are randomly initialized. Periodic boundary conditions are
enforced in all directions, for u, C, By; and By;.

In order to elucidate the effects of external flow on nutrient uptake and
motility benefit, we solve equations 1 to 7, subject to parametric sweeps in
(i) the important biological parameters at play, i.e., a¢, Sc and Vi, and, (i)
the relevant hydrodynamic parameters, i.e., drop diameter d and volume frac-
tion of the oil phase ¢, for drop diameters commensurate with those of an oil
spill. The values of these parameters are listed in Table 1. The fluid properties
(tys thg, Prypg,0) are those of Light Louisiana oil (involved in the Deepwater
Horizon oil-spill) and water [36]. The size of the drops was estimated based
on previous literature pertaining to droplet size distribution from sub-surface
oil-spills [37, 38, 39]. The bacterial swimming speed values encompass a range

from 50 to 300 pm/s. This range is expected to cover a wide variety of bacterial

11
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species, with values >~ 60 pm/s being more appropriate for marine bacteria
[40]. The uptake rate constant ac was estimated based on typical bacteria
length-scales and nutrient diffusivities, as done in the first paragraph of Section
3.1. An estimate of the inverse chemotactic sensitivity, B¢, as defined by us was
not available, and so we decided to cover a broad range for the values of Sc. The
bacterial diffusivity was estimated from the scaling D, ~ V27/3 [41], where V
is the swimming speed and 7 is the mean bacterial run time. For V; &~ 100 pum/s,
and 7 = 1.5 s, this yields Dy = 5 x 107° cm?/s. But once again, numerical con-
straints force us to choose a larger diffusivity of Dy = 5 x 10=% cm? /s, this time
for the bacteria. The reference nutrient concentration was chosen based on the
values reported by Valentine et al. [2]. Our computational domain corresponds
to a representative fluid volume (L3 &~ 0.15—9 cm?) consisting of mono-disperse
oil drops of prescribed diameters (d =~ 0.1 — 0.5 cm), rising in a water column

that has a patch of dissolved nutrient, as shown in Fig. 1.

3. Results and Discussion

We will first discuss some important bio-physical mechanisms at play, which
will be visible in the solutions to equations 1 to 7. The initial nutrient distri-
bution, as shown in Fig. 1(a) gets distorted once the drops rise through the
fluid column. As a result, the fairly homogeneous, ‘cylindrical’ nutrient distri-
bution at the vertical mid-plane gets heterogenized, leading to (i) ‘breaking’ or
stirring of the nutrient patch into strands of varying thicknesses and concen-
tration, and (ii) subsequent dissipation of these strands—both by the flow, and
molecular diffusion—into increasingly uniform concentrations across the entire
fluid domain. The chemotactic, motile bacteria forage for nutrient-rich regions,
and are also transported and rotated by the flow. The non-motile organisms
are simply carried by the flow, and can encounter nutrient rich regions only
by chance. This fundamental difference in the ability of motile and non-motile
species to access and consume nutrients is expected to yield an instantaneous

chemotactic advantage to the former (AU(¢t) > 0 and Ry(t) > 1). But this

12



Table 1: List of parameters. The lower and upper limits of the flow parameters correspond
to d = 0.13 cm, and d = 0.50 cm, respectively. The definitions of the flow/pseudo-turbulence

parameters are given in the Appendix.

Parameter (description) Value (units)

Flow /physical parameters

py (viscosity of suspending fluid) 0.01 (poise)

g (viscosity of dispersed phase) 0.12 (poise)

py (density of suspending fluid) 1.00 (g/cm?)

pg (density of dispersed phase) 0.85 (g/cm?)

o (surface tension) 40 (dyne/cm)

d (diameter of drops) 0.13 - 0.5 (cm)

Fo = pygd?/o (Ebtvos number) 0.41 - 6

Ga = p}gd® /% (Galileo number) 2.15x10% - 1.22x10°
Rey tor+w (fluctuation Reynolds number) 0.5-10

es/pys (dissipation rate per unit mass) 2.7x1073 - 1.2x1072 (W /kg, or, m?s~3)
Re; (rise Reynolds number) 15 - 400

We (Weber number) 2.8x1073 - 0.54
Bacteria/biological parameters

Vs (swimming speed) 20 - 300 (um/s)

ac (nutrient uptake rate constant) 107 - 1077 (cm?®/s/cell)
Bc (inverse chemotactic sensitivity) 0.4 - 4000.0 (uMcm™1s)
Dy, (diffusivity) 5x107% (cm?/s)

By (reference number density) 1.5%x 105 (cells/cm?)
Nutrient

Cy (reference concentration) 25 (M)

D,,, (diffusivity) 5x107* (cm?/s)

Sc = pr/(psDy,) (Schmidt number) 2, 20

V,/L? (volume fraction of nutrient patch) 2-8 (%)

Numerical simulation

L (computational box length) 0.5325, 1.3564, 2.0833 (cm)
N3 (number of grid points) 1923
Ng (number of drops) 8, 16, 64

13
h = L/N (smallest length scale resolved) 0.0028, 0.0071, 0.0108 (cm)
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benefit diminishes because as time progresses, the heterogeneities—engendered
by mechanisms described in point (i) above—are lost and the nutrient distribu-
tion relaxes to a uniform non-zero concentration. Once this relaxation occurs,
there aren’t any significant chemoattractant gradients left for chemotaxis to be
beneficial and the chemotactic advantage ceases to exist (i.e., AU(t) ~ 0 and
Ry(t) ~ 1). However, nutrient consumption will continue to occur and the
volume-averaged nutrient concentration will continue to decrease. Eventually,
over a time scale of the order of a few hours or days (depending on the nutrient
availability and consumption rate constant), the entire nutrient available will
get consumed by the bacteria (both motile and non-motile) and the volume-
averaged nutrient concentration will reduce to ~ 0. But this does not happen
in our simulations because the time for which we run them is smaller than the
time required to completely consume the entirety of the available nutrient.
The previous paragraph suggests that slower distortion of the initial nutri-
ent field and/or faster detection of the nutrient gradients will provide maximum
nutrient exposure to the motile species. Therefore, the time scale of the chemo-
tactic response relative to that of changes in the ambient nutrient concentrations
is of utmost importance. The time scale of the chemotactic response is dictated
by the inverse sensitivity Sc and the swimming speed Vs, while the ambient
nutrient concentration changes over a time scale governed by the flow. Another
important consideration in the following discussions is the characteristic length

scale associated with nutrient (and bacterial) heterogeneity I¢, i.e,

(C = Cy)?

2=
vep?

C

(10)

and the volume-averaged (denoted by an over-bar) nutrient gradient [VC|. This
latter quantity is a useful measure of the scale of the nutrient gradient being
experienced by a bacterium in the flow field. Thus, any comparative analysis of
the resulting dynamics is best understood by keeping in mind (i) the chemotactic
and hydrodynamic time scales, and (ii) the nutrient gradient length scales. In

what follows, we bring out the effect of each relevant biophysical parameter by

14
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resorting to a comparison of the above mentioned intrinsic scales of the problem.

3.1. Influence of biological parameters, ac, Bo and Vs

As discussed above, the nutrient strand formation is driven by fluid flow,
while the localization of the bacteria in regions of high nutrient concentration
is achieved by chemotaxis. This means that the biological parameters primarily
govern the speed with which a nutrient ‘hot-spot’ is encountered. We performed
simulations for a wide range of these parameters, in order to bring out their
effect on the consumption process. We begin by analyzing the influence of the
uptake rate constant ac. A measure of this constant can be obtained by first
calculating the uptake rate on a “per cell” basis, which is estimated from the
diffusion limited uptake time scale that scales as TCE} 7. =~ aDp, By, where a is
the characteristic size of the bacterium [42]. For a given number density By,

3s~1cell

ac then scales as ~ (BOTdiff.)71 ~ aD,,. This gives ac =~ O (10_8) cm
~1, for a ~ 0(10) pm and D,, =~ O (107%) m?/s.

Fig. 3(a) shows how the instantaneous motility benefit changes with time
for rate constants ranging from 1x1071° cm3s~!cell ™! to 1x10~7 ecm3s~cell L.
We notice a monotonic increase in the motility benefit as a¢c increases. The
results indicate that a faster rate of consumption translates directly to enhanced
motility benefit. A physical reason for the behavior shown in Fig. 3(a) can
be understood by comparing two time scales pertinent to the problem: the
uptake time scale and the time scale for the persistence of nutrient gradients.
A faster rate of uptake enables the motile species to profit more from staying in
regions of high nutrient concentration. These regions eventually perish due to
diffusion and their ephemeral nature is best exploited if the bacteria consume
the nutrient rapidly enough. But we must keep in mind that higher ac means
faster consumption by the non-motile species as well. Therefore, the relative
rate of consumption, i.e., the chemotactic amplification Ry stays more or less
the same for each case—particularly for ac = 107!° and 1072 cm3s~!cell ! —as

seen in Fig. 4(a). In other words, any advantage offered to the motile species

by an increase in a¢ is offered equally to the non-motile species, resulting in no
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Figure 3: (Color online) (a) Time evolution of the dimensionless motility benefit for different
uptake rate constants (ac). Bc = 40.0 uMcm™!s. (b) Time evolution of the dimension-

less motility benefit for different inverse chemotactic sensitivities (8¢); the units of B¢ are

uMem™1s. ag = 1x10~8 cm3s~!cell~!. The other parameters are: d = 1.32 mm; ¢ ~ 11%;

V=100 pms~1; D, = Dy, = 5x10~% cm? /s; Co = 25 uM; By = 1.5x10° cells/cm?; Eo = 0.40;
Ga = 2x10%.

relative benefit for the former. Our calculations show that, for the parameters
of Fig. 3, the motile bacteria consume the nutrient ~ 5% (AU/C'NM ~ 0.05)
faster than the non-motile ones, irrespective of the value of ac¢.

The next biological parameter we consider is the inverse chemotactic sensi-
tivity So (see equation 4). This parameter is only relevant for motile bacteria.
It is a measure of the time taken by a chemotactic bacterium to reorient towards
the direction VC, i.e., in the direction of increasing concentration of the chemo-
effector C. Lower values of S¢ indicate one of the following two scenarios: (i) for
a fixed |VC|, the bacterium rotates more rapidly to attain a swimming direction
along VC, or (ii) the bacterium is able to sense subtler spatial gradients in its
vicinity, and reorient accordingly. Fig. 3(b) shows a series of curves wherein
the value of the dimensionless motility benefit, AU(t), increases progressively,
as (¢ is reduced from 4000.0 uMcm™!s to 0.4 pMcm~'s. This is an implication

of the balance between the two reorientation effects in equation 4: rotation due
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Figure 4: (Color online) (a) Time evolution of the chemotactic amplification factor for different
uptake rate constants (ac). Bc = 40.0 uMcm™1!s. Clearly, a change in ac does not affect
the relative consumption rates significantly, because it proportionately enhances the values of
Cr and C '~ar- (b) Time evolution of the chemotactic amplification factor for different inverse
chemotactic sensitivities (8¢); the units of B¢ are pMcm™!s. ac = 1x1078 cm3s~lcell 1.
The other parameters are: d = 1.32 mm; ¢ ~ 11%; Vs=100 pms~'; D,, = Dy = 5x10~*
cm?/s; Co = 25 uM; By = 1.5x10° cells/cm?; Eo = 0.40; Ga = 2x10%.
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to the ambient vorticity (w X p) vs. rotation as a response to local gradients
in C' (ﬁal (I-pp)- VC’). The rotation due to ambient vorticity dominates for
large values of B¢, and although bacteria always tend to rotate towards the
direction of increasing nutrient concentration, they are unable to do so quickly
enough. This reveals a second balance of time scales inherent in our problem:
the competition between |w| ™" (the time scale for reorientation by flow) and
é—%‘ (a chemotactic reorientation time scale). As long as |€—CC‘ > |w| ™", the
reorientation will predominantly be due to the local rotation rate of the fluid.
In this case, the possibility of chemotaxis being beneficial is contingent on the
proximity of motile bacteria to regions of high concentration gradients (large
values of |VC), because low values of |VC| prove insufficient to overcome the
tendency of hydrodynamics-induced reorientation. Scaling analysis reveals that
in order for chemotactic reorientation to be effective, Sc must be < (uljili‘f);
which gives—for parameters used in Fig. 3(b)—8c < 0(10) uMcm™1s.

Fig. 3(b) shows that the increase of motility benefit AU(t) is not always
commensurate with the increase in ﬂ(jl, particularly when B¢ is very large
(least sensitive chemotaxis) or small (most sensitive chemotaxis). The rate of
increase in max. {AU } —with respect to Sc—becomes smaller when 8¢ reduces.
This suggests an upper limit to the chemotactic advantage that can be offered
by enhanced sensitivity to gradients in nutrient concentration. This is seen in
the reduced difference in the motility benefit curves for fc = 4.0 pMcm™'s to
0.4 puMcm™'s, and quantified in Fig. 5. It is also apparent that the value of
AU(t) for Bc = 4000.0 pMcm™'s to 400.0 pMcm™'s is not substantial. This
observation corresponds to a regime where chemotaxis is not as significant in re-
orienting the bacteria as hydrodynamics. Thus, we conclude that S > O(100)
pMcem s represents negligible effect of VC on the bacteria’s orientation, while
Bc < O(10) uMcem™!s represents almost instantaneous reorientations to am-
bient VC. A true coupling of the chemotactic and hydrodynamic reorienta-
tion effects takes place only for the intermediate values of B¢ (O(10) uMem™!s
< Be < O(100) uMcem~1s). Fig. 4(b) shows that higher chemotactic sensitivity
(low B¢) enhances the total uptake by 4% for V; = 100 pm/s. This factor

18



280

285

290

295

x 10

6’() &
5t ¢
~4r
)
g
37 8
5
g
2,
&
‘ ‘ ©
10° 10° 10*

ﬁCumf/ (|VC‘Teflr6f)

Figure 5: (Color online) Variation of the maximum value of the dimensionless instantaneous
motility benefit, max.{AU}, with B¢ scaled by (Ivc‘reflref/uref)- The motility benefit
increases with the chemotactic sensitivity (inverse of S¢), but not indefinitely; a saturation

occurs for Bc < 0.4uMcm™1s.

increases for higher swimming speeds, which is discussed next.

The swimming speed is another biological factor that allows marine bacteria
to exploit gradients in nutrient concentration. Since diffusion tends to smoothen
all gradients, it is imperative that the bacteria swim to nutrient-rich regions as
fast as possible. This balance between the diffusion and the chemotactic time
scales is one of the most important factors in determining the extent to which
motility can be beneficial in marine environments [11]. Fig. 6(a) brings out the
effect of swimming speeds on the motility benefit, with speeds ranging from 50
to 300 um/s; a range of values that is typical for marine bacteria. The first
feature we observe is that increasing Vi has a fairly monotonous effect on the
consumption characteristics: faster bacteria profit considerably. This is a direct
consequence of the chemotactic time scale being progressively shorter than the
diffusion time scale, as V; is increased. This means that under identical con-
ditions, a faster bacterium will be able to travel deeper into the nutrient-rich
regions as compared to a slower bacterium. Just like B¢, Vi only affects the
performance of the motile species, and so higher swimming speeds also lead to

an increase in the relative consumption, as shown in Fig. 6(b). An interesting
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Figure 6: (Color online) (a) Time evolution of the dimensionless motility benefit for different
swimming speeds. (b) Time evolution of the chemotactic amplification for different swimming
speeds; the units of Vi are um/s. (c¢) The maximum motility benefit scales linearly with the
swimming speed (V5,0 = 100 pm/s). The other parameters are: d = 1.32 mm; ¢ ~ 11%;
ac = 1x10~8 cm3s~lcell1; B¢ = 40.0 pMcm~s; D,, = Dy = 5x10~4 cm?/s; Co = 25 uM;
Bp = 1.5x10° cells/cm?; Eo = 0.40; Ga = 2x10%.
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observation is the dependence of the maximum motility benefit on the normal-
ized swimming speed V;/Vjo; which is linear for a wide range of swimming
speeds, as shown in Fig. 6(c). This is an important result because it allows us
to estimate the motility benefit at different swimming speeds of the bacterium
under more varied conditions set by the other parameters involved. One can
estimate the maximum possible enhancement in the consumption rate by not-
ing two things: (i) for the highest chemotactic sensitivity (8¢ = 0.4 uMcm™1s),
the consumption is enhanced by ~ 4%, and, (ii) the maximum motility benefit
scales linearly with the swimming speed V. One subtle aspect of higher swim-
ming speeds leading to enhanced consumption is the assumption that the span
of nutrient-rich regions is wide enough to ensure that they are not simply by-
passed by the faster bacteria. There is a trade-off between reaching nutrient-rich
regions faster and staying there for as long as possible [11]. Based on the results
of our simulations, the spatial extent of nutrient-rich regions is wide enough for
increased V; to pose significant benefits.

To conclude this Section, we stress on the nature of dependence of AU and
Ry on each of the biological parameters studied. We saw that a the change
in ac only affects AU and not Ry, because increasing o increases the con-
sumption rate by both motile and non-motile bacteria. But an increase in S¢
and V; affects only the consumption by motile bacteria, and thus results in
significant changes in both AU and Ry . In case of Vj, the chemotactic advan-
tage is derived from faster gradient climbing, which enables the fast bacteria to
seek out proportionately higher nutrient concentrations and increase the uptake
rate. Therefore, the maximum motility benefit achieved increases linearly with
V. The variation of AU with B¢ is more complex and the response of Fig. 3(b)
is due to the continuously evolving nature of both VC' and |w|, and their inter-
action via equation 4. The apparent saturation in instantaneous AU (%) for low
values of B¢ is due to purely chemotactic reorientations; while negligible AU (¥)

for high values of S¢ can be attributed to purely hydrodynamic reorientations.
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8.2. Influence of physical parameters: drop diameter and volume fraction

Biological parameters like the ones discussed above are only one set of prop-
erties that can influence the nutrient consumption by motile and non-motile
bacteria. Another set of properties comes from the hydrodynamic aspects of oil
spill, namely the diameter of the rising drops and their volume fraction. These
properties change the background flow field and in this way, fundamentally al-
ter the process of chemotaxis. While there was very little qualitative change in
the evolution of the nutrient field in the DNS of the previous set of results, we
cannot say the same when the background hydrodynamics—the major cause of
nutrient redistribution—itself is different. The size and volume fraction of the
rising oil drops can drastically change the length scales of the nutrient strands
and the time scales of their transport through the domain. It will also directly
affect the transport of the bacteria (see equations 3 and 4), thus providing us
with a wide array of bio-physical effects to investigate. We study these effects
systematically by: (a) first varying the diameter of the drops but keeping the
volume fraction constant; and then (b) varying the volume fraction of the oil but
keeping the drop diameters constant, in order to facilitate comparisons between
the various cases considered.

Fig. 7(a) shows evolution of the amplification factor Ry (t) as a function of
the diameter of the oil drops. It is to be noted that in all of the cases described,
the size of our representative system (i.e., the computational domain) is adjusted
such that the volume fraction of the oil phase remains the same. We note that
dispersants are often used in oil spill remediation efforts to help break the oil
into smaller droplets by reducing the interfacial tension between water and oil.
The reduced drop diameters (due to break up) increase the effective surface
area of the oil phase, making it easier for the biodegrading agents to break
down the heavier (insoluble) HCs released in the oil spill. Here, we show that
this also has an indirect effect on the degradation of the soluble HCs, as the
flow field around the rising drops depends heavily on the drop diameter, via
the Eo6tvos and the Galileo numbers. The drop diameters for a surfactant-

laden oil phase are typically =~ 1 mm or smaller, and those for a pure oil phase
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Figure 7: (Color online) (a) Time evolution of the chemotactic amplification factor, for dif-
ferent drop diameters, but same volume fraction in all cases: ¢ ~ 11%. The units of Vs are
um/s, and of Bc are uMcm~'s. (b) Time evolution of the chemotactic amplification factor,
for different volume fractions, but same drop diameters in all cases. Fo = 0.40; Ga = 2x10%.
d ~ 1 mm. The other parameters are: ac = 1x10~% cm3s~1cell™1; D,, = D, = 5x10~*
cm?/s; Cp = 25 uM; B = 1.5x10% cells/cm3. We would like to emphasize that the motility
benefit, AU, follows an identical trend as the amplification factor, Ry, and therefore is not

shown here (max {AU} = 0.006).

emanating from a leak are =~ 5 mm or larger [37, 38, 39]. In this Section,
we investigate the dependence of the amplification factor on d, for three drop
diameters, spanning across a range that includes the aforementioned sizes. We
see a marked difference in the values of Ry (%) for the three cases, as shown in Fig.
7(a). The amplification is seen to be the highest for the smallest drop diameters.
In fact, for the largest diameters (the red lines in Fig. 7(a)) motility doesn’t lead
to any significant advantage whatsoever, irrespective of changes in the two most
important biological parameters—Vy and 5o —governing the sensitivity of motile
bacteria to ambient gradients. The advantage offered by high swimming speeds
and/or high chemotactic sensitivity seems to get enhanced as the diameter of the
oil drops is reduced. The first effect (increased sensitivity to Vi with lower d) is a
direct consequence of the length scales traversed by the motile bacteria to reach

the high-concentration regions, which scale as [, (see equation 10), and are much
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shorter for smaller drop diameters. In fact, it is seen that o ~ O(1) mm for
d =1 mm, and l¢c =~ O(100) mm for d = 5 mm (see Fig. 12 in Appendix). The
second effect (increased sensitivity to S with lower d) is also directly attributed
to a change in the drop diameters; with smaller drops engendering stronger
gradients, and faster reorientations. When the characteristic length scale of the
problem decreases, it leads to a proportional increment in the magnitude of
concentration gradients, making chemotaxis more effective. Thus, even though
the spatial extent of heterogeneities increases with increasing drop diameters,
the gradients within these heterogeneities are not strong enough to provide
sufficient advantage to motile bacteria. We note that larger drop diameters also
mean reduced values of the characteristic vorticity (|w| = 4/g/d), but this just
means that bacteria do not change their swimming directions fast enough even
due to rotation by the flow. In such a scenario, the bacteria do not deviate much
from their initial swimming direction, and it can be said that their encounter
with nutrient-rich regions depends heavily on them simply straying into regions
with high enough values of C, or |VC|. In light of this discussion, the results
presented in Fig. 7(a) suggest a potential benefit that may be incurred by motile
bacteria if dispersants are used during an oil spill.

Finally, we discuss what happens if the volume fraction ¢ of oil in the oil-
water system changes, but the diameter of the drops remains the same. This
parameter is a reasonable metric to quantify the intensity of any leak, with
higher volume fractions representative of regions of intense dispersive activity
by the rising, insoluble HCs. In the DNS, we simply change the number of
drops occupying the computational domain to change the volume fraction of
the system. We analyze small drop diameters (d &~ 1 mm) so as to characterize
chemotactic advantages that are significant. Our studies indicate a non-trivial
temporal evolution of the chemotactic amplification as a function of the volume
fraction. There are significant differences, both in the maximum amplification
achieved, the time scale at which said maximum is reached, and the rate of the
eventual decay in Ry (t). The maximum value of Ry is higher for ¢ =~ 6% and

¢ =~ 22%, than it is for ¢ ~ 11%. This increase in the maximum value of Ry
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either side of ¢ = 11% can be explained by examining how the nutrient patch
deforms in the two cases. The pseudo-turbulent dissipation rate increases as the
volume fraction of the system increases [7]. In our study, the values of the steady
state dissipation rates per unit mass (in the suspending fluid) for ¢ ~ 22%, 11%
and 6% are 9.3 x 1073 W/kg, 4.3 x 1072 W/kg and 2.7 x 1073 W /kg, respec-
tively. Thus, the nutrient dispersion—which increases monotonically with the
dissipation rate in the fluid [11]—is fastest for ¢ ~ 22% and slowest for ¢ ~ 6%.
This results in more intense stirring of the nutrient in the former case, leading to
a relatively higher initial availability of the nutrient, and thus an earlier peak in
Ry. But high dissipation rate also means faster mixing. The strong gradients
that form disappear equally quickly and therefore the chemotactic advantage
isn’t sustained for long. The behavior for ¢ =~ 6% is exactly opposite, wherein
the initial distribution is not ‘broken’ quickly enough. This can be explained
by considering the anisotropy in the fluid velocity fluctuations, or equivalently,
the same for the drop velocity fluctuations: Re,s/Re, 1. [6, 7]. This ratio is a
measure of the dispersion of the nutrient in the rise-direction, as compared to
the dispersion transverse to the rise-direction. Its values for ¢ ~ 6%, 11%, and
22%, are 3.3541, 1.4248 and 1.3403, respectively. Clearly, for the lowest volume
fraction, there isn’t appreciable transverse dispersion due to pseudo-turbulence.
As a result, the nutrient is not distributed over an appreciable region of the
domain early on in the simulations. But this also means that it takes greater
time for the nutrient to diffuse away to a uniform background concentration.
Therefore, for ¢ ~ 6%, the chemotactic species get ample time to populate the
nutrient-rich regions, and so a maximum in Ry is reached, but much later than
that for ¢ ~ 22%. The motile bacteria are afforded more nutrient-rich regions,
and importantly, for longer times, if the fluid flow is driven by a lower volume
fraction of drops. This prolongation of the chemotactic advantage—and a very
gradual decay—is readily seen in Fig. 7(b). For ¢ ~ 11%, the two effects—initial
nutrient stirring and eventual homogenization—balance each other and neither
one is dominant enough. Thus, the amplification for ¢ ~ 11% is not stronger

than ¢ ~ 6% because of relatively faster homogenization of the nutrient, and is
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not stronger than ¢ =~ 22% because of relatively slower initial dispersion of the
cylindrical nutrient patch. Finally, we emphasize that for the range of param-
eters considered in Fig. 7(b), the average rise Reynolds number of the system
does not vary much with the volume fraction (Re, ~ 15 — 35); leading us to be-
lieve that it is solely the aforementioned chemotactic interactions of the bacteria
with the nutrient field—and not the specific bacterium-flow interactions—that

result in the varied behavior exhibited in this Section.

4. Chemotactic amplification vis-a-vis nutrient availability

We have seen how different bio-physical parameters shape the evolution of
the motility benefit AU (f) and the chemotactic amplification Ry (%), in pseudo-
turbulent flows generated by a swarm of rising drops. The motility benefit only
quantifies the difference between the consumption rates of motile and non-motile
bacteria, but does not fully specify the advantages of motility, e.g., even though
AU(t) increases with o, Ry(#) remains unchanged, indicating that for the
parameter values considered, faster consumption doesn’t necessarily help the
motile bacteria exclusively. On the other hand, whenever motile bacteria are
provided an exclusive advantage (i.e., motility results in higher relative rates of
consumption), the nature of the variation of Ry (f) and AU (%) is almost identical.
Therefore, the importance of defining a second metric to quantify chemotactic
advantage doesn’t become immediately obvious. But whenever the nutrient
availability is low, the value of AU(t) is bound to be smaller than the cases
where the nutrient availability is high [27]. In such cases it is more instructive
to assess the chemotactic advantage in terms of the chemotactic amplification
factor.

Fig. 8 highlights the importance of measuring the quantity Ry. It can be
seen that the absolute motility benefit AU is higher when the initial nutrient
volume (V},) is higher, but maximum amplification occurs for the case in which
Vp is lower. This shows how motile bacteria are expected to profit most from

situations where nutrient availability is sparse. It is also seen that the motility
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Figure 8: (Color online) (a) Time evolution of the dimensionless motility benefit, for different

nutrient availabilities (volume of the nutrient patch Vj, normalized by the volume of the

computational domain L3). (b) Time evolution of the chemotactic amplification factor, for

the same nutrient availabilities as in part (a). The inset shows the case of maximum Ry =~ 24%

obtained in our study (for d ~ 1 mm, ¢ ~ 6%, Vs = 300 pm/s, fc = 0.4 uMcm™1!s, and

Vp/L3 = 2%). Note the significant increase in the time taken to reach a maximum in Ry, and

as a consequence, an almost 4-fold prolongation of the motility benefit as compared to the

baseline simulations. While the maximum is reached somewhere around ¢ ~ 50 in the baseline

simulations, it takes ¢ ~ 200 to observe a maximum for the inset. The other parameters for
the main figures (a) and (b) are: Eo = 0.40; Ga = 2x10%; d ~ 1 mm; ¢ = 6%; ac = 1x1078
cm3s~cell™!; Dy, = Dy = 5x10™% ecm?/s; Cp = 25 uM; By = 1.5x10% cells/cm3.
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benefit and the amplification factor decay to zero and to unity respectively,
much faster for lower values of V. This is because of the smaller nutrient patch
being mixed up faster. Therefore, even though low nutrient availabilities favor
consumption by motile species, this advantage doesn’t last for long.

In our studies, the chemotactic amplification varies from being negligible
(< 1%) for the larger values of d and ¢, to ~ 24% for systems where d ~ 1
mm, ¢ =~ 6%, swimming speeds are particularly high, and nutrient availability
V,/L3 = 2%, as seen in the inset in Fig. 8(b). An important observation
is that under suitable conditions, chemotaxis leads to significant prolongation
of the motility benefit: up to 4 times longer than the time durations for the
baseline simulations. The amplification factor is expected to increase even more
if the availability of nutrient is limited to ~ 1% of the computational domain
by volume. We emphasize that due to our choice of a much higher nutrient
(and bacteria) diffusivity than usual, the values of Ry and AU are under-
predicted for the results discussed thus far. An examination of the chemotactic
advantage for lower diffusivities, along with V,,/L3 = 1%, yields an upper limit
of chemotactic amplification to be ~ 45% (see Fig. 10 in the Appendix, and
the accompanying discussion). This particular scenario is quintessential for any
chemotactic species to profit heavily, and represents the case where AU(t) is
extremely small, yet the nutrient has been consumed almost exclusively by the

motile bacteria.

5. Conclusion

In this paper, we quantified the chemotaxis driven consumption of a dissolved
chemoeffector in the presence of a rising swarm of oil drops, and unraveled the
role of motility on the consumption dynamics. The pseudo-turbulence induced
by the rising drops causes significant dispersion of the nutrient patches in the
water column. The motile bacteria—capable of chemotactic foraging—benefit
from local gradients in nutrient concentration to reach nutrient-rich regions.

They thus gain an advantage which is unavailable to their non-motile, non-
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chemotactic counterparts, that rely solely on the ambient flow to carry them
towards any nutrient hot-spots. The maximum motility benefit is seen to sat-
urate with enhanced chemotactic sensitivity, and is seen to increase linearly
with the swimming speed. Lower volume fractions of the dispersed (oil) phase
prove beneficial to the motile bacteria, owing to less vigorous mixing—and con-
sequently greater availability—of nutrient-rich regions. The motility benefit for
low volume fractions is seen to extend to much longer times. On the other hand,
higher volume fractions also prove advantageous, because they increase the ini-
tial availability of the nutrient to the motile bacteria by vigorously dispersing
the nutrient patch. The most important effect of the hydrodynamic factors,
however, is the significant difference between the instantaneous values of motil-
ity benefit, for larger oil drops versus those for smaller oil drops (that could
result due to addition of dispersant). This difference stems from the relatively
weaker nutrient gradients formed in the former case, which do not prompt suffi-
ciently strong chemotaxis, thus reducing the disparity between the behaviors of
motile and non-motile species. In terms of relative rates of consumption, we find
that motility can provide an advantage ranging from a O(1)% to ~ 24% faster
consumption of the available nutrient, depending on the parameters detailed
above and the spatial scale of a nutrient patch. We estimate that lower nutrient
diffusivities lead to even more advantageous conditions for chemotactic bacte-
ria, and an amplification of &~ 45% can be achieved if the chemotaxis is strong
enough, the initial nutrient availability is restricted to 1% of the domain, and
the fluid flow is driven by a low (/= 6%) volume fraction of oil drops. Our study
provides useful insights, and scope for experimentation, into the role of droplet

size on the microbial biodegradation of dissolved HCs in marine environments.

Appendix

We provide the definitions of the various pseudo-turbulence parameters given
in Table 1. These definitions are borrowed from the papers by Bunner and Tryg-

gvason [6, 7]. The volume-averaged velocities of the dispersed phase (oil drops)
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are given by V4 = (Uy, Vy, W,), and those of the suspending fluid (water) are
given by V; = (Uy, Vs, Wy). The slip velocity between the two phases is defined
as, V, =V, — V, and the rise Reynolds number as, Re, = py |V, |d/ps. The
velocity of the center of mass of the [*" drop, V_((Jl), is obtained by differentiating

its position, r_g,l), with respect to time:

_ drgl)
Codt

v (1) (11)

and the instantaneous volume-averaged velocity of the dispersed phase, V (1),

is then obtained by averaging Vgl) over all the drops:

_ = ) (4)-
V()= 5 VI (0 (12)
finally, V4 is obtained by the following time-averaging:

vV, = % L V, () dt, (13)

and the Weber number is defined as, We = p;U, 3d /o. The fluctuation Reynolds
number Rey/ /44 is defined based on the fluctuation velocities of the dispersed
phase, which we define next. The instantaneous fluctuation velocities are defined

as:

LSS (0 2
ACENE N (ZHURACIE (14)
1=1
where, i = 1,2, 3 refers to the velocities along the z, vy, z directions, respectively.

The fluctuation Reynolds number is then given by:
1/2
pg (U2 + VW)

Rew v/ 4w = 7 ) (15)
9

and the mean fluctuation Reynolds number by:

T

— 1
Rew o = | / Re?, , . (t)dt, (16)
t=0

where U = V', V! = Vo, , W = V', and T is the time for which the

simulations are run. The pseudo-turbulent dissipation rate per unit volume of
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the suspending fluid (water), ey, is given by:

2
o L Ou; Ju;
€rij = 20; fszfﬂ(azj + Bwi) v,

€f =D Efijs

(17)

where 2 is the total volume of the suspending liquid. The dissipation rate on
a per unit mass basis is given by ¢;/py.

Fig. 9 shows the time evolution of the dimensionless motility benefit and the
chemotactic amplification factor, for two cases: one with D # 0 (dashed lines)
and another with Dy = 0 (solid lines). All our results have been generated using
the latter assumption, and it is clear from the negligible difference between the
two cases in Fig. 9 that our assumption is justified for the present scenario.
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Figure 9: The effect of rotary diffusivity (in the equation governing the orientation of the
bacteria, i.e., equation 4) on the instantaneous motility benefit AU and the chemotactic
amplification Ry;. We conclude that as long as there exists a background flow that is strong
enough, the rotary diffusivity can be safely neglected. The value of Dp is borrowed from a

reference calculating the same for the marine bacterium V. alginolyticus [43].

Fig. 10 details the influence of nutrient diffusivity, D,,, on the chemotactic
amplification. A comparison between the plots for Sc = 2, 20 and 666 re-
veals trends that can be used to estimate the consumption dynamics for more
realistic nutrient diffusivities (1075 — 107 cm?/s). Note that for Sc = 666,
D,, = 1.5 x 107° cm?/s; a value that lies on the upper limit of realistic nu-

trient diffusivities and is indicative of the diffusivity of methane in water [44].
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We also stress that the DNS for Sc = 666 is not fully resolved: there is a 5%
error in the values of volume-averaged consumption rates, and a 15% error in
the values of RU, between the highest and the second highest grid resolutions
used. Nevertheless, the results of Fig. 10, for Sc = 666, do provide an ap-
proximation of the chemotactic advantage for more realistic diffusivity values.
The first observation is that Ry decays faster as nutrient diffusivity increases
(Sc decreases); though this effect is most pronounced for the smallest Schmidt
number. Secondly, Ry is much less sensitive to the swimming speed for higher
nutrient diffusivities. Both these behaviors occur because the time scale for the
smearing away of nutrient gradients is faster if the nutrient’s diffusivity is large,
and thus nutrient hot-spots do not persist long enough to yield greater motil-
ity benefit and chemotactic amplification for a given increase in the swimming
speed. One can thus say that for nutrient diffusivities lower than that consid-
ered in this paper (i.e., for D,, < 5 x 107* cm?/s, Sc > 20), the chemotactic
advantage will extend for longer times and the biological parameters—swimming
speed and chemotactic sensitivity—will more significantly affect the magnitude
of the motility benefit and the chemotactic amplification. See for example, the
inset in Fig. 10, wherein a 45% amplification in the overall nutrient consump-
tion is observed, for fairly strong chemotaxis (Vi = 300 pum/s, B¢ = 4 x 10=7
Mcm™1s), low nutrient availability (V,/L? = 1%), and low volume fraction of
oil drops (¢ =~ 6%). In this way, we demonstrate that the results of this study
are indeed a conservative estimate of the actual chemotactic advantage that can
be derived by marine bacteria in their search for nutrients.

The effect of the shape of the initial nutrient patch on the chemotactic ad-
vantage is shown in Fig. 11. The initial behavior is identical irrespective of
the shape of the nutrient patch and so is the behavior after the attainment of
the maximum; but the maximum value of the motility benefit and chemotactic
amplification is different in the three cases considered. We find that if the ini-
tial shape is a cylinder with axis perpendicular to the direction of gravity—i.e.,
along the y axis—then the chemotactic advantage is reduced significantly after

some time. This behavior can be attributed to the fact that the nutrient patch
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Figure 10: The effect of nutrient diffusivity on the chemotactic amplification Ry;. The vari-
ation is shown as a function of the swimming speed V5 (200 (red) and 300 pm/s (blue)).
As evident from Fig. 6, the higher Ry values correspond to the higher swimming speeds.
Inset: A significant chemotactic amplification of 45% is observed for Dy, = 1.5 x 1072 cm? /s
(Sc = 666), if the nutrient availability is lowered to V;,/L? = 1%. The values of the hydrody-
namic parameters for the inset are the same as those for ¢ ~ 6% in Fig. 7, and the values of

the biological parameters are given in the main text.

perpendicular to the drops’ average rise direction gets distorted and homoge-
nized much faster than one which is along the direction in which the drops rise.
The same is true for the spherical nutrient patch, although the difference in
the maximum is not as significant. A key point is that although there exists
a quantitative difference, the qualitative evolution is very similar in all three
cases. This leads us to believe that the nature of variation of the chemotactic
advantage, with respect different biophysical parameters, should be similar for
the three different patch-shapes.

Finally, the length scales used to describe the results of Fig. 7(a) in Section
3.2 are quantified in Fig. 12. We note a direct correlation between low values

of I¢ (or, high values of [VC|) and high values of AU.
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