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Abstract

JSON (JavaScript Object Notation) and its derivatives are
essential in the modern computing infrastructure. However,
existing software often fails to process such types of data in a
scalable way, mainly for two reasons: (i) the processing often
requires to build a memory-consuming parse tree; (ii) there
exist inherent dependences in processing the data stream,
preventing any data-level parallelization.

Facing the challenges, developers often have to construct
ad-hoc pre-parsers to split the data stream in order to reduce
the memory consumption and increase the data parallelism.
However, this strategy requires more programming efforts.
Moreover, the pre-parsing itself is non-trivial to parallelize,
thus introducing a new serial bottleneck.

To solve the dilemma, this work introduces a scalable yet
fully automatic solution ś a compilation system, namely
JPStream, that compiles standard JSONPath queries into
parallel executables with bounded memory footprints. First,
JPStream adopts a stream processing design that combines
the querying and parsing into one pass, without generating
any in-memory parse tree. To achieve this, JPStream uses a
novel joint compilation technique that compiles the queries
and the JSON syntax together into a single automaton.
Furthermore, JPStream leverages the łenumerabilityž of

automaton to break the dependences and reason about the
transition rules to prune infeasible cases. It also features a
module that learns data constraints from the input data to
enhance the pruning. Evaluation on real-world JSON datasets
with standard JSONPath queries shows that JPStream can
reduce the memory consumption significantly, by up to 95%,
meanwhile achieving near-linear speedup on multicore and
manycore processors.
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1 Introduction

JSON (JavaScript Object Notation) and its derivative data
types (such as NetJSON [34], GeoJSON [33], JSON-LD [35],
CoverageJSON [30], and etc.) form a family of contemporary
semi-structured data (herein referred to as JSON-family data

types or simply JSON). Together, they play a fundamental role
in the modern computing infrastructure, ranging from cloud
computing [24, 45] and microservice architectures [29, 61],
to Internet of Things (IoT) [62] and NoSQL data stores [36,
43]. For example, major cloud providers, such as Azure [5],
AWS [3], Firebase [31], and Oracle Cloud [25], all support
JSON-based cloud services. Document data stores, such as
MongoDB [49] and CouchDB [21], are built on JSON data.

Not only the popularity, but also the volume of JSON data
grows quickly in recent years. For instance, the NASA Earth
Exchange (NEX) project yielded over 20 TB climate data
that is accessible from Amazon servers via JSON APIs [46].
Twitter produces tweets as a JSON data stream at a rate of 600
million per day [17]. Public data sources, like data.gov [8],
provide REST APIs to access a broad range of scientific data
primarily in JSON format, with sizes quickly increasing.

To efficiently process large-volume text data, recent work
proposes hardware-implemented automata, such as automata
processor [28], cache automata [59], and in-SRAMpushdown
automata [20]. Despite their promising results, they are not
yet readily available to the developers.





object ::= {} | {members}

members ::= pair | pair,members

pair ::= key:value

array ::= [] | [elements]

elements ::= value | value,elements

value := object | array | primitive

Figure 2. BNF Grammar of JSON.

We prototyped JPStream in C language and used Pthreads
for the generated code. Our evaluation using standard path
expressions and a diverse set of JSON data has shown that
JPStream-generated automata reduce the memory footprint
by up to 95% comparing to preprocessing-based methods and
scales with near-linear speedup on the commodity multicore
and manycore processors (see Section 6).

Contributions. This work makes a four-fold contribution:

• To our best knowledge, this work introduces the first
automata-based stream processing model for JSON
data, with a novel joint compilation technique.

• It offers a set of parallelization techniques customized
for JSON processing, making it possible to avoid the
path explosion problem.

• It designs a data constraints learning scheme that can
improve the parallelization efficiency at runtime.

• Finally, this work prototypes the proposed ideas and
evaluates the system comprehensively.

Next, we provide the necessary background for this work.

2 Background

This section introduces the basic concepts of JSON and its
processing, with a focus on its unique features comparing to
XML, and how these features complicates the parallelization.

Grammar-based JSON. Originated from JavaScript, JSON
has evolved into a language-independent data representation
with a formal context-free grammar (CFG) (see Figure 2). The
grammar follows the conventions of C-family languages,
making it an ideal data-exchange language cross platforms.

Note that JSON grammar is fundamentally different from
that of XML ś a markup language based on tag pairs. Unlike
JSON with a rich syntax, XML is almost łgrammar-lessž ś
as long as the tags are well paired, the data is considered to
be valid 2. As shown later, this łminimal grammarž feature
makes the design of XML stream processing model easier.
By contrast, CFG-based JSON requires a stream processing
model that can cope with CFG, plus the querying. In fact, this
needs a non-conventional automaton (an automaton with
double stacks) to process. Next, we introduce the two major
JSON structures: object and array and explain how they
could complicate the design of data-level parallelization.

2The XML grammar discussed here should not be confused with the user-

defined grammar for a specific set of XML data, such as DTD or XSD.

JSON Objects. A JSON object consists of zero or multiple
key:value pairs, enclosed by a pair of curly parentheses
(see Figure 2). For example, {"lat":35, "lng":-106} is a
loc object with two key-value pairs (i.e., the attributes). This
object-oriented design allows JSON to naturally fit with the
data types in most object-oriented languages.
Comparing to XML tags, JSON objects are more efficient

for encoding information. For example, XML needs a longer
string to encode the same information in the prior example:

<loc><lat>35</lat><lng>-106</lng></loc>

Despite its conciseness, the syntax of JSON objects makes an
effective parallelization more challenging. Intuitively, when
an XML stream is partitioned, a pair of tags might be broken
into different chunks. However, an end tag, like </loc>, still
carries some context information ś it was inside a loc. By
contrast, a JSON object ends anonymously, with simply a
right curly bracket }. As shown later in Section 4, lacking
the information of object names is a key reason causing
path explosion, a problem that can result in significantly high
parallelization overhead.

JSON Arrays. The other major JSON component is array. A
JSON array consists of an ordered list of values, embraced
by a pair of square brackets (see Figure 2). For example,
steps in Figure 1 is an array of loc objects.

Note that arrays are a new syntactical feature comparing
to tag-based XML. Moreover, JSON allows the elements in
an array to be objects or even arrays, creating nested
structures that are potentially interleaved. On one hand,
these new features make JSON more expressive than XML;
On the other hand, similar to the anonymous ending feature,
they complicate the parallelization. For example, in a broken
piece of JSON data, it might be hard to tell if an object is
under an array or an object, both of which can encapsulate
objects. This syntactical uncertainty is another important
reason for the path explosion problem (see Section 4).

In sum, JSON’s unique features make it a promising data
language that gradually replaces tag-based XML in many
domains [18, 58, 60]. Meanwhile, they also complicate the
design of stream processing and the parallelization.

Querying JSON Data. In the processing of JSON data, the
most basic queries are path expressions (a.k.a. JSONPath),
which identify the substructures of interest 3. JSONPath is
the key building block of more advanced processing schemes
(e.g., JSONiq [11]). As its name suggests, a path expression
defines specific łpathsž from the root element of the JSON
data (an anonymous object or array) to the substructures
of interest. For example, $.routes[1].steps specifies the
steps object under the second element of routes array. The
$ denotes the anonymous root element. Note that, unlike
the path expressions for XML data, array indexes must be
used in JSON path expressions for accessing array elements.
More details about JSONPath syntax can be found in [37].

3The counterpart for XML is XPath, which has the same expressiveness.





[Obj-S] ∆({, ∗) → { [Ary-S] ∆([, ∗) → [

[Key] ∆(key, ∗) → key [Obj-E] ∆(}, ε : {) → ε

[Val-Obj-E] ∆(}, key:{) → ε [Elt-Obj-E] ∆(}, [:{) → [

[Ary-E] ∆(], ε : [) → ε [Val-Ary-E] ∆(], key:[) → ε

[Elt-Ary-E] ∆(], [:[) → [ [Key-Val] ∆(,, {) → {

[Elt-Pmt] ∆(primitive, [) → [ [Elt] ∆(,, [) → [

[Val-Pmt] ∆(primitive, key) → ε

Figure 5. Transition Rules of Parsing Automaton.

Stateless Parsing. Unlike the conventional CFG parsing that
tracks a parsing state to build the parse tree, our pushdown
automaton only needs to recognize the syntactical structures
(e.g., object, array, and key-value), without connecting
them into a tree. This critical difference makes a stateless

automaton sufficient for our purpose. Later, we will see this
łstatelessnessž is also important for the automata hooking.

A stateless pushdown automatonMparsinд is a 3-tuple:

Mparsinд = (Σ, Γ,∆) (2)

where Σ = { {, }, [ ], ,, prim, and key } is the input alphabet, Γ
= { {, [, and key } is the stack alphabet, and ∆ is the transition
rule set (listed in Figure 5). Each rule follows a format of
∆(c, s ) → s ′, where c , c ∈ Σ is the current input symbol,
and s is the stack content, which contains an ordered list of
symbols from the stack alphabet Γ. Symbols in s are separated
by comma :. Note that, for conciseness, the rules in Figure 5
show at most two top elements in the stack. The arrow→
indicates a transition that changes the stack by performing
pop or push operations. In general, the transitions rules are
not difficult to follow. One detail worth to mention is that
the colon : in a key-value pair is treated as part of a key

token. For example, "steps": is recognized as a key.
So far, we have introduced the generations of both query

and parsing automata. Next, we explain how to hook them.

3.4 Automata Hooking

The basic idea is to use the parsing automaton to drive the
execution of query automaton, so that they can coordinate
to accomplish the parsing and querying tasks.

Transitions Rule Embedding. When parsing automaton
recognizes some JSON syntactical structures relevant to the
queries (i.e., key, [, and ,), it will feed them to the query
automaton to trigger state transitions. For this purpose, we
embed the transition rules of query automaton δ into three
transition rules of the parsing automaton: [Ary-S], [Key],
and [Elt], which handle the alphabet of query automaton.

Query State Recording. Note that the progress of query
matching may be lost when the processing moves to a lower
JSON structural level. For example, after a steps[] array is
processed, the automaton (see Figure 4) needs to return to the
state before it encounters the steps[]. However, the query
automaton itself is unable to memorize these older states.
We solve this by introducing another stack ś query stack.
When the processing moves to a lower level (e.g., reading

[Obj-S] ∆(q, {, ∗, ∗) → (q, ∗, {)

[Ary-S] ∆(q, [, ∗, ∗) → (δ (q, [), q, [)

[Key] ∆(q, key, ∗, ∗) → (δ (q, key), q, key)

[Obj-E] ∆(q, }, ε, ε : {) → (q, ε, ε )

[Val-Obj-E] ∆(q, }, q′, key:{) → (q′, ε, ε )

[Elt-Obj-E] ∆(q, }, ∗, [:{) → (q, ∗, [)

[Ary-E] ∆(q, ], q′, ε : [) → (q′, ε, ε )

[Val-Ary-E] ∆(q, ], q′ : ∗, key:[) → (q′, ε, ε )

[Elt-Ary-E] ∆(q, ], q′, [:[) → (q′, ε, [)

[Val-Pmt] ∆(q, primitive, q′, key) → (q′, ε, ε )

[Elt-Pmt] ∆(q, primitive, ∗, [) → (q, ∗, [)

[Key-Val] ∆(q, ,, ∗, {) → (q, ∗, {)

[Elt] ∆(q, ,, ∗, [) → (δ (q, ,), ∗, [)

Figure 6. Transition Rules of Streaming Automaton.

a [), the current query automaton state is pushed onto the
query stack. Correspondingly, a state is popped out of the
query stack and to serve as the current query state when the
processing returns to a higher level of JSON structure.
In this way, the parsing automaton coordinates with the

query automaton, executing like a single automaton. Here,
we refer to the hooked automaton as streaming automaton.
Formally, a streaming automaton is an 8-tuple:

Mstr eaminд = (Σ, Γq , Γs ,∆,δ ,Q, s0, F ) (3)

where the input alphabet Σ and syntax stack alphabet Γs are
from the parsing automaton, the query stack alphabet Γq ,
along with Q , s0, and F are from the query automaton, and
∆ is the transition rule set, embedded with the ones δ from
the query automaton. Figure 6 lists the rules in the format:

∆(s, c,qs, ss ) → (s ′,qs ′, ss ′) (4)

saying when the automaton is in state s , after reading the
symbol c , it will transition to state s ′, meanwhile, the query
and syntax stacks qs and ss will be changed to qs ′ and ss ′

with pop/push operations, respectively.

Example. Figure 7 shows a streaming automaton execution.
The input is from Figure 1 and the query automaton is given
in Figure 4. For space limit, some transitions are omitted.

Initially, the automaton is in State 1with both stacks empty.
After reading the first symbol {, rule [Obj-S] pushes { onto
the syntax stack without changing the state. For the next
symbol "routes":, rule [Key] pushes K and State 1 onto the
query and syntax stacks, respectively, then changes the state
to 2 (see Figure 4 for state transitions). Next, after reading
symbol [, rule [Ary-S] pushes the symbol and the current
state to the stacks again, then updates the state to 3. By
following the transition rules, this automaton processes the
remaining input symbols in a similar way. Once it reaches
state 8, an accept state, a match to the query is found. Finally,
after finishing the last symbol }, the automaton halts with
the query and syntax stacks both empty again.

However, the execution of a streaming automaton remains
sequential. Next, we explain the ways to parallelize it.







Table 1. Syntax Stack Feasibility Inference (* means any symbol).

Input Following Two Symbols Syntax Stack Rule

} }* or ,key *:key:{ [Val-Obj-E]

} ,[ or ,{ or ]* or ,prim *:[:{ [Elt-Obj-E]

} ε or {* ε :{ [Obj-E]

] }* or ,key *:key:[ [Val-Ary-E]

] ,[ or ,{ or ]* or ,prim *:[:[ [Elt-Ary-E]

] ε or [* ε :[ [Ary-E]

prim }* or ,key *:key [Val-Pmt]

prim ,[ or ,{ or ]* or ,prim *:[ [Elt-Pmt]

, key* *:{ [Key-Val]

, [* or {* or prim* *:[ [Elt]

Table 1 shows our findings. The first two columns list
the input symbols that may cause syntactical uncertainty
and the potential following two symbols, respectively. The
last two columns show the contents that should be in the
syntax stack (instead of being empty) and the corresponding
transition rule that should be applied. With this technique,
we reduce the syntactical complexity from O (3k ) to O (1).

4.3 Towards a Bounded Number of Paths

Though the syntactical complexity has been addressed in
Section 4.2, the number of paths may still grow exponentially
due to the state complexity, for which, the existing query
stack feasibility inference fails due to the anonymous ending
symbol property of JSON (Section 4.2). In this section, we
discuss a new strategy to bound the number of paths.

On-demand Automata Resetting. The basic strategy is to
reset a parallel streaming automaton once it fails to uniquely
determine the next possible transition.

Recall the reason that an enumerated execution path may
diverge is the lack of needed elements from the query and/or
syntax stack(s) when reading certain input symbol. Here, we
refer to such a symbol as an unmatched symbol. When an
unmatched symbol is met, we can apply the query and syntax
stack feasibility inferences from Section 4.2. If they fail to
uniquely determine the next transition, we will first skip the
symbol, then reset the streaming automaton, which includes
re-enumerating all the states as the current and emptying the
stacks, just like processing a fresh new chunk. This strategy
may leave some unmatched symbols unprocessed, for which
the processing is postponed to the results merging phase. We
refer to this scheme as on-demand automata resetting. As an
execution path never diverge, on-demand automata resetting
bounds the number of execution paths by the number of
states |Q |, that is, P = O ( |Q |).

Data Units. Essentially, automata resetting further breaks
the input chunks into even smaller pieces. To distinguish
them from the original partitioning, we refer to these smaller
pieces within a chunk as data units.

During the merging phase, the results of data units will be
merged, with the unmatched symbols in-between processed.
This may add extra costs to the merging phase, depending

on the number of data units. According to our evaluation,
the number of data units in a chunk is quite manageable,
resulting in only marginal merging costs.

4.4 Results Merging

First, during the parallel processing, for each data unit i ,
there is a mapping maintained:

Mi (M
s
j ) = Me

j (6)

where Ms
j is a possible starting configuration of unit i’s

streaming automaton andMe
j is the corresponding ending

configuration. The temporarily matched results are recorded
separately for each starting configuration. After the parallel
processing, the correct starting configuration of each unit
can be identified one by one. For example, with the (always
correct) ending configuration of the first data unit, a (serial)
streaming automaton can further process the unmatched
symbols between the first and second data units (if any).
After that, the configuration of the automaton would be the
correct starting configuration for the second data unit. In
this way, we merge all the data units (along with unmatched
symbols). During the units merging, the matched results
on the correct path are separated as the actual matches of
subqueries. Finally, the matches of subqueries are merged
and filtered to produce the final outputs (see Section 3.2).

Input Errors. Sometimes, a JSON data stream may contain
syntactical errors, which may alter the transitions of parallel
streaming automata. However, since the merging of results
is performed sequentially, we can still ensure the detections
of all syntactical errors during the merging phase.

5 Runtime Optimization

The prior section leverages the transition rules and local
input symbols to reduce the number of enumerated paths.
In this section, we exploit the data properties to further
prune paths 6. The intuition is that the elements in JSON
data streams often follow some patterns. For instance, in
Figure 1, steps is always under routes, while loc could be
under routes or steps. We refer to these casual relations
among JSON objects and arrays as data constraints.

Knowing the data constraints may help further prune the
paths. Consider the serial automaton execution in Figure 7
(w/ input in Figure 1). We can record the correspondence
between the current state and the next input symbol. As
shown in Table 2, there is only a subset of states actually
happened to encounter a specific key or a [. For example,
the second row says when the automaton meets steps, it is
always at State 3. By feeding such information to the query
stack feasibility inference, the enumerated paths could be
further pruned. Note that, only key and [ appear in Table 2,
because, with automata resetting, the path enumeration can
only happen before key, [, or {, so other symbols are not

6Similar properties are also exploited in XML data [39].



Table 2. Example Data Constraints Hash Table

Input Symbol Feasible States (Paths)

"routes": {1}

"steps": {3}

"loc": {5,6,7}

"lat": {0}

"lng": {0}

[ {2,4}

recorded. Symbol { is removed from the table as every state
might meet it, failing to provide any useful constraints.

However, this observation-based optimization is not safe
when the actual input does not follow the same łpattern"
as the one used for collecting the data constraints. As a
result, the correct path may be pruned. For example, suppose
in the actual input, lat and lng appear under the routes,
then using the feasible State 0 in Table 2 could be incorrect.
Therefore, to ensure the correctness, we also need some
correctness checking and reprocessing mechanisms.
Based on the above discussion, we provide JPStream an

offline data constraint learner and an online component for
constraint integration. The learner takes training inputs from
the users to build symbol-state correspondences, which are
then exported as a hash table. The integration part tracks
the uses of query stack feasibility inference and automaton
resetting events during a parallel automaton execution. Once
observed, the integration component uses the current symbol
to query the hash table to get the feasible states. Then, it takes
an intersection between the returned states and the existing
state set. Later, in the results merging phase, the integration
component verifies if the correct state was covered. If not, it
will reprocess the incorrectly interpreted unit, but never go
beyond a unit, thanks to the automaton resetting.

6 Evaluation

This section evaluates the automata generated by JPStream.

6.1 Implementation

We prototyped JPStream in C language and used Pthread for
the parallel implementation of streaming automata. JPStream
supports the standard JSONPath queries [37].
Given a JSONPath query, JPStream first parses it into an

abstract syntax tree (AST) that facilitates the generation of
the query automaton. For less number of states, JPStream
uses counters for handling array index constraints instead
of state transitions (see Section 3.2). JPStream then hooks
the query automaton to the pre-compiled parsing automaton
to form a serial streaming automaton. For the parallelizing
compilation, JPStream adopts a double-tree data structure to
reduce the path maintenance costs [39, 51]. It implements the
syntax stack feasibility inference (Section 4.2) and supports
the on-demand automata resetting scheme (Section 4.3). In
addition, JPStream also features an offline data constraint
learner that takes additional training inputs to learn the data

constraints, and a runtime integration module to apply the
constraints (Section 5). To provide a bounded the memory
footprint, JPStream uses a threshold to limit the maximum
size of data loaded each time. When a data stream is larger
than the threshold, JPStream performs multiple load-process
cycles. The default value of this threshold is set to 250MB.

6.2 Methodology

We compare the automata generated by JPStream with the
state-of-the-art methods for parallel semi-structured data
processing and also a group of state-of-the-practice JSON
tools, in terms of performance and memory usage.

Table 3. Methods in Evaluation.

Abbr. Methods

XMLStream An adoption from parallel XML processor [39, 51]

JsonSurfer A manually crafted tool for streaming JsonPath [15]

JSON-C An open-source JSON parser in C [10]

Jackson-JSON An open-source JSON parser in Java [12]

RapidJSON A JSON parser in C++ from Tencent [14]

FastJSON A parsing-based JSON tool in Java from Alibaba [4]

JPStreamNR Non-restartable JPStream automata

JPStreamR Restartable JPStream automata

JPStreamR+ JPStreamR with data constraints learning

Methods. Table 3 lists the methods used in our evaluation.
XMLStream [39, 51] is a parallelization solution recently
developed for XML data processing. Note that this solution
cannot be directly applied to JSON data due to the syntax
differences (see Section 2). Here, we ported their ideas to the
JSON data processing. JsonSurfer [15], as far as we know, is
the only stream processing implementation for JSONPath
querying. Note that it is not based on automata. As it is
Java implemented, for a fair comparison with our C-based
automata, we also rewrote JsonSurfer in C. For parsing-based
JSON processing, many tools exist. We pick JSON-C [10],
Jackson-JSON [12], RapidJSON [14], and FastJSON [4] for
their popularities and industrial supports. For Jackson-JSON
and FastJSON, since they are implemented in Java, we first
warmed up the JVM before measuring their performance,
for their best results. As to our methods, we evaluated three
versions of JPStream: (i) the one with automata resetting
disabled; (ii) the one with automata resetting; and (iii) the one
with both automata resetting and data constraints learning.

Platforms. All experiments run on two servers. The first one
is a 16-core machine equipped with two Intel 2.10 GHz Xeon
EE5-2620 v4 processors and 64 GB of RAM. The second server
is a 64-core machine equipped with Intel Xeon Phi 7210
processors and 96 GB of RAM. Both servers run on CentOS
7 and are installed with GCC 4.8.5. In the following, we refer
to the two servers as Xeon and Xeon-Phi. All programs are
compiled with O3 optimization. The timing results reported
are the average of 10 repetitive runs. All CPUs are warmed up
before evaluation. We do not report 95% confidence interval
of the average when the variation is not significant.
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