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Electronic excitations and their dynamics are oftentimes at the foundation of how we use and probe materials.
While recent experimental advances allow us to do so with unprecedented accuracy and time resolution, their
interpretation relies on solid theoretical understanding. This can be provided by cutting-edge, first-principles
theoretical-spectroscopy based on many-body perturbation theory (MBPT) and time-dependent density func-
tional theory (TDDFT). In this work we review some of our recent results as successful examples for how

electronic-structure methods lead to interesting insight into electronic excitations and deep understanding of
modern materials. In many cases these techniques are accurate and even predictive, yet they rely on approx-
imations to be computationally feasible. We illustrate the need for further theoretical understanding, using
dielectric screening as an example in MBPT and faster, more accurate numerical integrators as a challenge for
real-time TDDFT. Finally, we describe how incorporating online databases into computational materials research
on excited electronic states can side-step the problem of high computational cost to facilitate materials design.

1. Introduction

Materials are real-world realizations of quantum mechanics, em-
bodying what is described as interactions in a Hamiltonian. Novel states
of matter emerge, depending on relative coupling strengths of these
interactions as well as external excitations. An intricate interplay of
charge, spin, orbital, and lattice degrees of freedom and excitations
determines underlying time scales and, hence, real-time dynamics. In
particular, excitations of electrons out of their ground state are at the
heart of how we interact with materials; they are used to probe prop-
erties and underlie applications (see Fig. 1). Intriguing and rich in-
formation about electrons and ions of a material is encoded in these
excitations that are dominated by quantum-mechanical effects. For in-
stance, the emergence of exotic quantum states, such as the recently
discovered condensation of excitons in a transition-metal dichalco-
genide [1], challenge the limits of our fundamental understanding of
nature at microscopic length and ultrafast time scales.

Fortunately, we are currently on the verge of pushing experiment and
simulation into a spatial and temporal regime that allows studying and

* Corresponding author.
E-mail address: schleife@illinois.edu (A. Schleife).

https://doi.org/10.1016/j.commatsci.2019.01.004

manipulating excited quantum states. Increasingly sophisticated experi-
mental techniques enable control of electronic motion on atto-second time
scales and study of implications for concomitant ion dynamics [2]. At the
same time, interpretation of such experiments relies on theoretical insight,
rendering this an ideal time for making progress with first-principles com-
putational approaches. In addition to advancing fundamental knowledge, the
discovery, manipulation, and design of electronic excitations can provide
technological breakthroughs for critical applications of societal importance.
Prominent examples include e.g. quantum information processing, next-
generation energy-conversion, energy-storage, and catalytic systems.

Obtaining a thorough understanding of, and achieving control over,
individual couplings and their time scales, however, remains in its in-
fancy. From a theoretical point of view, this largely can be attributed to
the highly non-trivial and fundamentally challenging mathematical
description of many-body interactions via the Schrodinger equation, a
multi-dimensional partial differential equation [3]. Consequently, a
quantitatively accurate theoretical description requires reliable phy-
sical and numerical approximations to the quantum-mechanical many-
electron problem, as well as coupling to ions and spins.
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(a) excitations (b) dynamics (c) materials design
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Fig. 1. (a) Electronic excitations are created in materials, e.g. by optical or
particle radiation. (b) Material properties can be probed with high time re-
solution through excited electronic states and their dynamics. (¢) This in-
formation, along with other material properties collected in online databases,
can be used to facilitate materials design.

At the same time, progress in understanding modern problems of
condensed-matter physics is promising, as it is deeply connected to grand
challenges at the forefront of contemporary materials science: The above
example of exciton condensation [1] impressively illustrates how in-
tricate effects in quantum materials are intimately tied to excited elec-
tronic states in a semiconductor. However, studying novel and modern
materials, oftentimes with large numbers of atoms and electrons in a unit
cell, renders quantum-mechanical calculations challenging. In practice,
density functional theory [4-7] (DFT) and its time-dependent (TD)
complement, TDDFT [8], play a central role for obtaining electronic
structure and real-time dynamics. Many-body perturbation theory
(MBPT) improves the description of the electron-electron interaction
over DFT and takes electronic excitations into account in a systematic
way [9]. These techniques and their practical implementations are in-
creasingly advanced, oftentimes exploiting modern high-performance
supercomputers, enabling deep understanding that complements ex-
periments. However, the utility of quantum-mechanical first-principles
calculations critically depends on how underlying approximations bal-
ance accuracy and computational cost.

In this review paper, we discuss recent and ongoing efforts in ap-
plying first-principles techniques to study excited electronic states and
their real-time dynamics. We illustrate our successes in using MBPT to
establish structure-property relationships and present insight from
TDDFT into ultrafast electron-ion dynamics. In some cases, our work
exposed the need for improving the underlying approximations. We
outline our path towards such improvements and discuss our ongoing
work in this direction. Finally, we explain our vision of incorporating
information from online databases to address the high computational
cost of cutting-edge first-principles techniques in the context of mate-
rials design (see Fig. 1). It is the right time for this exciting endeavor, as
the advent of high-performance supercomputers and materials data-
bases allows for sophisticated, accurate computational work that will
break ground for novel applications in materials science for the benefit
of society.

2. Many-body perturbation theory: electronic structure and
optical properties

Electronic structure is probed experimentally using excitation me-
chanisms with energies large enough to remove electrons from mate-
rials. Analyzing the energy or momentum distribution of these electrons
provides valuable insight into materials via band structure and density
of states. From first principles, MBPT is a successful and widely used
framework to describe these electronic single-particle excitations and
explicitly accounts for the response of the material’s electronic system
to the removal of an electron upon excitation [9]. Using the quasi-
particle (QP) picture, MBPT can accurately predict excitation energies
in excellent agreement with experiment. In particular, within MBPT
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electronic QP excitations can be described using a Dyson equation,
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e and Y37 (r) are QP energies and wave functions, respectively,

of single-particle states labeled by band (n) and k-point index. V. (r, R)
is the external potential due to ions, Vj(r) describes the Hartree elec-
tron-electron interaction, and r and R are electronic and ionic spatial
coordinates, respectively.

The central term in Eq. (1) is the electronic self energy ¥ that de-
scribes electron-electron interactions beyond Hartree and needs to be
approximated in practice. Hedin’s GW approximation is extremely
common and very successful (see Refs. [10,11] and references therein
for a more comprehensive introduction). It expresses ¥ as a product of
the Green’s function G of the electronic system and the screened Cou-
lomb electron-electron interaction W. In practice, a fully self-consistent
solution of Eq. (1) is computationally infeasible, and instead pertur-
bation theory is used. This provides QP corrections of starting-point
single-particle excitation energies obtained from a more affordable
approach with a simpler description of the electron-electron interac-
tion. DFT with a local [6], semi-local [7], or hybrid-functional [12,13]
approximation for exchange and correlation can provide such a starting
point. While QP energies oftentimes explain electronic structure of
materials in very good agreement with experiment, they are also an
important ingredient to investigate optical properties.

Optical excitations due to photons in or near the visible spectral
range carry too little energy to remove electrons from materials that
absorb the photon. Instead, electrons participating in optical absorption
are excited into the conduction band, leaving behind holes in the va-
lence band, which corresponds to a two-particle excitation. Electrons
and holes bind to each other due to their opposite charges and form
electron-hole pairs, i.e. excitons. Properties of excitons can dominate
absorption spectra and, hence, applications of materials: Take photo-
voltaics, for instance, where strongly bound excitons are less desirable
than weakly bound ones that are easily separated by built-in fields in
semiconductor devices.

A possible route to study two-particle excitations is again to use
MBPT, in which case a Bethe-Salpeter equation (BSE) for the optical
polarization function needs to be solved [9]. In practice, the BSE is
rewritten as an eigenvalue problem with an excitonic Hamiltonian,

where

H(cvk, cV'K) = (zgf - E&P)ém' S Ok — Z(evk, cV'K'), 2
where E(cvk, ¢'v'K’) contains the screened Coulomb electron-hole in-
teraction W and unscreened electron-hole exchange terms [9]. cvk are
valence (v), conduction (c), and k-point index of a non-interacting
electron-hole pair. After computing this Hamiltonian we either use a
time-propagation technique [14,15] to obtain the complex, frequency-
dependent dielectric function, or a conjugate-gradient approach [16] to
compute lowest eigenvalues and, thus, exciton-binding energies.

DFT and GW calculations discussed here were carried out using the
Vienna Ab-initio Simulation Package [17-20] (VASP). BSE calculations
of optical properties are computationally challenging due to the re-
quirement for dense k-point grids and large numbers of empty states.
We used the implementation described in Refs. [16,21], which reads
Kohn-Sham (KS) wave functions and optical matrix elements from
VASP. It is extremely well-suited for converged studies of optical
properties: By using a model dielectric function [22] it evaluates W in
the excitonic Hamiltonian very quickly, allowing us to use very dense as
well as hybrid k-point meshes [16].

Over the last years we used this predictive computational approach
to understand the quantum-mechanical electron-electron interaction
and excited-state properties, in particular for oxide [23-29] and nitride
[30,31] semiconductors. We studied QP band structures and densities
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of states, the influence of spin-orbit coupling, as well as optical-ab-
sorption and electron-loss spectra, including exciton binding energies.
In particular, we precisely explained valence-band splittings in equili-
brium and non-equilibrium crystal structures as observed by thorough
optical spectroscopy experiments on oxides [32] and nitrides [33]. We
also combined MBPT with a cluster expansion technique for alloys
[34-39]. From this we predicted how different cation distributions,
arising from different thermodynamic conditions during sample
growth, may be exploited to engineer specific electronic and optical
properties. For TiO5 [34] we found that strong optical absorption can
be induced in the sub-gap energy range by means of symmetry breaking
via sulfur impurities. Finally, we showed that oxygen vacancies in MgO
[40] lead to a strong peak in the absorption spectrum, the width of
which is fundamentally determined by electron-phonon coupling.

More recently, our calculations [41] for two transparent conducting
oxides, In,O3 and Ga,03, revealed significant excitonic red shift and
spectral redistribution due to electron-hole binding, as well as strong
optical anisotropy in Ga,Os. Furthermore, for lanthanum aluminum
oxide we showed that the position of the unoccupied La4f orbital
within the conduction band critically determines the dielectric function
of the material and QP effects are crucial to explain experimental data
[42]. Our work on K,Sn30, explained its behavior as a wide band gap
semiconductor. This material shows a unique orthorhombic structure
type among oxides and we predicted band structure, density of states,
and optical properties [43]. Finally, we also recently employed MBPT to
understand excitonic effects in scintillator materials [44-46], in which
excitons can be produced as a result of high-energy radiation. We stu-
died dielectric and electron-energy loss functions, which help to un-
derstand whether excitonic effects dominate the spectral properties of
the emitted light and, thus, the energy resolution of the scintillator.

This variety of semiconductors illustrates diverse and interesting
examples where we used MBPT to obtain detailed understanding of
electronic structure and optical properties. More importantly, this
constitutes an important foundation from which two promising re-
search directions have emerged, that will be discussed next: First, in
Section 3, we illustrate our current efforts to apply highly accurate first-
principles calculations towards better understanding of structure-
property relationships. In particular, we elucidate the relation of atomic
geometries, chemical trends, and magnetic ordering with electronic and
optical properties. Second, since an accurate description of dielectric
screening is crucial for the success of MBPT, we outline our ongoing
theoretical developments in Section 4.

3. Atomic geometries, chemical trends, and magnetic ordering

As an excellent example of the success of modern first-principles
simulations, we used our expertise with characterizing optical proper-
ties to tie these to material composition and atomic geometry. We show
that theoretical spectroscopy is now accurate enough to allow direct
conclusions about structural properties and even phase identification.
In particular, we discuss unique optical signatures for two examples:
Using first-principles simulations for ZnO, we identify wurtzite (WZ) vs.
boron-nitride (BN) polymorphs, and for CdSe we reliably distinguish
between WZ and zinc-blende structures. This addresses the challenge of
using simple and accurate optical analysis for crystal-type distinction.
In addition, this approach is compatible with high-throughput experi-
mentation as well as liquid-dispersed nano-materials. We envision that
this capability will lead to design of better materials for applications
including optoelectronics, shape- and size-tunable optical spectra of
semiconductor nanocrystals for bioimaging, and strongly absorbing
organo-metal halide perovskites for photovoltaics.

The first example focuses on a comparison of equilibrium WZ-ZnO
and the non-equilibrium non-polar BN phase of ZnO (see Fig. 2) that
has been reported for thin films and nanostructures. The BN phase is
particularly interesting, as it provides a possible route to avoid dipoles
that occur at (0001) surfaces of WZ-ZnO [48-50]. Until recently, its
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Fig. 2. Imaginary part of the dielectric function of WZ-ZnO (blue curves) and
BN-ZnO (red curves) for ordinary (E L c, solid curves) and extraordinary
(E || ¢, dashed curves) light polarization. The insets show the partial charge
density of the valence band maximum at the I' point for BN-ZnO (top) and
wurtzite-ZnO (bottom). The isosurface is chosen such that 90% of the electrons
lie within [47].

properties were not well-understood, largely because experimental and
first-principles results for the atomic geometry could not be reconciled
[51-54]. We explained electronic and optical properties of both phases,
taking single-QP and excitonic effects into account by means of hybrid
functionals as well as the GW-BSE approach [47], leading to a con-
sistent picture based on first-principles theoretical spectroscopy. We
specifically show that the band-gap difference of about 0.2 eV between
BN-ZnO and WZ-ZnO agrees very well with experiment, assuming lat-
tice coordinates from first-principles theory [51-55]. We also show that
this result does not strongly depend on the approximation used for
exchange and correlation, which we interpret as indication that the
theoretical lattice geometry is indeed accurate.

In order to provide guidance for identifying both phases, we focus
on optical anisotropy: BN-ZnO is optically more anisotropic than WZ-
ZnO (see Fig. 2) and polarized light can be used to detect this differ-
ence. Furthermore, measurements using unpolarized light would lead
to a two-step onset of optical absorption in BN-ZnO, with a clear energy
separation of 0.5 eV. This separation is an order of magnitude smaller in
WZ-ZnO (see Fig. 2), illustrating how optical-absorption spectra can be
used to distinguish both polymorphs. In addition, we used the transfer-
matrix method [56,57] to solve Maxwell’s equations for thin films that
are composed of both polymorphs. From these results we conclude the
possibility of tuning optical properties, e.g. for nanostructures and thin
films in UV detectors and UV protection, by incorporating purposefully
designed fractions of BN-ZnO and WZ-ZnO into samples.

A similar approach enabled us to unravel optical properties of
semiconductor nanocrystals [58]. These are extremely interesting for
optoelectronics as well as bioimaging owing to their characteristic and
highly tunable optical properties. While these properties are closely tied
to the underlying crystal structure, standard crystallographic char-
acterization is difficult, in particular when nanocrystals are small or
polytypic, as diffraction can yield ambiguous phase signatures. Fur-
thermore, these diffraction-based techniques are usually low-
throughput and incompatible with samples in solution.

In a close collaboration with experiment, we recently combined
absorption spectroscopy with first-principles electronic-structure
theory: We reported unambiguous optical signatures that can be traced
back to cubic (zinc-blende) and hexagonal (WZ) CdSe phases [58]. They
appear in the ultraviolet photon energy range, i.e. above the absorption
onset, and allow for rapid identification of phase, leading to simple and
accurate crystallographic analysis for liquid-dispersed nanomaterials.
We envision that this may help to better understand and engineer
polytypic nanocrystals with different phase contributions and
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underlying reactions during synthesis and processing, including high-
throughput experimentation. We are currently working on extending
this approach to extract information beyond size and phase from
spectra, including shape, surface facets, and defects. We envision that
this will pave the way towards the exciting prospect of designing pre-
cise optical features, optimized for specific applications via engineering
of nanocrystal structure.

Recently, we also established a connection between optical properties
and chemical trends: For two layered hybrid halide perovskites with
different representative single-ring conjugated organic spacers we ex-
plored how different halogens, X = {I, Br, Cl}, affect optical absorption
[59]. These materials are interesting for device applications as they allow
for low-cost engineering of chemical properties in order to design ex-
citonic effects, optical absorption and emission, as well as charge-carrier
transport properties [60-62]. We specifically used MBPT to explore ex-
cited-electron properties in ammonium-propyl-imidazole(API)-PbX, (see
Fig. 3) and 2-phenethylammonium (PEA)-PbX, [59]. Fig. 3 illustrates the
chemical trend of increasing band gaps and decreasing absorption at
higher photon energies along the X = {I, Br, Cl} series.

For these materials we also showed that 77 and 7* states appear only
further away from band extrema. This implies that absorption of visible
light occurs primarily within the PbX, octahedral layers and electron-
hole separation between layers requires UV light absorption. This implies
that the 7—7* gap of the conjugated groups needs to be reduced, e.g. by
adding more of the conjugated groups to the system. In addition, orbital
overlap between layers must be increased to achieve larger transition
dipole matrix elements for inter-layer absorption. This may be possible
via including heavier elements in the organic layer. Furthermore, higher
absorption of visible light and better mobilities are targets for materials
design of these systems. In our ongoing work, we use accurate first-
principles simulations to achieve these goals and to enable photo-in-
duced charge separation and optoelectronic applications.

Finally, we also used modern first-principles simulations to explore
the interaction of light and spin in antiferromagnetic materials: The
topological metal-insulator transition (MIT) of antiferromagnetic ma-
terials and their semi-metallic behavior are attracting attention because
of their implications for the electronic structure [63] and possible ap-
plications in future memory technologies. Hence, electrical switching
mechanisms for antiferromagnets are proposed and attempts are made
to understand the MIT [64]. In our work, we used DFT to study how the
orientation of the Néel vector affects the magnetic symmetry of
CuMnAs, possibly leading to the opening of a gap in the QP spectrum
[65]. To this end, Fig. 4 shows part of our band structure data, which
we used to verify model-Hamiltonian results.

We confirm for CuMnAs that a gap in the band structure can open,
depending on the antiferromagnetic ordering and the associated non-
symmorphic symmetry [65]. Since the different orderings and, thus,
gapped and gapless phase, have different free energies, these results can be

4_ LN S R TR WU S T TR [T SN T SR TR, R
[ [— API-PbI, ]
3[ |- API-PbBr, 7
R .-+ API-PbCl, g
w2k "
.E I i ]
L r -
1_— o ]
[ . L BT S S R - ]
O 1 2 3 4 5

Photon energy (eV)

Fig. 3. Imaginary part of the dielectric function of API-Pbl,, API-PbBr4, and
API-PbCly, including excitonic effects. The absorption onset is attributed to
optical transitions within the perovskite layer; the organic layer contributes
only in the UV range.
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Fig. 4. KS band structure of CuMnAs from DFT-PBE calculations, for three
different Néel vector orientations. It can be seen that there is a Dirac point
between X and U in the Brillouin zone if the Néel vector is oriented parallel to
the [001] direction.
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connected to the position of the electron chemical potential, indicating
that a (semi)metal-insulator transition may be induced by controlling the
chemical potential in the material. While the gapped spectrum occurs
when the chemical potential is at the Dirac point, the difference of the free
energies reduces as the chemical potential deviates from this point. Hence,
antiferromagnetic order can be switched from out-of-plane to in-plane by
manipulating the chemical potential. This may open up applications re-
lated to voltage-induced switching of the Néel vector [65].

4. Developments around dielectric screening

In order for first-principles simulations to be accurate enough to
reliably inform structure-property relationships, they must be based on
accurate approximations. This requires precise lattice geometries and,
as shown in Section 3, inclusion of QP and excitonic effects. While we
illustrated above that MBPT successfully achieves this, we emphasize
that dielectric screening of the electron-electron interaction is a critical
and important quantity in this framework. Fundamentally, this can be
expected, since the central GW approximation corresponds to a first-
order expansion of the electronic self energy ¥ in terms of the Green’s
function G and screened Coulomb interaction W [11]. We now discuss
examples that, over the last years, have led us to realize this in the
context of optical properties and outline our efforts to improve the
theoretical description of dielectric screening.

In an ideal bulk material with nuclei assumed fixed within the Born-
Oppenheimer approximation [66], only the electronic system gives rise
to a polarizability, which contributes to dielectric screening. Hence,
only electronic dielectric screening is typically evaluated to obtain the
screened Coulomb interaction W. For this, the random-phase approx-
imation [67] and DFT are commonly used; model dielectric functions
are faster, approximate alternatives. Over the past years, we repeatedly
showed how sensitively electronic screening affects electronic and op-
tical properties: For ZnO we discussed that strain directly modifies di-
electric screening, which impacts QP energies, band gap, and exciton
binding energies [68]. Similarly, for a carbon nanotube we showed that
a strain contribution to dielectric screening is significant, in addition to
the usual strain-related deformation-potential picture [69].

This illustrates that an accurate description of electronic screening is
crucial; however, in addition, other screening mechanisms can con-
tribute in real materials: One example is doped systems [70-72], in
which free carriers modify the dielectric tensor (see Fig. 5). In Ref. [73]
we approximated this additional intraband screening due to free elec-
trons via a static, wave-vector dependent Lindhard dielectric
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Fig. 5. Illustration of an electron-hole pair in a two-band model (¢, ¢,
bound by screened Coulomb interaction W, in the presence of free electrons of
concentration n.. Band-gap renormalization due to the free electrons reduces
the gap. Burstein-Moss shift causes the optical-absorption onset to shift to
higher energies.

The free-electron concentration in the lowest conduction band is n.
and related to the Fermi wave vector kr = 3/372n, and the Fermi energy
& = W?kg/(2m,) relative to the conduction-band minimum. Since small
wave vectors dominate Eq. (3), we used the following small-q limit for
wave-vector dependent screening [73,74]
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We then showed that taking into account this additional screening,
as well as Pauli blocking and band-gap renormalization due to free
carriers (see Fig. 5), leads to a highly accurate description of optical
absorption and exciton binding in doped ZnO [75].

Another example for dielectric screening beyond purely electronic
terms is that of polar materials. In these, the lattice shows a large po-
larizability, leading to an additional contribution to the dielectric
tensor [76-79]. Its dependence on frequency and wave-vector needs to
be analyzed to understand whether it is important for optical excita-
tions. In the case of the BSE, where screening is typically restricted to a
static, frequency-independent approximation, the importance of fre-
quency dependence can be assessed via a comparison of exciton binding
energies and longitudinal-optical (LO) phonon frequencies [80,81].
Static screening is sufficient when exciton binding energies are far from
LO phonon frequencies, but the validity of the static approximation
becomes questionable when they are comparable [81]. The same au-
thors reported that electronic dominates over lattice screening when
both dielectric constants are comparable [80], however, the wave-
vector dependence also needs to be investigated in detail to develop a
better understanding.

To shed further light onto this question, we study such polar ma-
terials that are defined by a large splitting of longitudinal- and trans-
verse-optical phonon frequencies and, hence, a large difference be-
tween static and static electronic dielectric constants [77,82]. Many
transparent conducting oxides are examples where this is the case (see
Table 1 in Ref. [83]), but also perovskite materials, including organo-
metal halides [84-86]. In Ref. [83] we showed that exciton-binding
energies are close to LO phonon frequencies for polar materials and we
compared highly accurate theoretical spectroscopy results to experi-
mental data for cubic bixbyite In,O3. We illustrated the interplay of QP
and excitonic effects across a large photon-energy range and reported
excellent agreement between theory and experiment. We specifically
showed that a lattice contribution to dielectric screening may de-
termine the exciton binding energy and line shape near the absorption
onset.

211

Computational Materials Science 160 (2019) 207-216

These cases exemplify how crucial an accurate description of di-
electric screening is for the success of MBPT. We are currently working
on providing better theoretical understanding to capture lattice polar-
izability and the associated screening dynamics, e.g. in systems where
the approximation of fixed nuclei breaks down. We also work on im-
proving the numerical implementation, both to mitigate high compu-
tational cost associated with studies of modern materials, such as
complex polar oxides and perovskites, and to optimally exploit modern,
massively parallel and hybrid computing paradigms, including tradi-
tional central-processing units, graphic chips, and many integrated
cores. Within a collaboration, we accelerate the iterative diagonaliza-
tion of the excitonic Hamiltonian, Eq. (2), by using the ChASE library
[87]. We also note other efforts in this context [88] and envision that
such developments improve the accuracy of MBPT and broaden its
applicability both towards more diverse material systems and towards
being used more routinely within the computational materials com-
munity.

5. Ultrafast electron-ion dynamics and electronic stopping

The previous section briefly alluded to the fixed-ion approximation
becoming problematic and we now take this thought a step further:
Scenarios in which the electronic system cannot be assumed in its
ground state on the time scale of ionic motion are becoming increas-
ingly accessible to experiment and, thus, of practical importance.
Hence, for many novel phenomena across a wide range of technological
applications—ranging from photocatalytic cells to radiation shielding
in space—neglecting quantum dynamics of electrons renders important
material properties inaccessible. Consequently, an accurate description
of electron dynamics through TD quantum-mechanical theory is one of
the most pressing challenges in computational materials science today.

Thanks to the Runge-Gross theorem [8], TDDFT has emerged as an
accurate yet affordable route to investigate quantum dynamics of
electrons in complex systems [89,90]. Going beyond the widely-used
linear-response frequency-domain formulation, real-time TDDFT (RT-
TDDFT) is becoming increasingly popular for studying excited-electron
dynamics and has been applied to phenomena in chemistry, physics,
and materials science. In the following, we review our recent work on
ion irradiation as an important application of RT-TDDFT.

Our interest in energetic particle radiation is motivated by precisely
engineered quantum bits via ion implantation, defect dynamics under
radiation conditions, and electron equilibration in two-dimensional
materials. In this context, our work, along with that of other groups
[91-98], has paved the way towards a quantitative understanding of
electronic stopping: Specific examples include stopping of light pro-
jectiles in metals such as aluminum [99], copper [100], and gold [101],
as well as non-metals such as silicon [92], LiF [102], HfO, [103], and
InP/GaP [104]. In particular, we showed that RT-TDDFT accurately
describes electronic stopping of light projectile atoms in metallic
[99,101] and semiconducting [104] targets over a wide range of pro-
jectile velocities. Without making assumptions about the dielectric
functions of target materials or introducing ad hoc parameters such as
effective charges, we showed that this approach accurately simulates
electronic stopping, allowing for quantitative comparison with experi-
ment.

Initially, we explored stopping in metals: For proton and helium
projectiles in aluminum, our simulations provided a means of disen-
tangling electronic-stopping contributions due to tightly bound semi-
core electrons from geometric aspects of the projectile trajectory, such
as channeling versus off-channeling, over a wide range of projectile
velocities [99]. We also derived a scheme to study off-channeling
projectiles using a long enough time average for a projectile that moves
along a random direction through the target material with fixed velo-
city [99]. We then extended this work towards stopping of proton
projectiles in gold [101] and again found excellent quantitative
agreement with results from “The Stopping and Range of Ions in
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Fig. 6. Electronic stopping for protons impacting Al (top), Au (center), and InP
(bottom) targets with different kinetic energies. RT-TDDFT simulations are
compared to SRIM data [105] and experiments [108-110].

Matter” [105] (SRIM, see Fig. 6). This work also illustrated the need for
modern high-performance supercomputers to perform electron-dy-
namics simulations for real materials and the requirement of excellent
parallelism of simulation codes to benefit from 1 million floating-point
processing units or more [106]. We will come back to this in Section 6.

Our recent work focuses on semiconductor target materials: For self-
irradiated silicon, we found that the projectile itself leads to local
modifications of the electronic structure, causing feedback for elec-
tronic stopping of the projectile [107]. The projectile produces defect
states in the band structure, and their energetic position depends on the
position and local environment of the projectile, possibly contributing
to sub-gap electronic stopping.

We investigated stopping of protons in the phosphide-based III-V
semiconductors InP (see Fig. 6), GaP, and IngsGag sP [104]. These are
discussed for use in harsh environments including solar panels in outer
space as well as radioisotope batteries; however, their lifetime under
radiation conditions is a concern. We showed that [001] channeling
protons in the ordered CuAu-I phase of IngsGagsP experience alter-
nating InP/GaP local environments and, thus, local electronic stopping
similar to that in InP or GaP. However, at specific velocities, we find
enhancement or reduction of local stopping in Ing sGag sP and explain
this by contrasting its electron-density distribution with that of pure InP
and GaP. This shows how energy levels and spatial electron-density
distribution due to the local atomic configuration affect the energy
transfer rate during a particle irradiation event.

Furthermore, we find evidence for intricate projectile dynamics in
Ing 5Gag 5P [104]: The ordering of In and Ga gives rise to an asymmetric
force on the proton on a [001] channel, pushing it from the center of
the channel towards the Ga side. Comparing Ehrenfest and Born-Op-
penheimer dynamics shows that electronic excitations give rise to
larger proton displacement and render proton dynamics velocity-de-
pendent. This non-adiabatic contribution is commonly ignored in the
literature but impressively illustrates that electronic excitations need to
be taken into account in simulations of radiation damage.
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In addition to the discussion of proton stopping for different target
materials, Fig. 6 allows us to draw interesting general conclusions re-
garding the comparison of our data with the commonly used SRIM
package [105] or the comparison of SRIM data with experiment. To this
end, we lay out specific important limitations of the SRIM model and
distinguish three cases based on projectile kinetic energy:

First, as can be seen in Fig. 6, SRIM agrees very well with experi-
mental data points in the high-kinetic energy regime, past the stopping
maximum. Thus, in this energy range, agreement with SRIM is a good
measure for agreement with experiment. This allowed us previously to
attribute deviations of electronic stopping for high-kinetic energy
channeling protons from SRIM data to core-electron contributions [99].
These are now well-known and well-studied in the literature for dif-
ferent target materials [99,92,100] and were shown to only matter
when impact parameters are not constrained to the channeling case, i.e.
when the projectile traverses core regions of target atoms. This can be
systematically studied in our simulations and be used to improve the
TDDFT description by including core-electron contributions, leading to
better agreement with SRIM past the stopping maximum.

Second, for intermediate kinetic energies, near the stopping maximum,
Fig. 6 shows that the explicit experimental data points scatter around the
SRIM curve. Despite this scattering, the figure shows for several examples
that the SRIM curve can be viewed as an average of the experimental data.
Hence, comparing to SRIM instead of the explicit experimental data points
does not change or bias the interpretation of RT-TDDFT results.

Finally, for low projectile kinetic energies, SRIM is known to show
worse agreement with experiment [111]. Reasons for this are well un-
derstood in the literature: Due to the overlap of electronic and nuclear
stopping in this energy range, it is more difficult to isolate electronic
stopping in experiment. Furthermore, in the absence of experimental
data, SRIM relies on Bragg’s rule of stopping power additivity. This ap-
proximation is known [112-114] to overestimate electronic stopping in
the low-to-intermediate kinetic-energy range for compounds, i.e. where
band-structure effects dominate. Hence, in the low-kinetic energy re-
gime, the agreement of RT-TDDFT results and SRIM is expected to be
worse and direct comparison to experiment is preferable, if available.

Recently, we started focusing on non-thermalized energy distribu-
tions of electrons associated with particle radiation in materials, and we
are studying subsequent non-equilibrium electron-electron and elec-
tron-ion dynamics. Early data indicates that electron thermalization
itself is not well understood in the context of RT-TDDFT. In order to
explore multi-length and time-scale processes triggered by particle ra-
diation, we proposed a first-principles technique that bridges time
scales ranging from directly after impact to diffusion of ions [115,116].
By modeling ultrafast electron dynamics and connecting these results to
defect migration barriers in semiconductors, we describe a strongly
velocity-dependent diffusion mechanism mediated by hot electrons in
MgO and estimate the conditions under which it should be observable
in experiment [115,116].

6. Integrating time-dependent Kohn-Sham equations in a plane-
wave basis

The work in Section 5 is based on RT-TDDFT by integrating TD-KS
equations [117,118],

nlgle = 1-EY Lo+ Vs[n(t)](r) glr.tl.
ot 2m ©

in real time. Here r is the spatial coordinate of electrons, t is time,
¢,(r, t) are KS states, and Vi[n(t)](x) is a functional of the electron
density n(t) that describes the Hartree electron-electron interaction and
the quantum-mechanical exchange-correlation (XC) potential. For the
latter we use the adiabatic local-density approximation (ALDA)
[119,120]. The TD potential Vet (1) is given by the ionic system, de-
scribed by local and non-local parts of the pseudopotential, including
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the fast-moving projectile. We first compute the electronic ground state
for the equilibrium crystal structure of the target material and then use
these KS states and electron density as initial conditions for real-time
integration. The Qbox and Qb@ll codes [121,122] are used for nu-
merical simulations.

Integrating TD-KS equations is, however, non-trivial because it re-
quires an efficient, accurate, and highly parallelizable numerical ap-
proach. Initially, we implemented a fourth-order Runge-Kutta (FORK)
scheme and found satisfactory efficiency and accuracy [123]. While this
approach is conditionally stable, we also found that time steps need to
be very small, which can partly be attributed to the ultrafast physics of
electron dynamics. However, an additional reduction of the time step
by a factor of 2 to 10 from the theoretical maximum required for sta-
bility is necessary to keep the numerical integration error (e.g. for
charge and total energy) small enough for practical applications.

This numerical error of the FORK integrator is controllable by reducing
the time step and, more importantly, was largely eliminated when the
enforced-time-reversal symmetry (ETRS) integrator was implemented into
Qb@Il [106]. Nevertheless, time steps used e.g. for stopping power cal-
culations, are on the order of 1 atto-second (as), imposing severe restric-
tions on the total simulation time. At the same time, the discussion in Ref.
[106] shows excellent parallelization of our code, leading us to conclude
that further improvements of parallel scaling prove difficult. Instead, we
focus on exploring other integrators to achieve efficiency improvements,
greater stability, and smaller numerical error. This is an active field of
research [124] with exciting new developments [125,126], also because
more flexibility in the integrator is desirable such that propagation re-
mains numerically stable even with advanced XC functionals with in-
creasingly complicated dependence on TD-KS wave functions.

To this end, we recently started exploring a class of integrators that
build on Runge-Kutta in order to answer the question of whether it is
possible to significantly reduce the time to solution for real-time pro-
pagation in a plane-wave context: Strong stability-preserving Runge-
Kutta (SSPRK) methods, which are M-stage, N-th order, denoted as
SSPRK [127,128]. While these are not specifically designed for time-
stepping of TD-KS equations, they have proven successful in achieving
small time-stepping errors. We tested the optimal SSPRK(5,4) and
SSPRK(10,4) methods, respectively the cheapest and most efficient (in
terms of stability, computational expense, and storage requirements)
among 4th-order SSPRK methods [127].

To assess the quality of different integrators, we use two figures of
merit as well-defined success metrics. First, since numerical integration
should ideally conserve charge and change total energy only according
to external forces imposed on the system, we evaluate the product of
charge and energy error per simulated atto-second (AQ AE). Second, we
also take the integration time step dt and the wall time dT required to
perform one such time step into account and evaluate

dt

FOM = ——
AQAEdT

7
Eq. (7) penalizes integrators that require small integration time steps,
that lead to large integration errors, and that take a large wall time per
simulation time step.

In Fig. 7 we show that for any fixed dt, SSPRK schemes outperform
FORK in terms of accuracy and stability. Not only do they enable use of
larger time steps and thus decrease time to solution, but they also show a
much reduced integration error. This figure also illustrates that the currently
implemented ETRS technique performs even better and is the most stable
and by far most accurate among the integrators tested. Comparing both
subfigures shows that accounting for computational cost does not alter
qualitative results for this set of integrators; in particular, the ranking of the
integrators remains the same. In order to systematically pursue specialized
integrators optimized for TD-KS equations, our recent activities focus on
interfacing Qb@11 with the PETSc integrator library [129-132].

Developing integrators and implementing them efficiently into sustain-
able research software requires interdisciplinary efforts, involving cutting-
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Fig. 7. Comparison of different integrators in RT-TDDFT simulations of a
proton impacting a monolayer of graphene. The product of charge and energy
error per simulated atto-second (top panel) and the figure of merit (bottom
panel, see Eq. (7)) depend on the integration time step.

edge computer science and mathematics knowledge. In addition, funda-
mental open questions about RT-TDDFT itself remain highly interesting, e.g.
regarding limitations of the adiabatic local-density approximation as well as
memory effects. This motivates different communities coming together to
solve challenging physics, chemistry, and materials science problems, and
justifies support across funding agencies as well as international efforts.
Achieving this goal has the exciting potential to provide tomorrows’ text-
book knowledge on fascinating non-equilibrium properties and phenomena
that emerge from quantum dynamics in complex systems.

7. Accelerating materials design by incorporating databases

One recurrent theme in this review is that MBPT and TDDFT are
accurate and able to capture exciting physics in materials while being
computationally expensive. This high cost oftentimes precludes using
their predictive capabilities in high-throughput studies, e.g. for mate-
rials design, which is however, a desirable goal with tremendous benefit
and the potential to solve issues of societal dimension. This motivates us
to use our experience with accurate descriptions of electronic excita-
tions to devise techniques capable of studying a significantly larger
materials space at manageable computational cost.

One promising route, currently pursued by several groups, is to curate
data and incorporate information from materials databases. In particular,
computational data based on DFT [135-140] has been used for scintillators
[133], optical properties of calcites [141], batteries [142], and solar-cell
absorbers [143], to provide a non-exhaustive list of examples. Our particular
angle is to exploit DFT-based data to accelerate access to excited-electron
properties. Recently, we achieved this to address the important challenge of
selecting materials to design multilayer heterojunctions. One of the critical
determinants of whether a specific interface between two semiconductors
shows beneficial electron or hole transport properties is the offset between
valence- and conduction-band edges of the two materials. These band dis-
continuities are generally not known for an arbitrary interface of two ma-
terials due to the difficulty in obtaining this data experimentally or
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computationally. However, the overall efficiency of devices strongly de-
pends on energy alignment near the interface.

In our work, we explored whether material properties from ground-state
DFT, which are stored for tens of thousands of individual bulk materials, are
sufficiently accurate proxies to estimate band alignment between different
materials [134]. We computed branch-point energies [144-146] from the
freely available bulk electronic band-structure data for all semiconductors in
the Materials Project database [135,147]. We then showed that this ap-
proach provides band offsets (see Fig. 8) that are comparable in accuracy
with available experimental data [148,149] and results from computa-
tionally expensive first-principles techniques [146,150-152]. In a similar
spirit, branch-point energies were recently used to investigate dopability of
materials [153]. Finally, we applied this approach to select optimal material
combinations for heterojunctions in specific device applications.

Our alignment is illustrated for all semiconductors on Materials Project
in Fig. 8 and shows that many materials are available for a large range of
valence- and conduction-band offsets relative to silicon. This data allows us
to investigate a staggering number of possible material combinations to
form three-component heterojunctions. We demonstrate that this success-
fully predicts heterojunctions for CdSe and InP LED emitters, solar cells
based on bulk CH3;NH3PbI; and PbS nanocrystals, and Cu,O hole-transport
layers. In particular, our work shows that although the data on Materials
Project results only from ground-state DFT and the branch-point energy is
only a rough approximation, this information nevertheless is useful for
down-selection from tens of thousands of materials to a few hundred pro-
mising candidates. We envision that this approach can be of immense
practical importance, not only for novel light-emitting diodes (LEDs), solar
cells, and photodetectors, but also for finding two-dimensional electron
gases at interfaces as well as electron or hole accumulation near surfaces.

More generally, this shows that computational DFT data in existing
online databases is an incredible resource even in the context of excited-
electron properties. Building databases, both from experiment and com-
putation, is promising—not just for verification and validation—but also
for materials design. Using this information as descriptors and connecting
these to materials properties either via analytical models as described
above, or via machine-learning techniques, has large potential. To this end,
we are exploring collecting experimental data for quantities of interest and
then training machine-learning models using descriptors from databases.
Taking a step forward, this may allow us to use information gained from
materials databases to achieve inverse design [154] and to significantly
accelerate materials discovery. Applications that we are currently exploring
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Fig. 8. Comparison of valence-band maximum (VBM) and conduction-band
minimum (CBM) positions, aligned using branch-point energies and including
band-gap correction (see Refs. [133,134]). 5824 elemental or binary semi-
conductors (darkest color), 21,202 three-element semiconductors (lighter
color), and 45,148 semiconductors (lightest color) from Materials Project are
shown. VBM (blue dashed line) and CBM (red dashed line) of silicon are in-
cluded as a reference.
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center around design of nano- and meso-structured meta-materials and
heterojunctions and discovery of new superconductors.

8. Conclusions and outlook

Electronic excitations and their ultrafast real-time dynamics are
exciting, since experiment and computation push into the spatio-tem-
poral regime of directly probing, controlling, and, thus, understanding
them. This justifies vigorous fundamental research, but also motivates
the invention and development of novel materials, applications, and
devices. This goal relies on a thorough understanding, in part attributed
to cutting-edge first-principles techniques. In particular, in this review
paper, we illustrated how many-body perturbation theory and time-
dependent density-functional theory accomplish accurate predictions
for excited electronic states and provide insight into real-time dynamics
in modern materials. Through various examples, we discussed how this
enabled us to understand the relation between crystal structure and
optical absorption, we explained chemical trends, and we connected
electronic properties with magnetic ordering. We successfully described
energy deposition of fast projectile ions into the electronic system of
metallic or semiconducting target materials under radiation conditions.

At the same time, we illustrated that while these techniques are
accurate and successful, they necessarily rely on approximations that
make them computationally feasible and applicable to complex sys-
tems. We discussed exciting ongoing developments to improve their
accuracy and make them more applicable: Specifically, dielectric
screening needs better theoretical and computational understanding.
Integration of time-dependent Kohn-Sham equations was shown to be
challenging and imposes restrictions on simulation time. Finally, we
discussed incorporating materials databases as an alternate route to
mitigate high computational cost of first-principles techniques, e.g. for
materials selection, and illustrated this for semiconductor heterojunc-
tion design, suggesting a promising down-selection process.

As supercomputers approach the exascale and vast amounts of ma-
terials data become openly available, it is an ideal time to harness op-
portunities that arise. Further pushing accurate and massively parallel
first-principles techniques and interfacing with large databases clearly
constitute interdisciplinary challenges. However, achieving these will
enable computational materials science to deliver fundamental insight
from unprecedented predictive simulations, covering multiple length and
time scales. We envision that this leads to new materials with applica-
tions e.g. in information storage and processing, (quantum) computing,
energy, nano-medicine, and at the interface to biology. Transferring
those materials into real-world applications will lead to novel and ex-
citing technologies that benefit and transform society.
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