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Materials with an abrupt transition between a low and a high thermal
conductance state at a critical temperature would be useful for thermal
regulation applications. Here, the authors report a high contrast reversible
thermal conductivity change through the thermally-induced martensitic
transition (MT) in Ni–Mn–In alloys. The authors measure the thermal
conductivity of a wide temperature range 130< T< 530 K using time-domain
thermoreflectance (TDTR). The thermal conductivity of these alloys increases
from �7.0–8.5Wm�1 K�1 to �11.5–13.0Wm�1 K�1 through the MT near
300 K as temperature rises, with a rate of change among the highest yet
reported in solid-state materials with thermally-induced phase transitions.
Based on Hall resistivity measurements, the authors further show that the
change of thermal conductivity is dominated by the electronic contribution,
which results from a unique carrier mobility change through the MT. Their
findings highlight the interplay between the structural disorders and the
thermal transport in alloys through solid-state phase transitions and open a
new avenue in the search of high-performance materials for thermal
regulation.

1. Introduction

A thermal regulator is a nonlinear thermal device or material
with an abrupt transition between low and high thermal
conductance states at a critical temperature.[1] It can maintain an
optimal temperature of an engineering system and may find its

way into various thermal management
applications such as cryocoolers,[2] vehicle
engines, and catalytic converters,[3] as well
as waste heat scavengers.[4] Especially,
solid-state materials whose thermal con-
ductivity (Λ) increases sharply and revers-
ibly upon heating near room temperature
(RT) have attracted intensive attention.[1,5,6]

Compared with conventional thermal reg-
ulators relying on mechanical forces gen-
erated by either differential thermal
expansion or changes in the density of
materials at a phase transition, material-
based solid-state thermal regulators can
reduce complexity and improve scalability
in engineering designs.[1,4,7]

However, high contrast, solid-state ther-
mal regulators are not yet a reality. Changes
in the thermal conductivity of materials
with temperature are typically gradual
above RT.[8–10] In dielectric crystals, pho-
nons are the dominant heat carriers and
typically Λ / T�1 due to anharmonicity. In
pure metals, where heat is primarily

carried by electrons, Λ is usually almost constant, since the
linear increase in electrical resistivity ρðTÞ due to electron-
phonon scattering is compensated by the increase in tempera-
ture as described in the Wiedemann-Franz law Λe � LðTÞT=ρðTÞ
(where Λe is the electronic thermal conductivity and L(T) is the
Lorenz number).[10] A high contrast change of Λ in a narrow
temperature window is often observed in solid state phase
transitions, but the high temperature phase rarely has a higher Λ
than the low temperature phase. Notable exceptions include the
amorphous-to-crystalline transition in chalcogenide glasses
(e.g., Ge2Sb2Te5, GeAsSe, and As2Se3, which is reversible only
with extremely fast quenching),[11] the metal-insulator transition
(MIT) in some transition metal oxides (e.g., VO2, NdNiO3, and
La1-xCaxMnO3),

[12–14] the charge density wave (CDW) phase
transition in a number of materials (e.g., TaS2, TaSe2, and
Lu5Ir4Si10),

[15] and other structural transitions especially the
martensitic transition (MT) in some alloys (Cu2-xSe, NiTi, and
certain Heusler alloys).[16–18] Although MIT oxides and CDW
transition materials exhibit reversible transitions, these materi-
als typically have relatively low Λ even in their high temperature
phases, for example, �6Wm�1 K�1 in VO2,

[14,19] when
compared with metal alloys used in vehicle applications.[20]

The relative change of Λ through the transition in known CDW
materials is also fairly small (<25%).[15]

Iron shows structural phase transformation as a function of
increasing temperature from BCC α-Fe to FCC γ-Fe at
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approximately 1180K followed by transformation from FCC γ-Fe
to BCC δ-Fe at approximately 1670K.[21] The α-to-γ phase
transition leads to a kink in the electrical resistivity and a small
reduction in Λ of 7% upon heating,[10,22] while the γ-to-δ phase
transition at higher temperature induces a small increase in Λ of
<3%.[10] In Fe-based alloys, such as Fe–Ni and stainless steel
HT9, the α-to-γ phase transition temperature can be lowered
(e.g., to 900K) by alloying, but the temperature dependent Λ still
shows a small dip through the transition.[23] To the best of our
knowledge, the transport properties across the γ-to-δ phase
transition in Fe-based alloys have not been reported.

Many off-stoichiometric Ni–Mn–X (X¼Ga, In, Sn, Sb)
Heusler alloys can transform reversibly between a L21 cubic
high-temperature austenite phase and a less symmetric
structurally modulated martensite phase through the MT.
Selected compositions of this class of alloys have attracted a
lot of attention due to their coupled structural MTand magnetic
phase transformation which gives rise to exotic behaviors such
as magnetic shape memory effects, magnetocaloric effects, and
peculiar magnetic-field-dependent transport properties.[18,24–26]

Compared with MIT oxides, off-stoichiometric Ni–Mn–X
exhibits a relatively high Λ in the high temperature phase and
a fairly small temperature hysteresis (<25K).[18,26,27] In the few
previous studies, reversible change of Λ through the MT below
RT has been reported in Ni–Mn–In with a considerably larger
magnitude when compared with Ni–Mn–Ga.[17,18,26,27] However,
in Ni–Mn–In, the mechanism behind the change in Λ and the
electrical resistivity through the MT is still under debate and the
low MT temperature of materials studied in prior works to a
great extent limits their applications.[18,28]

Here, we explore thermal transport across the temperature-
induced martensitic phase transition between 320 and 370K in
Ni50Mn50-xInx alloys with 14< x< 14.7 (referred to as Ni–Mn–In
below).[29] We use time-domain thermoreflectance (TDTR) to
measure the thermal conductivity Λ. The Λ of these alloys
increases from �7.0–8.5Wm�1 K�1 to �11.5–13.0Wm�1 K�1

through the MT, exhibiting 35 to 75% higher Λ in the high-
temperature austenite phase in a 50K window around the
transition temperature. Their electrical resistivity also shows a
large change from approximately 170 to 220 μm-cm in the
martensite phase to �100 to 130 μm-cm in the austenite phase.
The Λ and ρ of the austenite phase between 400 and 500K are
comparable to those for common stainless steels.[20] Analysis

based on the Wiedemann-Franz law suggests that the sharp
increase in Λ is mainly associated with a surge in the electronic
contribution to the thermal conductivity. In contrast tomost MIT
materials whose electrical resistivity change is induced by a
change in charge carrier concentration, our Hall effect measure-
ments show that the electrical resistivity change in Ni–Mn–In is
mainly due to a significant difference in the charge carrier
mobility between the two phases.

2. Results and Discussion

Polycrystalline Ni–Mn–In alloys were synthesized by arc-melting
(see Materials and Methods). Four samples (referred to as
sample A, B, C, and D below) with composition listed in Table 1
are studied. The room temperature crystal structure and purity
of the samples in themartensite phase are characterized by X-ray
diffraction (XRD) and transmission electron microscopy (TEM)
(Figure 1a, b). XRD patterns of the four samples are semi-
quantitatively analyzed through whole pattern fitting of Rietveld
refinement using 6M monoclinic structure with the representa-
tive results of sample D shown in Figure 1a (see Figure S1 for the
data for other samples). The difference curve (blue line) between
the fitting and experimental data shows that no peak is
unaccounted for, in good agreement with a previous report.[29]

The relatively small difference might be caused by residue
austenite phase in the sample or martensite phase of different
modulation periods (such as 10M) which is sensitive to the small
composition variation.[29–32] The austenite phase fraction in the
sample at room temperature is too low to be accurately
identified. Unit cell parameters determined by Rietveld refine-
ment are shown in Table 1.

Bright field high resolution transmission electron microscopy
(HRTEM) images of sample D at room temperature (Figure 1b)
show that the microstructure of the martensite phase contains at
least a two-level hierarchical twin structure. Relatively large twin
domains can be seen with widths on the order of tens of nm,
while nanoscale twins exist within these large twins. Magnified
HRTEM images of the sample (Figure 1c) reveal high density of
dislocations around the boundary between two large twins
(yellow dashed line). Fast Fourier transformation (FFT) of
selected areas in Figure 1c (red dashed squares) suggests that the
nanoscale twin boundary lies on the (101) plane and the larger

Table 1. Compiled structure and phase transition results of the Ni–Mn–In alloys.

Lattice constants at 300 K

Sample Composition a (Å) b (Å) c (Å) β (�) e/a Tm (K) ΔTm(K) TM
C (K) TA

C (K)

A Ni51.7Mn34.3In13.9 4.42 5.52 12.90 86.62 8.00 366 (365) 9 (11) 123 303

B Ni50.7Mn35.0In14.3 4.42 5.55 13.02 86.57 7.95 342 (341) 12 (10) 140 302

C Ni50.3Mn35.6In14.1 4.44 5.53 12.95 86.22 7.94 339 (340) 7 (7) 166 315

D Ni50.3Mn34.8In14.9 4.41 5.52 12.93 86.53 7.91 321 (320) 8 (12) 183 307

Compositions of the Ni–Mn–In samples determined by inductively coupled plasma mass spectrometry (ICP-MS) analysis, unit cell parameters from XRD, the valence
electron concentrations per atom (e/a), the martensitic transition temperature (Tm) as well as the width of the hysteresis from both electrical resistivity measurements and
DSC peaks upon heating and cooling (in parentheses), the Curie temperatures of the martensite phase (TM

C ) and the austenite phase (TA
C) determined by

thermomagnetization curves. Both TM
C and TA

C are determined from the arithmetic mean of corresponding peaks in dM(T)/dT data upon heating and cooling.
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twin boundary is on the (110) plane. In fact, low magnification
TEM images as shown in Figure S1 indicate that Ni–Mn–In
alloys present a multilevel hierarchical twin structure where very
large lamellar domains of a few hundred nm in size with
different orientations are visible. Such a complicated structure
originates from the low-symmetry monoclinic crystal structure
of the martensite phase formed through Bain lattice distortion of
the parent austenite phase which contains variants with different
possible orientations, leading to a high density of twin
boundaries and dislocations.[32] In contrast, the cubic structured
austenite phase with higher symmetry are known to have less
twin boundaries and other structural defects.[32] The high-
density twin boundaries (Figure 1c) is potentially more
important in the scattering of electric and heat carriers than
dislocations.

The martensitic phase transition of Ni–Mn–In alloys is
investigated by temperature dependent XRD (Figure 2a) and
differential scanning calorimetry (DSC) (Figure 2b). In the DSC
scan (between 200 and 460K), the first order martensitic
transition is clearly revealed by the endothermic and exothermic

peaks upon heating and cooling, respectively. The crystal
structure change through the MT for the representative sample
D is also revealed by its dramatically different XRD pattern at
393K in the austenite phase when compared with that at 300K in
the martensite phase. By Rietveld refinement, the austenite
phase is identified as predominantly in the cubic L21 structure
with lattice parameters a¼ b¼ c¼ 6.00 Å, while small amount of
residual martensite may still exist in the sample.[31]

The martensitic transition temperature (Tm), derived from the
arithmetic mean of the peak temperatures in the heating and
cooling cycles in DSC, decreases as the In composition increases
(see Table 1). Tm in Heusler alloys is related to their electronic
structure, which can be effectively accounted for by examining
the valence electron concentration, e/a.[33] In the four Ni–Mn–In
alloys studied, the range of e/a (�7.9 to 8.0) and the trend of
increasing Tm when e/a increases (Table 1), presumably due to
the stabilization of the martensite phases, are consistent with
previous work on Ni–Mn–X Heusler alloys.[33,34]

To further characterize the phase transformations and
magnetic properties, the temperature dependent magnetization,

Figure 1. Crystal structure of Ni–Mn–In in themartensite phase. a) X-ray diffraction data (black line), the Rietveld refinements (red line), and the residue
(blue line) of the Ni–Mn–In alloys sample D in its martensite phase measured at 300 K. b) HRTEM bright field image of sample D at room temperature
showing domains with straight boundaries. c) Magnified HRTEM image showing nanoscale twinning structures. Insets: FFT of the two areas marked by
the red dashed squares indexed along the [200] axis. The large-scale twin boundary (yellow dashed line) lies on the (110) plane.

Figure 2. Characterization of the martensitic phase transition in Ni–Mn–In. a) Temperature dependent XRD pattern of sample D at 393 K (black line),
the corresponding Rietveld refinements (red line), and the residue (blue line) in comparison with the data at 300 K (green line). The sample is possibly
textured in the studied area. b) Differential scanning calorimetry traces of Ni–Mn–In samples between 193 and 473 K. The arrows indicate the heating
and cooling cycles. Martensitic transitions appear as endothermic (exothermic) peaks upon heating (cooling).
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M(T), of the Ni–Mn–In alloys were characterized from 4 to 390K
upon heating and cooling (Figure 3a, b, see Figure S2 for results
for sample A and sample B). Upon cooling from 400K under 10
mT applied field (solid lines), the martensitic transition of the
crystal lattice occurs first, corresponding to a change in the
magnetization with a hysteresis between the cooling and heating
cycle. The measured characteristic transition temperatures, at
which the martensite phase starts to appear upon cooling (Ms)
and the austenite phase formation finishes upon heating (Af), are
indicated. The MT temperature Tm derived from the arithmetic
mean of Ms and Af is consistent with the Tm obtained from the
DSC measurements (Table 1) within 5K. The increases of
magnetization at around 310K (about 20K belowMs) is assigned
to the Curie temperature of the ferromagnetic (FM) transition in
the residual austenite phase, TA

C, which remains relatively stable
in all Ni–Mn–In samples despite their different e/a ratios.[31] The
absence of peaks in the DSC curves at TA

C (Figure 2b) confirms
the small fraction of the austenite phase in the martensite matrix
and the absence of intermartensitic transition between different
martensite structures reported in some literature.[35] The
absence of the peak near TA

C in M(T) under 2 T field (dashed
lines in Figure 3b) confirms that the peak at TA

C in the low field
measurement stems from the residue FM austenite phase that
saturates in high field rather than another paramagnetic
martensite phase, which is consistent with the anomalous Hall
resistivity results at low temperatures in Figure 4a (see below).
Below 200K, the martensite phase experiences a magnetic phase
transition between the paramagnetic and the FM phases at a
Curie temperature of TM

C . A decrease of TM
C with increasing e/a is

observed, in agreement with previous results for Ni-Mn-X
Heusler alloys.[33,34]

Figure 3c and d show the longitudinal electrical resistivity (ρ)
of Ni–Mn–In alloys samples C and D measured using both a
Quantum Design Physical Property Measurement System
(PPMS1 DynacoolTM) and a home-built probe-station, which
are consistent within error bars (see Figure S2 for results for
samples A and B). We observed an abrupt change in ρ by around
80–100% as temperature decreases through MT with a small
hysteresis of 7–12K (Table 1), in agreement with previous
reports.[18,25] The MT temperature Tm observed in the electrical
conductivity measurements (using peaks in dρ/dT) are consis-
tent with that observed from both DSC and magnetization
measurements. The austenite phase resistivities are around 100
to 130 μΩ-cm, comparable with common NiTi shape memory
alloys and stainless steels.[36] At 100<T< 200K, the resistivity of
Ni–Mn–In alloys shows a change of slope at around TM

C due to
the change of the electron scattering rate by spin-disorder.[37]

Since Tm>TA
C , the weak magnetization which corresponds to

negligible spin-disorder scattering of electrons and a high
concentration of defects in the austenite phase lead to a flat
temperature dependence of ρ at T> Tm with dρ/dT on the order
of 10�2 μΩ cmK�1. This trend of ρ(T) in the austenite phase is
noticeably different from the case of Ni–Mn–In with Tm<TA

C in
previous studies where the increasing spin-disorder scattering as
temperature rises causes ρ(T) to increase rapidly in the austenite
phase till TA

C is reached.[18,26,27] The effect of magnetic field
(Figure 3d) and thermal cycling (Figure S2) on electrical
resistivity are discussed in the Supporting Information. Further
investigation on the mechanism of resistivity change through

MT is performed using Hall effect measurements and is
presented at the end of this section.

The temperature dependent thermal conductivities, Λ(T), for
Ni–Mn–In alloys are shown in Figure 3e and f for sample C and
sample D, respectively (see Figure S2 for results for samples A
and B). The magnitude of Λ increases from �7.0 to 8.5Wm�1

K�1 for themartensite phase at 300K to�12.5 to 14.0Wm�1 K�1

for the austenite phase at 400K, showing a distinct jump of 35 to
75% across the MT. In all samples, the MT induced Λ jump
occurs above room temperature, in contrast to previous
work.[18,26,27] In the temperature range of our study, the Λ away
from the MT increases approximately linearly with rising
temperature in both the martensite and the austenite phase. The
Λ’s of the samples in their austenite phase are significantly
larger than that of the MIT oxide of VO2 in its metallic phase
(�6Wm�1 K�1) which remains approximately independent of
temperature.[14,19] The transition temperature and the thermal
hysteresis between heating and cooling in theΛ(T) are consistent
with the results from ρ(T) measurements.

Generally, for a bulk sample, TDTR is sensitive to the thermal
effusivity (ΛC)1/2 of the sample, and the heat capacity Cmust be
known to extract the thermal conductivity. For the Λ(T) data in
Figure 3 and S2, the heat capacity values below 300K were taken
from that of Ni49.9Mn35.7In14.4 at corresponding temperatures in
our analysis and a constant C of 3.37 J cm�3 K�1 is used at
T> 300K to reduce the complexity of the data analysis (see
Supporting Information).[38] The change of C above 300K away
from Tm (|T–Tm|> 10K) and the 1–3% difference in the
composition of our samples compared with that in literature
would lead to <4% error in the result of Λ, smaller than the
measurement uncertainty. The real C has a peak at Tm from the
latent heat. If the laser induced temperature oscillation in the
TDTR measurement is larger than the hysteresis of the phase
transition, the heat capacity peak will appear in the analyzed data
as a peak in the Λ.[14] The peak during cooling is weaker, in
agreement with the heat capacity behavior through the MT as a
1st order phase transition.[39] Due to a low fraction of the
austenite phase, we do not observe a sharp peak near TA

C. We note
the Λ(T) at the close vicinity of Tm (<� 5K) is not the focus of
this work.

There is variation in Λ from measurements performed at
different locations on the same sample near Tm, but it becomes
far less pronounced around 50K above Tm. We attribute this
variation to the small chemical or structural inhomogeneity in
the regions probed by the TDTR measurement (see Supporting
Information), which is consistent with the existence of a small
amount of residual martensite phase in the XRD pattern at
393K, as shown in Figure 2a.[30,32,35]

We estimate the electronic thermal conductivity by the
Wiedemann-Franz law Λe � LðTÞT=ρðTÞ. Since our measure-
ments focus on the high temperature limit, T � ΘD � 316K for
Ni–Mn–In (ΘD is the Debye temperature),[36] and the high
defect concentration in Ni–Mn–In alloys may lead to strong
elastic scattering of electrons,[8] we took the Sommerfeld value
of Lorenz number LðTÞ ¼ L0¼ 2.44� 10�8ΩWK�2. As shown
in Figure 3e and f, the change in the total thermal conductivity
Λ is dominated by the electronic contribution Λe which
experiences approximately the same magnitude of abrupt
change through the MT. In contrast, the phonon thermal
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Figure 3. Magnetization and electrical and thermal transport properties as a function of temperature in Ni–Mn–In. Temperature dependent
magnetization,M(T), of Ni–Mn–In alloys sample C (a) and sample D (b) in an applied field of 10 mT between 4 and 390 K (solid lines). Dashed lines
in panel (b) are M(T) measured under 2 T field. Red lines are recorded during heating cycles and blue lines are during cooling cycles. The
temperatures at which the martensite phase starts to appear (Ms), the austenite phase formation finishes (Af), and the Curie temperature of the
martensite (TM

C ) and the austenite (TA
C) phases are labeled. c) and d) Temperature dependence of longitudinal electrical resistivity of sample C and D,

respectively. The results obtained through thermal cycling on a PPMS between 4 and 400 K (red solid lines for heating, blue solid lines for cooling) are
shown together with measurements using a probe-station upon heating from 300 to 500 K (black open circles). The dashed line in (d) is a PPMS
measurement of sample D in 9 T magnetic field. Representative error bars in the probe station measurement are also shown. e) and f) The thermal
conductivity Λ of sample C and D, respectively, between 150 and 530 K upon heating (red open squares and red open triangles) and cooling (blue
open squares). Different red symbols represent data from the heating cycle collected from different locations on the same samples. The cooling curve
is obtained at the same location as heating curve represented with squares. Electronic thermal conductivity Λe calculated from the measured electrical
conductivity on the PPMS (black lines) and on the probe station (open circles) using the Wiedemann-Franz law are also shown. Representative error
bars in Λ’s are provided.
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conductivity (Λph¼Λ–Λe) remains roughly constant at around
3 to 5Wm�1 K�1 in different samples (See Figure S3 for the
result of Λph from 280 to 420 K). Hence, we attribute the
increases in the thermal conductivity of Ni–Mn–In through
martensitic transition to a change of the electronic
contribution.

The weak temperature dependence of ρðTÞ in the austenite
phase, due to large residual resistivity and almost negligible
spin-disorder scattering, leads to a nearly linear increase of Λe

and hence Λ with temperature following the Wiedemann-Franz
law. By contrast, in previous studies of Ni–Mn–In alloys with Tm
below RTand TA

C, ρðTÞ increases with temperature above Tm due
to increasing spin-disorder scattering in the FM austenite phase,
and correspondingly, Λ shows weak temperature dependence
below TA

C.
[18,25] We also note that all previous data of Λ(T) for Ni–

Mn–In from literature that we are aware of (measured with the
static state method) shows abrupt changes of slope or
unidentified peaks above 300K (in the austenite phase of their

samples), which are neither explained nor discussed in those
papers.[18,26,27]

The longitudinal electrical resistivity, that is, the diagonal term
of the resistivity tensor, can be expressed as ρii ¼ nqμð Þ�1, (i¼ x,
y, z) where n is the carrier concentration, μ the carrier mobility,
and q the elementary charge of the carrier. In general, n depends
on electron density of states, and μ is roughly proportional to the
average carrier relaxation time hτi, which is determined by the
scattering processes. Both n and μ may be influenced by the MT
in Ni–Mn–In, which changes the electronic structure and the
structural disorder.[32,40]

To better understand the mechanism behind the change of
electrical and thermal conductivity through the MT, we combine
Hall effect measurements and field-dependent magnetization
measurements at different temperatures on sample D (see
Figure 4). In ferromagnetic materials, with electric current
applied along the x direction and the applied magnetic field H
along the z direction, the transverse Hall resistivity ρyx measured

Figure 4. Hall effect and field dependentmagnetization studies of Ni–Mn–In. a) Hall resistivity of sample D at several temperatures below and above the
MT between�5 and 5 T. b) Field dependent magnetization of sample D at temperatures corresponding to panel (a) between�5 and 5 T. The martensite
phase and the austenite phase data are plotted with black lines and blue lines, respectively. Representative linear curve fittings of the high field data at
325 K and 50 K are shown in panels (a) and (b). c) Hall mobility as a function of temperature between 50 and 345 K calculated using carrier concentration
in panel (d) and resistivity in Figure 3d. d) Effective carrier concentration obtained from nef f ¼ � 1

R0e
as a function of temperature between 50 and 345 K

obtained from Hall resistivity and M versus H results using Equation (2) and (3).
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along the y direction (as an off-diagonal term in the resistivity
tensor) is generally expressed as

ρyxðHÞ ¼ R0BzðHÞ þ Rsμ0MzðHÞ; ð1Þ

where the first term describes the normal Hall effect (NHE)
arising from the influence of the Lorentz force, characterized by
the normal Hall coefficients, R0. The second term characterized
by the coefficient Rs describes the anomalous Hall effect (AHE)
in materials with spontaneous magnetization Mz (along the z
axis, μ0 is the vacuum permeability), as a consequence of spin-
orbit interactions which typically involve coherent band mixing
effects from both the external electric field and disorders.[41,42] Bz

is the magnetic induction which is usually given by Bz ¼
μ0Hþ μ0Mzð1� NÞ; where 0�N� 1 is the demagnetizing
factor of the sample. We estimate the demagnetizing factor N of
the sample to be around 0.63 based on its geometry.[43]

The magnetization is typically related to the applied field as
Mz ¼ χ1H at low field, H 	 NMs, and Mz ¼ χ2HþMs at large
fields, H > NMs, where χ1 and χ2 are corresponding susceptibil-
ities andMs is the saturationmagnetization (typically χ1
 χ2). At
temperatures when there is a change of slope in ρyx Hð Þ and
MzðHÞ, R0 and Rs can be determined using the data in the high
field regime by the method described in Materials and Methods.

The M versus H curves at corresponding temperatures are
shown in Figure 4b. At low temperatures (<200K), the
magnetization of the sample in the martensite phase shows
FM behavior with saturation at high fields (>1 T), in agreement
with theM versus Tdata in Figure 3a and b. The small hysteresis
loop in ρyx Hð Þ curves below 0.2 T could be attributed to a second
FM phase in the martensite which is likely the residue FM
austenite owing to its large AHE coefficient Rs. At a temperature
above Tm in the austenite phase, both Hall resistivity and
magnetization show a change of slope at around 2T and do not
saturate. This might be related to the presence of super-
paramagnetism in the austenite phase.[44]

We used the method described in the Materials and Methods at
highfields (3.5T<m0|H|< 5T for the austenite phase and between
2.5T<m0|H|< 5Tfor themartensitephase) to estimate thenormal
Hall coefficient R0. The measured R0 is consistently negative,
corresponding to electron-type carriers, with values between
�� 2� 10�11 and�� 4� 10�11m3C�1 in the temperature range
of 50 to 345K with a small change near Tm (see Figure S5) to have
larger evenmagnitude in the austenite phase, comparable with the
magnitude of that of Al (�3.4� 10�11m3C�1), Pt (�2.3� 10�11

m3C�1), Ir (þ3.2� 10�11m3C�1), and Ni2MnSn Heusler alloys
(L21 structure, þ2.67� 10�11m3C�1).[41,45]

The Hall mobility μH for sample D is obtained from the NHE
coefficient and the longitudinal electrical resistivity in
Figure 3d using μH ¼ jR0=ρxxj. As shown in Figure 4c, μH
changes by a factor of 2 to 3 across the MT. The change in
mobility could be attributed to the increase of scattering rate of
carriers with an increased density of structural defects in the
martensite phase with a low-symmetry modulated monoclinic
structure compared with the high-symmetry cubic structured
austenite phase.[32] The nanoscale twin boundaries as shown in
Figure 1b and c in the martensite phase may strongly reduce the
mean free path of electrons in Ni–Mn–In which should be on the

order of a few nanometer, smaller than elemental FM metals.[46]

To the best of our knowledge, such an increase in electrical
thermal conductivity as a consequence of an abrupt increase in
carrier mobility due to the change of structural disorder through
a martensitic transition has not been reported previously in
solid-state phase transition materials. The higher defect
concentration in the martensite phase is also evidenced by
the larger residual electrical resistivity as shown in Figure 3d.
Considering the small kink in ρxx at T

M
C where large change of

magnetization occurs, we do not expect the change in spin-
disorder scattering from the relatively small change of
magnetization at Tm to be strong enough to explain the behavior
of μH through the MT. Thus, the thermal conductivity change
through the MT in Ni–Mn–In is mainly a result of change in
electrical mobility, which is different from that through the MIT
in VO2 where changes in carrier concentration dominate.[14,19]

The reduction of disorder in the austenite phase and a weakly
temperature-dependent carrier concentration can also explain
the small increase in phonon thermal conductivity through the
MT (Figure S3).

Assuming some of the unfilled bands near the Fermi surface
have closed orbits and one type of carriers make predominant
contribution to the Hall effect (with net effective carrier

concentration neff), R0 can be expressed as R0 ¼ � 1
nef f q

hτ2i
hτi2, under

low field limit μHB 	 1 (In our case, μHB is on the order of
10�4).[41,47] In the absence of any detailed knowledge of the
scattering mechanism and Fermi surface geometry that
determine the average relaxation time, we make the approxima-

tion of hτ2i
hτi2 ¼ 1 (which typically varies between 1 and 2). The

carrier concentration in Ni–Mn–In sample D between 50 and
345K (Figure 4d) shows no significant change through the MT
and is even slightly lower in the austenite phase with values
comparable with that of Ni2MnSn Heusler alloys, 2.3� 1023

cm�3.[41] According to previous theoretical and photoelectron
studies of Ni–Mn–In, the modification of the density of states
(DOS) from the lattice structure change through theMT is rather
insignificant within kBT of the Fermi level.[40,48] The reported
increase in the electron carrier concentration in Ni50Mn34In16.3
in a previous work, deduced from low temperature heat capacity
measurements, is questionable since the same carrier effective
mass is assumed for both the austenite and the martensite
phase.[18]

The high contrast change of thermal conductivity in Ni–Mn–
In alloy is repeatable. We perform thermal cycle test by heating
and cooling the sample D at a rate of 15Kmin�1 between 295
and 395K using the same heater stage for the temperature
dependent TDTRmeasurement. After 25 cycles, the measured Λ
(T) at approximately the same location of the sample upon
heating from 300 to 420K shows no observable difference from
the results measured before the cycling (Figure S4). According to
a prior study, the effect of thermal cycling on ρ(T) in Ni–Mn–In
tends to appear after more than 500 cycles due to the build-up of
dislocation density in both phases.[49] In addition, we test the
effect of fast heating at a rate of 100Kmin�1 from 300 to 500K
and quenching from 500K in liquid nitrogen for sample C and
D. Neither of the processes leads to observable change ofΛ in the
martensite phase at 300K and austenite phase at 400K.
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To evaluate the MT induced thermal conductivity change in
Ni–Mn–In alloys for thermal regulator applications, we define an
average logarithmic rate of change in thermal conductivity in a
certain temperature range as: ZðTÞ ¼ @lnΛ

@lnT. The larger the
absolute value of Z the faster the change in thermal conductivity.
For materials with phase transitions, we calculate the average
value of hZi ¼ h@lnΛ@lnTi � hTΛ ΔΛ

ΔTi in the range of approximately
T� � 25K, where T� is their correponding phase transition
temperatures. The sharp peaks in Λ for Ni–Mn–In within a 5K
near Tm (Figure 3) is excluded in the calculation. The largest
value of hZi is used if multiple data sets exist.

The data of hZi for Ni–Mn–In alloys in this work, ZðTÞ for
some common materials without phase transition, and hZi for
materials with a thermally-induced phase transition between
150 and 600 K are illustrated in Figure 5. Z values for phase
transition materials of NiTi, VO2, and Ni–Mn–In are positive
and larger than alloys without phase trantions as a result of the
sharp change in thermal conductivity within a narrow
temperature window. Among MT materials,hZi for Ni–Mn–
In is larger than that for NiTi, Ni2MnGa, and MnxNiGe.
Compared with MIT materials, hZi for Ni–Mn–In are higher
than that of La0.35Ca0.65MnO3 and comparable with that of VO2

thin films. The largest value of Z is around 3.2 for Ni–Mn–In
sample C which means a 10% change in temperature would
lead to �30% change in thermal conductivity around the
transition temperature. Ni–Mn–In shows the fastest rate of
change in thermal conductivity among all materials examined.
Although VO2 thin films and W doped VO2 nanobeams exhibit

comparable rate of change, pure VO2 single crystal nanobeams
show much smaller hZi.

3. Conclusion

We measured the high contrast thermal conductivity change
across thermally induced martensitic phase transitions in Ni–
Mn–In alloys from 130 to 530K using time-domain thermore-
flectance (TDTR). The average rate of change of Λ in Ni–Mn–In
in a 50K range around their transition temperatures is faster
than commonmetals and alloys including the conventional NiTi
shape memory alloy and it is comparable with VO2. The
austenite phase thermal and electrical conductivity near 400K
for Ni–Mn–In are more than twice as large as that for VO2 in its
metallic state and comparable with that for stainless steels. By
comparing the result with the electronic thermal conductivity
calculated from the Wiedemann-Franz law, and Hall effect
studies, we attribute such a rapid change in the thermal
conductivity to the electronic contribution which is modified by a
large change in the carrier mobility through the martensitic
transition. Our work sheds light upon the important interplay
between the dynamic change of structural disorder and the
change of electrical and thermal transport properties in solid-
state phase transitions and will help guide the development of
future thermal regulation materials.

4. Experimental Section
Sample Preparation: Polycrystalline Ni50Mn50-xInx (x¼ 14.0, 14.3, 14.5, and
14.7) alloys were prepared using arc melting under argon atmosphere.
During the arc melting process, Ni andMn were melted first, and then the
ingot wasmelted within three times. Subsequently, the ingot was sealed in
an evacuated quartz tube and annealed at 1073 K for 24 h, followed by
natural cooling down to room temperature. To determine the actual
compositions in samples, inductively coupled plasma mass spectroscopy
(ICP-MS) measurements are performed. The measured compositions are
in reasonable agreement with the nominal compositions (see Table 1).

Structure Characterization: The X-ray diffraction is conducted at room
temperature using a Bruker D8 Vantec micro-diffractometer equipped
with a micro-focus copper x-ray tube with Montel optics monochromator,
a 0.5mm secondary collimator, a Vantec 500 2-D area detector and laser
alignment system. During a coupled Theta/2Theta scan, the sample stage
was oscillated in the x and y directions and rotated in the Phi direction
around the area of interest to increase the number of crystallites brought
into diffracting conditions.

The high temperature X-ray diffraction is conducted using a Rigaku
Smartlab diffractometer. The samples were placed on a silicon zero
background plate inside the Rigaku high temperature furnace on the
diffractometer for the XRD measurement.

TEM specimen of the bulk Ni–Mn–In alloys were prepared using an in-
situ FIB lift-out technique on a FEI Dual Beam FIB/SEM. The HRTEM
images were obtained using a FEI Tecnai TF20 FEG/TEM.

Phase Transitions Characterization: The phase transformation behavior
was measured by modulated differential scanning calorimetry using a TA
Instruments DSC 250. The samples were loaded in an aluminum pan and
were scanned using a sinusoidal temperature modulation in the range of
188–473 K with a linear ramp rate of 3 Kmin�1.

The temperature and field dependencies of the sample magnetization
are studied using a superconducting quantum interference device
(SQUID) magnetometer (Quantum Design Magnetic Property Measure-
ment System MPMS13).

Electrical and Thermal Transport Properties Characterization: To prepare
a smooth surface for TDTR measurements, the sample is cut into thin

Figure 5. Logarithmic rate of change in thermal conductivity, Z, for Ni–
Mn–In alloys in comparison with other materials. Ni–Mn–In (blue filled
circles from this work and black open circles from references,(26, 19)
Cu,[51] 304 stainless steel,[20] Ni–22at%Cr alloy,[52] Si,[53] SiO2,

[54] natural
type-IIa diamond,[55] NiTi,(20, 60) VO2 thin film (upper open triangle) and
single crystal nanobeam (lower open triangle) and VO2–W2.6% nano-
beam,(14, 21) La0.35Ca0.65MnO3,

[13] MnxNiGe,[56] and Ni2MnGa.(18)
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plates of 0.1–0.4mm by a wire saw, mechanically polished, and then
coated with Al by DC magnetron sputtering. We pay extreme attention to
the smoothness of the sample surface. We compare its reflectivity at
785 nm laser wavelength with that of an Al coated silicon wafer. The Al
coating for the Ni–Mn–In alloy sample and the silicon wafer are carried
out in the same sputtering run. Only samples showing a reflectivity>95%
of that of the Al coated silicon wafer are selected for TDTR
characterization.

Time-domain thermoreflectance method was used to measure the
thermal conductivity of Ni–Mn–In alloys.[29] In a TDTR measurement, a
train of optical pulses at a repetition rate of 80MHz, generated by a
mode-locked Ti:Sapphire laser at a wavelength of 785 nm, is split into
separate pump and probe beams with the optical path of the pump
beam controlled by a mechanical delay stage. The pump beam is
modulated at a frequency of 9.1MHz by an electro-optical modulator.
The pump and probe beams are focused on the sample through a 5�
objective lens to a 1 e�2 intensity radius of �10.1mm.[57] The changes in
the intensity of the reflected probe beam created by the pump beam are
measured using phase-sensitive lock-in detection. The ratio of the in-
phase (Vin) and out-of-phase (Vout) signal from the lock-in amplifier is
then fit to a thermal diffusion model obtained from an analytical solution
for heat flow in a layered structure.[29] See Supporting Information for
more details.

The electrical resistivity of the Ni–Mn–In samples is measured by the
van der Pauw method using a Stanford Research System SR830 lock-in
amplifier and a home-built probe station equipped with Signatone
tungsten carbide probes. A custom-made circuit is used to switch the
current/voltage contacts as well as reverse the bias polarity. Typically, a
1.00 V(rms), 13Hz sine wave output is applied to the circuit, which is
converted to a 6.7 mA(rms) bias current through the sample using a
total bias resistance of 150Ω. To eliminate any residual phase error, we
measured a 20 nm platinum film on sapphire and set the phase to a
value (typically �0.6 deg) to minimize the out-of-phase reading. Using
this setup, we measured the resistivity of an 80 nm Al film on thermally
oxidized Si wafer to be 3.27 μΩ-cm. This is consistent with the result of
3.31 μΩ-cm measured by a commercial Signatone collinear four-point
probe connected to a Keithley 2000 multimeter. We also measured a
resistivity of 72 μΩ-cm for a 304 stainless steel, which is in agreement
with the literature value of 74 μΩ-cm.

The electrical resistivity of all Ni–Mn–In samples are also measured
in a Quantum Design physical property measurement system (PPMS1

DynacoolTM) using the van der Pauw method with 8mA bias current. As
the PPMS system only has two signal channels for resistance
measurements, samples are measured in the van der Pauw geometry
without switching the side of current and voltage. The PPMS data is then
re-scaled by matching the room temperature result with that measured
on the probe station. The scaling factor takes account of the nonideality
of the shape of the sample. The major sources of error in the resistivity
obtained from both methods are the sample thickness variation (3–6%)
and the location of the probes or contacts (1–3%). The error in the bias
resistance (1%) also contributes to the total error in the probe station
measurement which amounts to about 6% in total.

Hall Effect Measurements: Hall effect measurements are carried out on
sample D, cut into a 0.35� 0.7� 10mm strip, by the four probe bar
method[50] on the Quantum Design PPMS with magnetic field swept
between �5 T and a temperature range from 50 to 370 K. A SR830 lock-in
amplifier was used to apply low frequency ac current and perform phase-
sensitive detection. A 3.00 V(rms), 43Hz sine wave output is converted to
a 30 mA(rms) bias current through the sample using a total bias
resistance of 100 Ω. The transverse Hall resistivity is measured through
an SR554 transformer preamplifier with 500� amplification to provide a
good “noise matching” to the sample impedance.

The Hall resistivities at a series of temperatures for Ni–Mn–In sample
D are shown in Figure 4a, where we used the asymmetric components of
the raw experimental data ρyx Hð Þ ¼ 1

2 ρexpyx þHð Þ � ρexpyx �Hð Þ� �
to subtract

the magnetoresistance (which is typically an even function of the applied
magnetic field).[41]

Using the expression for Bz and Ms, the Hall resistivity can be
rewritten as

ρLFyx ðHÞ ¼ ðR0μ0ð1þ χ1ð1�NÞÞ þ Rsμ0χ1ÞH; when H 	 NMs ð2Þ

and

ρHF
yx ðHÞ ¼ ðR0μ0ð1þ χ2ð1�NÞÞ þ χ2Rsμ0ÞHþ R0μ0Msð1�NÞ

þRsμ0Ms ; when H > NMs: ð3Þ

At temperatures where the Hall resistivity versus field shows a
saturation behavior or a change of slope, Rs and R0 can be obtained from
the intercept and slope of a linear fitting of ρHF

yx ðHÞ at high fields, using the
susceptibilities of χ2 measured separately from M versus H curves.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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