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Abstract. We report on the spatiotemporal dynamics of dislocation avalanches (crystallographic slip) in
gold microcrystals with different orientations and also different initial dislocation densities. It is found that
the size-integrated averaged velocity profiles have both orientation-dependent and initial-microstructure-
dependent peak velocities and velocity decays. With increasing symmetry and apparent strain-hardening
rate, the peak velocities decrease and the velocity of the average shape profile decays more slowly with time.
These experimental results indicate the material-specific nature of collective dislocation rearrangements
that underlie slip events with a net magnitude of a few to several hundred Burgers vectors in the studied
microcrystals. Furthermore, we point toward sensitivity to filtering details that may significantly affect

conclusions when comparing experiment with theory.

1 Introduction

The evolution of complex systems in response to an
external stimulus is a broad topic including many
nonequilibrium phenomenon such as earthquakes, snow
avalanches, relaxation of glasses, magnetic Barkhausen
noise, or the discrete evolution of strain during plastic
deformation [1,2]. The latter has a long history, with
early observation of discontinuous stress—strain behavior
of pure hep crystals by Becker and Orowan [3], or
Tinder and Trzil [4]. These observations stand out, as
they highlight the intermittency of plastic flow directly
via the observation of extension measurements. Other
methods that have indicated the discontinuous evolution
of the underlying dislocation structure in a deforming
crystal are acoustic emission (AE) measurements [5,6]
or time-resolved diffraction [7]. In particular, the AE
technique has been employed intensely in the context of
crackling noise emitted by metallic materials that exhibit
dynamic strain aging [8-11].

While initial AE measurements focused on the relation-
ship between dislocation mechanisms and the character-
istics of AE-pulses [12-14], a statistical analysis of pulse
energies from creeping ice crystals highlighted the scale-
free nature of the underlying plastic fluctuations [5,6].
Such a finding was indeed remarkable, as it suggested
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that plastic flow is free of scale, which means that the
intermittently occurring collective dislocation events lack
a well-defined mean of the observed quantity. With the
advent of well-controlled small-scale mechanical testing,
intermittent flow was routinely observed [15-17] and the
scale-freeness derived from AE experiments was confirmed
with the direct analysis of strain discontinuities [16,18].
Capturing the scaling properties of plastic strain bursts
has since then received considerable attention from the
community of nonequilibrium critical phenomena [19-21].
In these works, efforts are dedicated to the interpretation
and understanding of how collective dislocation events
that mediate crystallographic slip, often referred to as
dislocation avalanches, are triggered by the evolving three-
dimensional network upon which a far field stress acts
as a driving force. The most prominent models that are
currently discussed are a mean-field (MF) model [22,23]
in which the dislocation system is undergoing a repeated
pinning-depinning transition and a model that relies on
the evolving network that jams and unjams via sudden col-
lective rearrangements [24-26]. The core of these activities
is dedicated to quantifying and predicting how some prob-
ability of an event of size S evolves as a function of event
size, where some form of power-law scaling P(S) oc S77
is the recurring theme. Attention must be paid to the
type of probability distribution when comparing 7 with
a given theoretical model. In the particular case of MF
depinning, 7 = 1 for a stress-integrated complementary
cumulative distribution function (CCDF), and 7 = 0.5
in the case of a stress-binned CCDF [23]. In the case of
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jamming—unjamming, 7 is not predefined to a given value
but is nontrivial and lower than in the case of MF [26].

The aforementioned debate is primarily driven by the-
ory and modeling, whereas our own efforts have attempted
to contribute via systematic experimentation so as to
scrutinize proposed models [27-33]. Our experiments that
trace not only event sizes but also their time-resolved
velocity profiles have revealed both agreement with MF
[27-30] and deviations from the universally predicted
exponents [32,33]. More specifically, we recently reported
that lattice type (fcc versus bee) can affect the dynamics of
avalanches quite distinctly, where average shape functions
seem to deviate away from universal MF exponents in a
bee Nb microcrystal [33]. Based on this insight, we became
increasingly interested in identifying material parameters
or microstructural details that can underscore the nonuni-
versal dislocation avalanche dynamics, which is the main
objective of this paper.

In this particular contribution, we expand our experi-
mental insights into how the average dynamics of dislo-
cation avalanches (slip events) behaves statistically when
the crystal orientation is varied, or when one particular
orientation is cold-rolled prior to assessing the avalanche
dynamics. We find that both orientation and initial defect
density of the crystals affect the average shape profile of
the traced avalanches, suggesting that a very material-
specific and thus nonuniversal process is taking place.

This article begins in Section 2 with outlining some
subtle aspects of the data analysis and experimental fea-
tures, which is shown to be crucial when evaluating the
time-resolved traces of spatio-temporal avalanche dynam-
ics. While Section 2 is long in comparison to the results
section, we emphasize that the key findings of this arti-
cle focus on orientation and predeformation effects on the
avalanche shape functions. However, given the importance
of subtleties in the denoising methods used when investi-
gating velocity profiles, Section 2 is intended to give a
solid foundation for the subsequently displayed results.
Section 3 presents and discusses the results obtained from
deformation experiments on Au microcrystals with a load-
ing axis oriented along (123), (011), (111), and (001),
respectively. We specifically pay attention to the velocity-
profile shapes of differently oriented microcrystals, and
also how these change in response to predeformation
of the as-received bulk crystals. Our main insights are
summarized in Section 4.

2 Experimental

2.1 Samples and experimental technique

The samples used in this study were cylindrical Au micro-
crystals with nominally 2 ym diameter and 6 pm height
created by annular focused ion beam milling from bulk sin-
gle crystals of several orientations. The orientations used
were (123), (011), (111), and (001). To examine the effects
of predeformation, the (011)-oriented crystal was cut into
multiple sections, with one being left as-grown, one rolled
to a 30% reduction in thickness, and one rolled to a 75%
reduction in thickness, followed by grinding/polishing and
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etching to produce a generally flat surface unaffected by
deformation from polishing. The other crystals were all
used in the as-grown state and are of equivalent origin as
the Au crystals in our previous studies [31-33].

The microcrystals were compressed using a TI-950
Triboindenter with Performech controller equipped
with a flat punch tip under closed-loop displacement con-
trol. The used load function had a nominal displacement
rate of 60 nm/s and data acquisition rate (DAR) of 16
kHz. All microcrystals were compressed to an engineer-
ing strain of 20-25%, with 9-14 microcrystals tested per
data set. Details on the experimental approach can also
be found in reference [33].

2.2 Wiener filtering and event extraction

The raw displacement—time data acquired from the
nanoindenter is generally noisy due to the extreme sen-
sitivity of the system, with typically subnanometer vari-
ance. In addition to noise due to the system sensitivity,
the requirement of high DAR in order to properly trace
the rapid slip events prevents us from averaging across
longer time periods to reduce noise in the raw data, an
otherwise generally effective method.

As we are analyzing the velocity, i.e., the time deriva-
tive of the displacement, it is important that this noise is
minimized by filtering to ensure that it is not excessively
amplified while taking the derivative. Previous work used
a simple low-pass finite impulse response (FIR) filter to
smooth the raw displacement data [33], which was reason-
ably effective due to the noise components being dominant
at higher frequencies. However, more optimal filtering was
desired. Wiener filtering, a frequency-domain filter based
on the estimated signal-to-noise ratio at each frequency,
had previously been used successfully for smoothing of
event profiles in Barkhausen noise [34], so this was chosen
as the new smoothing method.

Wiener filtering was implemented following the method
outlined in Numerical Recipes (Chap. 13.3) [35]. The
full displacement—time trace for a given test was taken
as the raw data, with Matlab’s implementation of the
fast Fourier transform (FFT) function used to transform
it into the frequency domain. This gives the corrupted
frequency-domain signal C'(f). The squared complex mod-
ulus |C(f)]? gives an estimate of the power spectral
density (PSD) of the data. In the presence of noise, this
is approximately the sum of the PSD of the signal S and
the noise N, ie., |C(f)|> = [S(f)I> + IN(f)|? [35]. The
Wiener filter coefficients ¢(f) are calculated as ¢(f) =
IS(HIZ/US(H)? + IN(f)]?) . We thus need to obtain val-
ues of |S(f)|? and |N(f)|?, which are estimated as smooth
functions of frequency.

Figure 1 shows the PSD estimate of a zero-drive-rate
test in elastic contact with one of the microcrystal sam-
ples. Note that this single-sided PSD does not go all the
way to the nominal Nyquist frequency of 8 kHz for a
DAR of 16 kHz. This is due to a feature of how the used
Performech™ controller acquires data, where it polls the
transducer at a rate of 78 kHz, and then averages across
an integer number of internal data points to produce
the requested DAR as external output. This causes the
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Fig. 1. Single-sided PSD of depth—time data from a stationary
noise test in elastic contact with an (001)-oriented sample.

available DARs to be quantized when high rates are
desired. For this work, the nominal DAR of 16 kHz results
in an actual DAR of 78/5 = 15.6 kHz.

In such a stationary noise test, the true signal com-
ponent is expected to be zero, which is exemplified in
Figure 1 and describes the behavior of |N(f)|? generally
observed in our tests. The noise is very close to “white”
noise, i.e., constant power at all frequencies, with the sub-
tle characteristic of a linear slope visible in the data. This
motivates the use of an exponential function fitted to the
top of the noise envelope as the smooth model of [N (f)|?,
i.e., a straight line on a semi-logarithmic plot.

Figure 2 shows this model fitted to the PSD of one
of the tested (111)-oriented microcrystals. The frequency
range used to fit |[N(f)|? for all tests in this work was
Ny /4 to Ny, where Ny is the Nyquist frequency, i.e., the
maximum frequency displayed on the single-sided PSD
plot. It is easily visible that at low frequencies the raw
signal PSD rises well above the extrapolated noise floor.
This is consistent with the expected behavior, given the
significantly linear (i.e., low-frequency) displacement—time
behavior of the displacement-controlled tests.

Having obtained our model of | N (f)|? as a smooth func-
tion of frequency, we now model the raw signal PSD at
low frequencies as a smooth function in order to calculate
IS(H)? = [C(f)I? — N(f)|?. If the raw PSD is plotted on
a log—log scale, it becomes clear that at low frequencies
the PSD scales as a power-law with frequency, i.e., fol-
lows a straight line on the log-log plot. Figure 3 shows
the PSD of the same test shown in Figure 2, now on a
log—log scale with the fitted power-law signal model. The
frequency range used to fit |C(f)|? for all tests in this work
was 0 to Ny /4.

Having obtained these smooth models, we can now
caleulate 6(f) = (IC()? — IN(f)R)/IC(F), approxi
mately equivalent to the original formula of ¢(f) =
IS(HIZ/US(HI? + IN(f)|?). At any frequency where the
filter coefficient would be less than zero (i.e., where the
noise model is greater than the signal model), it is set
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Fig. 2. Single-sided PSD of depth-time data from a microcrys-
tal sample test with noise fit.
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Fig. 3. Single-sided PSD of depth—time data from the same
microcrystal sample test shown in Figure 2 with signal fit.

to zero. The filter coefficients are calculated in a range of
frequencies from 0 to Ny. The full set of coefficients is sym-
metric about the Nyquist frequency, so this first section
is flipped and appended to itself (matching the frequency
ordering used in Matlab’s implementation of the FFT).
Note that neither of the smooth models can be evaluated
at f = 0. At that frequency the filter coefficient is directly
set to 1, as the models imply that the signal should be
highest there and the noise should be negligible relative
to the signal.

To calculate the smoothed depth—time data, we mul-
tiply the initial frequency-domain signal values C(f) by
the corresponding filter values ¢(f) at each frequency and
take the inverse Fourier transform of the result. This gives
a time-domain signal, typically with some small imaginary
components. These imaginary components are dropped,
although they serve as a sanity check for the performance
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Fig. 4. Raw versus smoothed depth—time data during a slip
event using Wiener filtering and FIR filtering with a cutoff
frequency F. of either 0.2 or 0.05.

of the filter — if they are too large, the filter is not perform-
ing well. Typical values in these tests are for all imaginary
components of the filtered time-domain signal to be under
a magnitude of 10~%. Figure 4 compares a section of raw
depth—time data with the smoothed data from a deform-
ing Au(111) microcrystal, using both the Wiener filtering
method and denoising via a FIR filter, the latter of which
will be addressed later in this manuscript. It is noted
that the variations between the filtering methods are not
significantly apparent from Figure 4, but we will later
show how strong differences emerge when constructing the
velocity—time data via a derivative.

Roughly 60 data points must be removed from both
the beginning and the end of the smoothed data set
due to the presence of spurious filtering-induced oscilla-
tions (edge effects). Since this smoothing is done to the
entire curve at once, the data to be smoothed can be
selected to ensure that the removed data points are not
in important parts of the displacement—time curve. The
longest possible sample is best, as an increased number of
data points improve the frequency resolution of the FFT.
However, it is important to exclude the “initial contact”
and “final unloading” sections of the displacement—time
curve, as making or breaking elastic contact of the tip
with the microcrystal sample tends to generate large-
amplitude (but low-force) displacement oscillations that
are not present during the actual test and which can
interfere with the filter calculations if included.

While this filtering method works excellently for the
data sets used here and could theoretically be applied to
any similar data set, it should be noted that there are
conditions where it can perform poorly. The DAR must
be high enough to ensure that there is a significant por-
tion of the raw depth-time PSD that is dominated by
the high-frequency noise background, with minimal signal.
Similarly, if the drive rate is increased for a given DAR, for
sufficiently high rates the signal component will be signif-
icant at frequencies approaching the Nyquist frequency,
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preventing an accurate estimate of the noise threshold
in that experiment and reducing the effectiveness of the
filter. In such cases, an alternate filtering method such as
wavelet-based filtering or the previously used FIR filtering
with manually determined parameters would likely have
better performance.

Having produced the smoothed displacement—time data
using Wiener filtering, the event velocity—time profiles,
event extents, and other event parameters are calculated
from the smoothed data as described in reference [33].

2.3 Frequency analysis of indenter system

During previous research [33], the question was raised
as to whether the mechanical resonances of the indenter
system (previously shown to behave as a damped har-
monic oscillator [31]) might interfere with the behavior of
intermittent flow via oscillations induced by the sudden
acceleration(s) occurring during a given slip event.

To investigate this possibility, we used Welch’s method
to obtain PSD estimates of velocity—time data from sev-
eral different test conditions. The velocity—time data was
calculated directly from the raw displacement—time data
using a two-point difference method to eliminate any effect
of data filtering. The velocity was examined rather than
the time because this amplifies any potential resonance
effects that are present. This analysis method follows the
technique described in the thesis of McFaul [36]. Perform-
ing the same analysis on the raw displacement-time data
shows the resonance peaks less distinctly, or not at all. All
tests had a nominal DAR of 16 kHz. As specified in the
legend of Figure 5, some tests were conducted in displace-
ment control, while others were in open-loop control (no
feedback). The “air indent” test was conducted with the
transducer tip out of contact with the sample, while the
“Au(001)” tests were conducted in contact with a micro-
crystal sample of the specified orientation. The noise tests
had a nominally zero drive rate, while the sample tests
had a finite drive rate (60 nm/s for displacement control,
50 uN/s of electrostatically applied force without feedback
corrections for open-loop control).

The PSD data shown in Figure 5 exists for frequencies
up to the Nyquist frequency, but the curves become indis-
tinguishable above a frequency of 1200 Hz due to noise
amplification in the unfiltered velocity. Here, we focus on
the lower frequency region where interesting differences
are seen. In the air indent noise test, a broadened oscil-
lation peak is seen in Figure 5a (with the PSD rising
above that of the in-contact noise test) near or slightly
above ~140 Hz, which is the mechanical resonance fre-
quency of the transducer by itself [31]. However, this
peak is not seen in the other test conditions, which are
all in elastic contact with a microcrystal sample. While
in contact, the transducer is elastically coupled to the
sample, which is much stiffer than the indenter support
springs. The stiffness values are ~360 N/m for the sup-
port springs and ~1.0 x 10* N/m for the microcrystal
sample, with the former from reference [31] and the lat-
ter calculated from the force/displacement slope of elastic
unloading curves. Thus, in the elastically coupled sys-
tem, the stiffness is dominated by the stiffness of the
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Fig. 5. (a) Unfiltered velocity PSDs in various test conditions.
(b) and (c) Zoomed views of part (a). See text for details.

microcrystal. Similarly, the mobile mass of the transducer
is 0.445 g, dominating the mass of the coupled system.
In both the transducer and the sample, the damping is
minimal, resulting in a calculated resonance frequency
21wy = v/ K/m of ~750 Hz for the coupled system. In
the open-loop sample test, we do in fact find a broadened
resonance peak at this frequency, as shown in Figure 5b.
For the in-contact noise test no peak is seen, presumably
because no major accelerations were present to induce
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harmonic oscillation, while in the sample tests almost
impact-like accelerations occur as the intermittent flow
starts and stops.

Importantly, in the displacement-controlled sample test,
this peak is broader, relatively weaker (with the peak
mostly visible in the locally increased maximum ampli-
tude of the fluctuations), and shifted to slightly higher
frequencies (~775-875 Hz), as shown in Figure 5c¢. This
implies that any mechanical resonance effects will be
diminished in displacement-controlled tests (such as those
used in this paper) relative to the open-loop case, if they
are present. For a more detailed analysis of the open-loop
case, see [37].

There is also a narrow peak appearing near a frequency
of 465 Hz. This appears to be an effect from the measure-
ment electronics, as the peak is present in both physical
test conditions and both control modes, which is evidence
against a mechanical or control-mode-based resonance. In
Figures 2 and 3, a similar peak is visible around 2 kHz.
This peak is not analyzed further, as it is in the frequency
range that is entirely removed by the Wiener filtering.
The ~465 Hz peak is also visible in Figures 2 and 3 on
close inspection, but its amplitude is low relative to the
strong signal component, so any effects are assumed to be
minimal.

3 Results and discussion

3.1 Microcrystal flow stress and strain hardening

Depending on orientation, the force—displacement curves
produced from the microcrystal tests show a very repro-
ducible trend of apparent hardening with strain. Figure 6a
shows an example force—displacement curve from a test on
a (111)-oriented Au microcrystal, that being one of the
orientations with a distinct apparent hardening slope.

However, the force—displacement data by itself is not
directly comparable between orientations, due to the
Schmid-factor effect on the resolved shear stress and
shear strain. In addition, there is noticeable sample-to-
sample variance between the flow curves of the microcrys-
tals within a given sample set (a well-established trait
of micro-compression testing [15,38,39]). To account for
these effects and to give a more accurate overview of the
stress—strain behavior of the different microcrystal sam-
ple types, Figure 6b shows a resolved shear-stress versus
resolved shear-strain plot averaged across all samples of
each type (9-14 samples per data set, see Sect. 2.1). The
pristine crystals all show an initial flow stress of ~32 MPa,
significantly higher than the bulk single-crystal critical
resolved shear-stress of 0.9 MPa [40] due to the size effect
on strength [15].

The predeformed (011)-oriented samples show very
little apparent hardening during deformation of the micro-
crystals, similar to the pristine (011)-oriented samples
(which reach a “steady-state” flow stress almost imme-
diately after deformation begins). However, the micro-
crystals made from the predeformed bulk material do
show a significant effect of the increased initial dislocation
density on the steady-state flow stress, increasing from
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Fig. 6. (a) Force—displacement plot from an Au(111) micro-
crystal test showing strain hardening, with inset showing a
deformed Au(111) sample. (b) Plot of mean resolved shear
stress versus resolved shear strain for all sample sets used in
this work.

~41 MPa with no rolling to ~54 MPa at 30% reduction
and ~71 MPa at 75% reduction. The obtained numbers
of the predeformed orientation do not quite follow a trend
according to Taylor hardening, as there the increase in
strength is proportional to the square root of the disloca-
tion density, with the latter generally being expected to
increase much more rapidly at low deformations [41]. This
can potentially be rationalized using a hardening model
proposed by El-Awady, which expresses the strength as
a sum of a forest hardening contribution and a source
strengthening contribution [42]. In this model, below a
size-dependent critical dislocation density, the strength no
longer follows the bulk trend of o AS'S (where A is an
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empirical constant), instead staying roughly constant for
a range of approximately two orders of magnitude in p.
The scaling is predicted to change further for even lower
values of p, but this requires dislocation densities so low
that they are likely experimentally inaccessible. If the ini-
tial dislocation density in the here tested as-grown crystal
was in this critical region, the increase in microcrystal
strength from the initial (larger) jump in dislocation den-
sity could plausibly be lower than from the following
(smaller) jump in dislocation density. Such a hypoth-
esis could be corroborated in more quantitative detail
by direct TEM investigation of the dislocation density
in the bulk (011)-oriented crystals and/or the deformed
microcrystal samples themselves.

It can also be seen in Figure 6b that of the two
high-symmetry orientations having a well-defined, non-
negligible apparent strain-hardening rate, it is the (111)-
oriented samples that have the highest strength increase
per unit strain. This is fairly consistent with results
from bulk single-crystal testing [43,44], with the high ini-
tial hardening rates in the (111) or (001) orientations
generally attributed to the continuous formation of ses-
sile dislocations by reactions between glide dislocations
on intersecting active slip systems with the appropriate
relative orientations. In other crystal orientations, such
consistently high hardening rates are generally not seen
until the end of stage I “easy glide” deformation, which
can be significantly extended in small-scale samples [45].

3.2 Sensitivity of size—velocity scaling to filtering

Force—displacement data as shown in Figure 6a is ana-
lyzed with respect to the time-resolved velocity profile
of each individual force—displacement discontinuity. In
any discussion of peak velocities or velocity profiles dur-
ing intermittent flow, it is important to note that these
quantities can be sensitive to the precise filter details.
With FIR filtering, it is up to the user to define the fil-
ter parameters, particularly the cutoff frequency F. (see
Ref. [33]). With Wiener filtering, optimal parameters are
automatically calculated based on the measured char-
acteristics of the data, so it might be expected to be
less subjective.

An easy illustration of this sensitivity is a plot of
measured event size versus measured peak velocity for dif-
ferent filters on the same raw data. All three data sets
displayed in Figure 7 use the raw Au(001) data that was
used in reference [33], and FIR filtering with F, = 0.2 was
the filter used there. While the event sizes are only neg-
ligibly affected, it can be easily seen that using Wiener
filtering results in a noticeable change in the size—velocity
scaling, particularly for low-size /low-velocity events where
the signal-to-noise ratio of the velocity measurement is
expected to be lowest. The primary effect stems from
changing the effective cutoff frequency F,, rather than
from changing the filter method, as using FIR filtering
with a reduced F, = 0.1 produces essentially identical
results when compared to Wiener filtering of this data set.

It appears that the cutoff frequency used for the Au
data in reference [33] is not in precise agreement with
the Wiener filtering methods, allowing more noise to pass
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through into the smoothed displacement data. While it
may be tempting to decrease F further to continue reduc-
ing noise in the data, this will increase the degree to which
the smoothed depth—time data pulls away from the raw
data (visible in Fig. 4). If we track the distribution of
root-mean-square (RMS) error values between raw and
smoothed depth data within individual events, we find
that decreasing F,. from 0.1 to 0.05 increases the aver-
age RMS error (averaged across all events) from 0.447 to
0.538 nm, the skewness of the RMS error distribution from
2.56 to 4.72, and the kurtosis from 20.5 to 42.0. These
values are numerically expressing the differences in the
distributions seen in Figure 8. Given that the Wiener filter
is based on a quantitative estimate of the signal-to-noise
ratio, we choose to use it as a limit for the “harshness” of
the smoothing, and therefore do not consider F, = 0.05
further.

While the difference in power-law scaling between peak
velocity and event size is noticeable, it is not massive
relative to the calculated variance of the scaling expo-
nents. The value of the size—velocity scaling exponent
found in reference [33] (with 95% confidence interval) was
0.656 4+ 0.076, while the value found using the Wiener
filtering is 0.738 + 0.077. Thus, the two values are only
barely outside of each other’s confidence intervals. How-
ever, it should be noted that the Wiener-filtering value
of the scaling exponent is even further away from the
MF T-predicted value of 0.5 [23,46].

3.3 Size-binned velocity profiles and scaling collapse

As was also described in reference [33], MFT predicts
that averaging event velocity profiles across narrow bins
of event size should produce self-similar mean profiles, col-
lapsing onto each other when rescaled with respect to
the central size value of each bin. Interestingly, it was
found that while the MF T-predicted scaling value of $~0-5
(where S is the central bin size) produced a good collapse

frequencies.
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=
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- 1200
8
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8 800
[}
600 -
400
200
0+ T T =
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Fig. 9. Size-binned mean velocity profiles in Au(001) micro-
crystals with time and velocity scaled by a factor of S7%%
where S is the central bin size. Shaded areas are 95% confi-
dence intervals for each curve. Note the lack of collapse (curves
are not overlapping each other).

with FIR filtering and F. = 0.2, Wiener filtering pushes
the measured size—velocity scaling further away from an
exponent of 0.5. As a consequence, a collapse with S50
no longer produces good agreement between the collapsed
velocity profiles when using on the same raw Au(011)
data, which is shown in Figure 9. This filtering-induced
shift appears to be unrelated to the potential mechanical
resonance effects discussed in Section 2.3.

However, the velocity profiles can, in fact, still be shown
to be self-similar; it is the scaling factor for the collapse
that has changed. Empirically, as stated in Section 3.2, we
found that under the Wiener filtering, the peak velocities
scale with event size as Vigp ~ SO738F0077  Ag a good
approximation, we therefore alter the scaling factor for
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Fig. 10. Size-binned mean velocity profiles in Au(001) micro-
crystals with time scaled by a factor of S™%2° and velocity
scaled by a factor of S7%7° where S is the central bin size.
Shaded areas are 95% confidence intervals for each curve. Note
the excellent collapse (curves are overlapping each other).

the velocity to S~%7 intended to rescale the peak veloci-
ties in each size bin to the same value. The scaling factor
for the time also needs to be altered. The plot of event
size versus duration (not shown) has less consistent scal-
ing than the plot of event size versus velocity, and it is
thus not ideal to calculate the exponent from the size—
duration scaling data. Instead, we empirically find that
the average velocity during an event, calculated as S/At,
has a strong linear correlation with the peak event velocity
(linear regression R? > 0.97 for all data sets used in this
work). Given that linear correlation, if the peak veloc-
ity scales with size as S%, the duration At should scale
with size as S/S% oc At oc S17, so we estimate that the
duration should scale with event size as At ~ $%25, and
therefore define the new time rescaling factor as S—02°.
Figure 10 shows the same size-binned mean velocity pro-
files with the empirical rescaling factors; it can easily be
seen that they now collapse very well onto each other.

3.4 Size-integrated velocity profiles and effects
of orientation

While the size-binning method can produce interesting
results, it is limited in that it requires the collection of
a very large amount of data to be feasible. Ideally, each
bin would both be as narrow as possible to ensure that
all events in the bin are very close to each other in size
and contain as many events as possible to ensure that the
averaged profiles are reliable and not strongly affected by
outliers. Particularly for larger events, this is experimen-
tally difficult to accomplish due to the increasing rarity of
events as the desired size increases [16,18,47,48]. This can
be seen in Figures 9 and 10, where the specified size bins
become significantly wider as the central size increases
(each bin radius was chosen to encompass at least 40
events).

Eur. Phys. J. B (2019) 92: 15
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Fig. 11. Size-integrated mean velocity profiles versus orienta-
tion in Au microcrystals.

Table 1. Fit parameters for the data shown in Figure 11.

Data set A B C R?

Au(123) 270 x 10°  1.36 x 10®  2.52 4+ 0.15  0.992
Au(011) 268 x 10° 197 x 10°  1.96 + 0.11  0.992
Au(111) 265 x 106  1.45 x 10*  1.28 £ 0.06  0.991
Au(001)  2.07 x 10°  6.24 x 10°  1.83 4+ 0.07  0.994

An alternate method of calculating averaged velocity
profiles is to rescale the velocity profile of each individ-
ual event by the time and velocity scaling factors, and
then average them together, in contrast to the size-binned
method where individual profiles are averaged together
and then rescaled. This allows for every event within a
large size range to contribute to the averaged profile, with
the combination of events across a large, continuous size
range suggesting the name of “size-integrated” velocity
profile.

In Figure 11, we use the S~%2° time-scaling factor and
S~0-75 velocity-scaling factor established in Section 3.3 to
produce size-integrated velocity profiles across an event
size range of 1.5-15 nm for all tested Au crystal orienta-
tions —(123), (011), (111), and (001). It should be noted
that if the MFT-predicted scaling factor of S~0- is used
instead of the empirically adjusted scaling factors, the
observed trends are qualitatively the same.

As the crystal symmetry increases, there is clearly a
general trend of decreased peak velocity and extended
decay time. In order to quantify this decay, the mean pro-
files are fitted using a function of the form Azexp(—Bz®),
with A, B, and C being fit parameters. The MFT-
predicted shape function for the velocity profiles had
the decay exponent C fixed at 2 [46,49,50], but we
found it necessary to allow it to vary freely in order to
obtain good fits to the observed profiles. This was articu-
lated in reference [33], with the important difference that
the Au(001) size-binned mean velocity profiles can pro-
vide good agreement with the MFT value of C' = 2 in
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linear fit.

closed-loop displacement-controlled tests when the FIR
filter with F, = 0.2 is used. It thus appears that the precise
details of filtering methods can significantly affect conclu-
sions when comparisons between experiments and theory
are made. Table 1 gives a summary of the results of the
nonlinear fits to the data in Figure 11.

Note that it is not the four-fold Au(001) orientation
that has the most extended velocity decay in Figure 11,
but rather the three-fold Au(111) orientation. This is con-
sistent with the fact that the Au(111) orientation had the
highest overall apparent strain-hardening rate in these
microcrystal tests, and that the decay exponent C was
found to have a good linear relationship with the over-
all apparent hardening rate (see Fig. 12). The estimates
of the apparent hardening rate are taken from the data
shown in Figure 6b. It is worth noting that in the two
high-symmetry orientations, out of the slip systems acti-
vated according to Schmid-factor calculations, each active
slip direction can be associated with two slip planes, i.e.,
it is possible for a dislocation to cross-slip from one active
slip plane to another one. In the lower symmetry orienta-
tions, each active slip direction is associated with a single
active slip plane, and cross-slip of an active dislocation
to another plane would cause said dislocation or disloca-
tion segment to experience a strongly reduced resolved
shear-stress and therefore restricted motion.

Our current hypothesis is that the increased propensity
for active cross-slip of dislocations in the high-symmetry
orientations leads to the extended velocity relaxation
seen in the mean velocity profiles. In lower symmetry
orientations, cross-slip can cause cessation of disloca-
tion movement and thus the halting of the event, while
in higher symmetry orientations the dislocations remain
active but may take an increasingly lengthy and convo-
luted path to their final destination, potentially increasing
the overall event duration and thus extending the velocity
relaxation as seen in the mean profiles.
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Fig. 13. Peak event velocity versus engineering strain in
Au(111) microcrystal samples at the time of the event.

Following earlier reports on strengthening of micro-
crystals [51-53], we expect that a significant evolution
of the dislocation structure, as qualitatively expressed
above, occurs prior to the point at which large amounts of
strain are generated (breakaway stress). This means that
the avalanche dynamics studied here can be regarded as
occurring in an environment of crudely approximated net-
work constancy, being in line with references [51-53] and
also the fact that the spatiotemporal dynamics traced here
are not seen to vary noticeably with plastic strain in the
microcrystals (see Fig. 13). The latter has been reported
earlier [27]. It is emphasized that this working assump-
tion only has validity if the apparent strain-hardening
slope evaluated earlier is not understood classically in the
sense that this strength increase per unit strain increment
originates from a continuously increasing network entan-
glement. Instead, we consider the limited source statistics
and its changes with strain as the determining factor
behind the dependence displayed in Figure 12.

As a toy model, we can therefore consider the activa-
tion of single-arm sources [54,55] that mediate the growth
of a given event via a repeated operation. Under the
assumption of slip being primarily driven by rotation of
single-arm sources, the number of immobile forest dislo-
cations that must be intersected per rotation is directly
related to the overall dislocation density in the crys-
tal. Consequently, for one full rotation of a single armed
source, one Burgers vector of slip is generated, but for
different dislocation densities a larger number of pin-
ning points is expected to decrease the mean deposition
rate of Burgers vectors per unit time, which is the prop-
erty contained in our average and peak velocity data.
If each intersection event delays the motion of the dis-
location by some finite time on average, then increasing
the dislocation density would be expected to increase the
duration of a slip event relative to its size and therefore
extend the velocity relaxation of the scaled mean profile.
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Table 2. Fit parameters for the data shown in Figure 14.
The label “red,” in the most left column refers to thickness
“reduction.”

Data set A B C R?

0% red 2.68 x 10°  1.97 x 105 196 + 0.11  0.992
30% red  2.51 x 10° 3.44 x 10° 1.72 4+ 0.08  0.992
5% red  2.09 x 10°  3.08 x 10*  1.39 £ 0.05 0.994

It should thus be possible to qualitatively examine this
by predeforming the bulk crystals to increase their ini-
tial dislocation density. The hypothesis is that the average
shape function should exhibit a reduction in peak velocity
and display a longer velocity decay due to predeformation,
which will be tested in the following section.

3.5 Effects of predeformation on size-integrated
velocity profiles

In order to investigate whether an increased density of
immobile “forest” dislocations had any effect on the mean
velocity profiles, two sections of the (011)-oriented Au
crystal were cold-rolled to a reduction in thickness of 30
and 75%, respectively. The mean velocity profiles of micro-
crystals produced from these bulk crystals are given in
Figure 14. As with the effect of orientation, there is a
clear decrease in peak velocity and extension of the veloc-
ity relaxation with increasing dislocation density, which
supports our expectation based on the correlation and
interpretation of the data captured in Figure 12. The
decay exponent decreases from 1.96 £ 0.11 in the pristine
state to 1.72 £ 0.08 after a 30% reduction, and decreases
further to 1.39 4 0.05 after a 75% reduction. Table 2 gives
a summary of the results of the nonlinear fits to the data
in Figure 14.

We find that there is a strong linear correlation between
the decay exponent C and the peak velocity in each mean
profile (as shown in the inset of Fig. 14). This is a nontriv-
ial result, as mathematically the peak velocity is nonlinear
in C, specifically scaling as Viyax = Ae /¢ (BC)~/ (the
analytical solution for the curve maximum). Therefore, in
order to produce this result, the data underlying the fitted
curves must have been best fit by values of A and B that
simultaneously changed in the manner required to produce
a linear correlation of the peak velocity with C. Such a cor-
relation is not found in the orientation-dependent mean
profiles, as there is a significant difference between the
decay exponent of the (111)- and (001)-oriented mean pro-
files but minimal difference between their peak velocities.
It would be interesting to see if this correlation is consis-
tent for further levels of predeformation in (011)-oriented
crystals, or if it exists for other orientations.

Given the distinct change in mean profile with increas-
ing predeformation, we thus conclude that the density of
dislocations (or of any other penetrable pinning points)
after the breakaway stress will affect the fine details of
the averaged spatiotemporally resolved slip dynamics.
This translates into a material-specific picture of so-called
avalanches and their dynamics in crystal plasticity. It
is noted that such a scenario means that the evolution
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the decay exponent C' and the peak value of the velocity for
each level of rolling reduction.

of the internal dislocation structure is insignificant in
comparison to the structural state present at the moment
when intermittency begins. This can only be regarded
as a special feature for the here tested microcrystals,
and we anticipate that a plastic strain dependence would
emerge in bulk crystals, if one were able to resolve the
here studied dynamics.

4 Summary

Tracing experimentally the dynamics of collective dislo-
cation rearrangements in gold microcrystals of various
crystallographic orientations, or with different preexisting
dislocation densities, reveals how average peak velocities
and average shape functions yield systematic trends. This
suggests to us that, similar as the non-trivial size-scaling
exponent [56], the dynamics of dislocation avalanches
(slip) is dependent on the microstructure present prior to
the onset of intermittent flow of the tested gold crystals.
In contrast, there is no evidence of a dependence on plastic
strain accumulated during a deformation experiment, as
the probed parameters do not, within the present fluctu-
ations, display any noticeable change during intermittent
flow, even when the apparent strain-hardening rates dif-
fer. Employing the established view of slip dominated by
the operation of single armed sources in microcrystals,
the results suggest that an increased density of pinning
points (here forest dislocations) reduces the average peak
velocity and also the velocity relaxation of slip. We finally
note that even though we have shown how some of the
fine details of the used data manipulation can affect the
numerical results, their quantitative trends appear to be
robust against such variations.
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