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Abstract. This paper focuses on the simulation of nonlocal wave propagations in un-
bounded multi-scale mediums. To this end, we consider two issues: (a) the design
of artificial/absorbing boundary conditions; and (b) the construction of an asymptoti-
cally compatible (AC) scheme for the nonlocal operator with general kernels. The de-
sign of ABCs facilitates us to reformulate unbounded domain problems into bounded
domain problems. The construction of AC scheme facilitates us to simulate nonlo-
cal wave propagations in multi-scale mediums. By applying the proposed ABCs and
the proposed AC scheme, we investigate different wave propagation behaviors in the
“local” and nonlocal mediums through numerical examples.
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1 Introduction

Nonlocal models have attracted much attention during the last decade owing to its po-
tentially promising applications in various disciplines of science and engineering, such
as the peridynamical (PD) theory of continuum mechanics, the nonlocal theory of wave
propagation, and the modeling of nonlocal diffusion process, see [4, 8, 22, 34, 39]. While
most existing nonlocal models are formulated on bounded domains with volume con-
straints, there are indeed situations in which models in infinite domains are more reason-
able, such as wave propagation in an exceedingly large sample.
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The PD model has been proposed for studying various processes including the dy-
namic fracture [7, 22]. An important feature of PD models is that it involves a horizon
parameter, which characterizes the interaction range of the medium. When the horizon
tends to zero, the PD models formally converge to local models, wherever the latter are
well-defined. In a multi-scale medium, the horizon might vary significantly within a con-
tinuum of scales. In this situation, the PD model could potentially couple together the
local and nonlocal models in different regions via heterogeneous localization [28].

In this paper, we consider the numerical computation of the following Cauchy prob-
lem of nonlocal wave equations

(∂2
t +Lγ)q(x,t)= f (x,t), x∈R, t>0, (1.1)

q(x,0)=ψ0(x), ∂tq(x,0)=ψ1(x), x∈R, (1.2)

where q(x,t) represents the displacement field, ψk(x) (k=0,1) are the initial values, f (x,t)
is the body force. The linear nonlocal operator Lγ (associated with γ) is defined as

Lγq(x)=
∫

R

[q(x)−q(y)]γ

(

y−x,
y+x

2

)

dy, (1.3)

where the kernel function γ is nonnegative and satisfies

γ(−α,β)=γ(α,β), ∀α,β∈R, and γ(α,β)=0, if |α|>δ>0. (1.4)

Note that the horizon δ is allowed to be variable. If γ depends on the second variable,
the nonlocal medium is spatially inhomogeneous.

The goal of this paper is to develop an efficient numerical scheme to compute the
solution of problem (1.1)-(1.2) confined into a local region of physical interest. We are
facing two difficulties:

• The simulations are implemented in multi-scale media. This necessitates us to
develop numerical schemes which should be consistent to both its local limiting
model (δ→0) and the nonlocal model itself (δ=O(1));

• The definition domain is unbounded. This necessitates the design of accurate artifi-
cial/absorbing boundary conditions (ABCs) to truncate the computational domain
and minimize the fictitious wave reflection from the artificial boundary.

In terms of the first difficulty, it is known that the simulations in multi-scale media
need to employ asymptotic compatibility (AC) schemes, a concept developed in [26, 27]
to discretize the nonlocal operator. One may also refer to review papers [5, 6]. For a
multi-scale model and its numerical simulation, the AC property is a key ingredient to
ensure that numerical solutions of nonlocal models converge to the correct local limiting
solution, as the mesh size tends to zero and the nonlocal effect diminishes. In this paper,
we allow the kernel to be heterogeneous [28] and the following diffusion coefficient

0<σ(x)=
1

2

∫

R

s2γ(s,x)ds<∞, (1.5)
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is well-defined in the whole definition domain. As δ → 0, the solution of the nonlocal
wave equation (1.1) will converge to the solution of local wave equation (2.3) under the
assumption (1.5) and some additional conditions [8,39]. We note that AC schemes for ra-
dial γ can be found in [9,26]. Extensions to the case involving a heterogeneous coefficient
but a constant horizon can be found in [25]. Analogous ideas to those in [25, 26] can be
used to discretize the one-dimensional nonlocal operator with general kernels, which is
presented here.

To overcome the second difficulty due to the unboundedness of the domain, we use
artificial boundary method (ABM) (see [17]) and review papers [11,14,31]) to work with a
truncated and bounded computational domain. For wave-like problems, these boundary
conditions are usually termed as ABCs or nonreflecting boundary conditions in the liter-
ature. The ABCs have been well studied for local PDEs, see [1,2,13,15,16,18,20,29,30,33].
Different from local problems, ABCs for nonlocal problems should in general be con-
structed on artificial layers rather than artificial boundaries due to the nonlocal interac-
tions. This feature presents additional complications [10, 36–38]. Wildman and Gazonas
[36] presented a perfectly matched layer approach for peridynamics in two dimensions.
Zhang et al. [37] proposed a class of approximate ABCs for one-dimensional nonlocal
heat equation by using Taylor and Padé expansions. Zheng et al. [38] achieved exact
ABCs for one-dimensional nonlocal heat equation by using the spatial Laplace trans-
form. Du et al. [10] designed accurate ABCs for two-dimensional semi-discretized wave
equations by applying the similar technique of potential theory. In this paper, we use the
fast recursive doubling algorithm (see the Appendix for details) to compute the ABCs for
the governing equation (1.1).

To simulate nonlocal wave propagations in unbounded multi-scale media, we first
introduce an AC scheme to discretize the nonlocal operator (1.3) with general kernels in
the same spirit of [25]. This leads to an infinite-dimensional ODE system. To derive the
ABCs, we apply the Laplace transform to transform the residual exterior problem into
the Laplace domain. By solving a second-order operator difference equation, we obtain
a linear mapping from artificial boundary points to ghost points. This mapping involves
a complex variable z=s2 due to the Laplace transform. By using the Cauchy integral the-
orem, we may reformulate the mapping as an integral formula, and employ the inverse
Laplace transform to derive a linear mapping expressed in the time domain. This linear
mapping can be taken as an ABC of generalized Dirichlet-to-Dirichlet type. The resulting
second-order ODE system with a finite degree of freedoms is then integrated out with a
Verlet-type time integrator.

The rest of this paper is as follows. We introduce an AC scheme for the spatially
nonlocal operator in Section 2. In Section 3 we construct a fast and accurate ABC, and
develop a Verlet-type temporal solver. In Section 4, three examples are reported to vali-
date the second-order accuracy and the AC property of the proposed numerical scheme.
In particular, we numerically investigate a wave propagation problem based on the non-
local wave equation (1.1) with a continuum of scales of horizon. We compare the differ-
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ent wave propagation behaviors in the nonlocal medium with δ=O(1) and the ”local”
medium with δ→0. We conclude this paper with a discussion in Section 5.

2 Asymptotically compatible approximation of nonlocal

operator

We use this section to discuss an AC scheme. Note that the nonlocal operator Lδ defined
as in (1.3) is a self-adjoint operator. This is due to the fact that, for all p,q∈C∞

0 (R), it holds
that

(p,Lγq)L2(R)=
1

2

∫

R

∫

R

[p(x)−p(y)][q(x)−q(y)]γ

(

y−x,
y+x

2

)

dydx.

Given a sequence of nonlocal operators Lγδ
parameterized by a parameter δ>0 with the

following kernel functions

γδ(α,β)=
1

δ3
γ
(α

δ
,β
)

, (2.1)

it is straightforward to verify that

(p,Lγδ
q)L2(R)=

1

2δ3

∫

R

∫

R

[p(x)−p(y)][q(x)−q(y)]γ

(

y−x

δ
,
y+x

2

)

dydx.

Formally, we are led to

lim
δ→0+

(p,Lγδ
q)L2(R)=

∫

R

σ(x)p′(x)q′(x)dy, σ(x)=
1

2

∫

R

s2γ(s,x)ds. (2.2)

The above arguments imply that under the scaling condition (2.1), the nonlocal operators
Lγδ

converge to a local self-adjoint operator Lγ0 defined by

Lγ0 q(x)=−∂x [σ(x)∂xq(x)] . (2.3)

We now consider the numerical discretization of Lγ. Let {xn}n∈Z be a sequence of
grid points with an equidistant grid size h. For all x∈R, we use the notation φx as the
standard hat function of width h centered at point x. Let us put

Fq(x,y,s)=
q(x)−q(y)

y−x
sγ

(

s,
y+x

2

)

.

According to the definition (1.3), it holds that

Lγq(x)=
∫

R

Fq(x,y,y−x)dy. (2.4)

We first approximate the function Fq(x,y,s) with its linear finite element interpolation
with respect to the y variable, namely,

Fq(x,y,s)≈ ∑
m∈Z

φxm(y)Fq(x,xm,s)≡Fh
q (x,y,s).



Q. Du, J. Zhang and C. Zheng / Commun. Comput. Phys., 24 (2018), pp. 1049-1072 1053

The spatial discretization of the nonlocal operator Lδ is then derived by replacing Fq in

(2.4) with Fh
q :

Lh
γq(xn)=

∫

R

Fh
q (xn,y,y−xn)dy

= ∑
m∈Z

∫

R

φxm(y)Fq(xn,xm,y−xn)dy

= ∑
m∈Z

∫

R

φxm(y)
q(xn)−q(xm)

(m−n)h
(y−xn)γ

(

y−xn,
xn+xm

2

)

dy

= ∑
m∈Z

∫

R

φ(m−n)h(s)
q(xn)−q(xm)

(m−n)h
sγ

(

s,
xn+xm

2

)

ds

= ∑
m∈Z,m 6=n

∫

R

φ(m−n)h(s)
q(xn)−q(xm)

(m−n)h
sγ

(

s,
xn+xm

2

)

ds

= ∑
m∈Z

an,mq(xm), (2.5)

where we have put

an,m =















− 1

(n−m)h

∫

R

φ(n−m)h(s)sγ

(

s,
xn+xm

2

)

ds, m 6=n,

− ∑
m 6=n

an,m , m=n.

It is straightforward to verify that

an,m = am,n, n,m∈Z.

This implies that the discrete nonlocal operator Lh
γ is symmetric.

The above discretization is also asymptotically compatible. This can be verified when
the kernel function γ is compactly supported over a strip [−δ0,δ0]×R. In this case, if
δ≤h/δ0, a direct computation shows that

Lh
γδ

q(xn)= ∑
m=n±1

∫

R

φ(m−n)h(s)
q(xn)−q(xm)

(m−n)hδ3
sγ

(

s

δ
,
xn+xm

2

)

ds

=
q(xn)−q(xn+1)

h2δ3

∫ h

0
s2γ

( s

δ
,xn+ 1

2

)

ds− q(xn−1)−q(xn)

h2δ3

∫ h

0
s2γ

( s

δ
,xn− 1

2

)

ds

=
σn+ 1

2
(q(xn)−q(xn+1))

h2
−

σn− 1
2
(q(xn−1)−q(xn))

h2
,

where we have set

σn+ 1
2
=σ(xn+ 1

2
), n∈Z.
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This implies that the discrete nonlocal operator Lh
γδ

reduces to a second-order centered
difference approximation for the limiting local diffusion operatorLγ0 . We remark that the
above analysis of AC property works only for the nearest neighbor case, one can see the
proof in [26] for cases with multiple interaction neighbors as well. Additional discussions
in the multidimensional space can be found in [9].

We now consider how to model the kernel function γ(α,β) by taking α=x−y and β=
x+y

2 . The first parameter α measures the distance between two location points, while the
second parameter β relates to a reference point. Let H= H(α) be a reference interaction
function satisfying

H(−α)=H(α),
1

2

∫

R

α2H(α)dα=1.

We can then set the kernel function as

γ(α,β)=
σ(β)

ζ3(β)
H

(

α

ζ(β)

)

, (2.6)

where ζ(β) measures the local horizon and σ(β) is actually the limiting diffusion coeffi-
cient function.

To compute an,m with m 6=n, let us set

k= |n−m|, ζ= ζ

(

xn+xm

2

)

, σ=σ

(

xn+xm

2

)

.

A direct computation shows that

an,m =− 1

kh

∫

R

φkh(s)sγ

(

s,
xn+xm

2

)

ds

=− 1

kh

∫

R

φkh(s)s
σ

ζ3
H

(

s

ζ

)

ds

=− σ

khζ

∫

R

φkh(ζs)sH(s)ds.

Note that
∫

R

φkh(ζs)sH(s)ds=
∫ kh/ζ

(k−1)h/ζ

ζs−(k−1)h

h
sH(s)ds+

∫ (k+1)h/ζ

kh/ζ

(k+1)h−ζs

h
sH(s)ds.

The simplest constant type kernel is taken for example as:

H(α)=χ[−1,1](α).

Thus, the coefficients an,m (n 6=m) are calculated as

an,m =−hσ
(

xn+xm
2

)

ζ3
(

xn+xm
2

) ,

which reflect the variable horizon and diffusion. We refer to more discussions on AC
schemes in [9, 25, 26].
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3 Absorbing boundary conditions for discrete nonlocal wave

problems

When one wants to simulate the dynamical equation (1.1), the full-space problem is often
truncated by constructing suitable ABCs so that the solution at the boundary is not per-
turbed. This requires us to reformulate the problem on unbounded domain as an initial
boundary-value problem by introducing suitable boundary conditions.

To obtain ABCs, we make some additional assumptions on the initial data functions
and the kernel function of the problem (1.1)-(1.2):

A1: ψk(k=0,1) and f are compactly supported into a finite interval [xl ,xr];

A2: γ is compactly supported into a strip [−δ,δ]×R with δ≤ xr−xl ;

A3: γ is homogeneous in both [xr,+∞) and (−∞,xl], namely,

γ(α,β)=γL(α), β∈ (−∞,xl+δ/2],

γ(α,β)=γR(α), β∈ [xr−δ/2,+∞).

The functions γL and γR can be distinct. However, without loss of generality, in the
sequel we assume γL=γR=γ∞.

Let h=(xr−xl)/M be the spatial step size, and xn=xl+nh be the grid points. We now
introduce Ns =0, Ne =M, and

ck =







− 1

kh

∫

R

φkh(s)sγ∞(s)ds, k 6=0,

−∑m 6=0cm, k=0.

Note that c−k = ck, and for all k with |k|> L= [δ/h]+1, it holds that ck = 0. We have to
point out that, for the situation of the homogeneous kernel above, the discrete scheme
(2.5) reduces to the quadrature-based finite difference discretization of the formula (3.6)
developed in [26].

Now applying the spatial discretization scheme developed in the last section, we de-
rive a semi-discrete nonlocal wave problem as follows:

q̈n+ ∑
m∈Z

an,mqm = fn(t), t>0, (3.1)

qn(0)=ψ0(xn), q̇n(0)=ψ1(xn), (3.2)

where qn(t)≈q(xn,t) and fn(t)= f (xn,t). Due to the assumptions A1-A3, it holds that

fn =0, ψ0(xn)=0, ψ1(xn)=0, n<Ns or n>Ne,

an,m = cn−m, n>Ne or n<Ns, m∈Z.

We can decompose the semi-discrete nonlocal problem (3.1)-(3.2) into the following
three subproblems:
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• Interior inhomogeneous subproblem:

q̈n+ ∑
m∈Z

an,mqm = fn(t), Ns ≤n≤Ne, t>0, (3.3)

qn(0)=ψ0,n, q̇n(0)=ψ1,n, Ns ≤n≤Ne; (3.4)

• Left homogeneous subproblem:

q̈n+ ∑
|m|≤L

cmqn+m=0, n<Ns, t>0, (3.5)

qn(0)=0, q̇n(0)=0, n<Ns; (3.6)

• Right homogeneous subproblem:

q̈n+ ∑
|m|≤L

cmqn+m=0, n>Ne, t>0, (3.7)

qn(0)=0, q̇n(0)=0, n>Ne. (3.8)

None of these three subproblems are complete. However, we can manage to express
{qNs−l}L

l=1 with {qNs+l}L−1
l=0 through the left homogeneous subproblem (3.5)-(3.6), and

express {qNe+l}L
l=1 with {qNe−l}L−1

l=0 through the right homogeneous subproblem (3.7)-
(3.8). By taking these relations as ABCs of generalized Dirichlet-to-Dirichlet (DtD) type,
the interior inhomogeneous subproblem (3.3)-(3.4) becomes complete.

3.1 Reduced semi-infinite discrete nonlocal problem

Let us consider the following reduced semi-infinite discrete nonlocal problem

zun+ ∑
|m|≤L

cmun+m=0, n>0, (3.9)

un →0, n→+∞, (3.10)

where z∈C is a complex parameter. We introduce the following sequence space with a
bounded l2-norm:

l=
{

u={un}n∈Z : ‖u‖2 = ∑
n∈Z

|un|2<+∞
}

,

and its dense linear subspace

l0={u={un}n∈Z : ♯u<+∞}.

In the above, the symbol ♯ stands for the number of nonzero elements. We define the
linear operator T acting on l0 as

T u=

{

∑
|m|≤L

cmun+m

}

n∈Z

, u={un}n∈Z.
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Obviously, the operator T is symmetric and nonnegative. Let us denote by the same
notation T as its l2-extension to the sequence space l. Therefore, the spectra of T , denoted
by σ(T ), form a subset of R that lies on the right half real axis. Moreover, the spectrum
radius ρ(T ) is bounded by ∑|m|≤L |cm|.

Let us set
Un=[u(n−1)L+1,··· ,unL]

†, n≥0,

then the semi-infinite discrete nonlocal problem (3.9)-(3.10) can be rewritten into an equiv-
alent second-order matrix difference equation

zUn+AUn−1+BUn+A†Un+1=0, n≥1, (3.11)

Un→0, n→+∞. (3.12)

where

A=













cL ··· ··· c2 c1

cL ··· ··· c2

cL ··· ···
··· ···

cL













, B=













c0 c1 ··· ··· cL−1

c1 c0 c1 ··· ···
··· c1 c0 c1 ···
··· ··· ··· ··· ···

cL−1 ··· ··· c1 c0













.

We can rewrite Eq. (3.11) as

Un=A0Un−1+B0Un+1, n≥1; (3.13)

where
A0=−(z+B)−1A and B0=−(z+B)−1A†.

Prescribed U0, for all z 6∈σ(−T ), the matrix difference system (3.12)-(3.13) admits a unique
solution. By using the fast algorithm developed in the Appendix, the value of U1 is
uniquely determined by the value of U0 in a linear manner. Therefore, there exists a
linear transformation K=K(z) (see the derivative in (A.6)), which maps U0 to U1 as

U1=K(z)U0.

We remark that it is generally hard to express the matrix-valued function K(z) in a closed
form, but this operator can be efficiently computed for any prescribed z 6∈σ(−T ).

The operator-valued function K(z) is analytic in the complement of σ(−T ), and the
infinity point is actually a zero point. Given a smooth domain Ω such that s2(∂Ω) en-
closes the spectrum σ(−T ) and s2(Ω)∩σ(−T ) = ∅, by applying the Cauchy integral
formula we derive

K(s2)=
∮

∂Ω

K(ξ2)

s−ξ

dξ

2πi
, s∈C\Ω̄.

Let
∫

∂Ω
g(ξ)

dξ

2πi
∼

κ

∑
α=1

ωαg(ξα)
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be a suitably designed numerical quadrature scheme (such as trapezoidal or midpoint
rules in [35]) for the contour integral, where {ξα}κ

α=1 is the set of sampling points and
{ωα}κ

α=1 is the set of associated quadrature weights. We derive the following rational
approximation for the matrix-valued function K(s2) restricted to the domain C\Ω̄:

K̃(s2)=
κ

∑
α=1

ωαK(ξ2
α)

s−ξα
, s∈C\Ω̄.

Note that we need only to compute a finite number of values K(ξ2
α) to form the above

approximation, and this treatment can be performed in advance of the computation.

3.2 Truncated discrete nonlocal wave problem

Now performing the Laplace transform on the right homogeneous subproblem (3.7)-
(3.8), we have

s2q̂n+ ∑
|m|≤L

cm q̂n+m=0, n>Ne, (3.14)

q̂n →0, n→+∞. (3.15)

This is a special instance of the semi-infinite discrete nonlocal problem (3.9)-(3.10) with

z(s)= s2, un = q̂n+Ne .

Choosing the domain Ω appropriately and applying the result in the last subsection, we
derive an approximate DtD map in the Laplace domain as

[q̂Ne+1,··· ,q̂Ne+L]
† =

κ

∑
α=1

ωαK(ξ2
α)

s−ξα
[q̂Ne−L+1,··· ,q̂Ne ]

†.

Performing the inverse Laplace transform yields

[qNe+1,··· ,qNe+L]
†=

κ

∑
α=1

ωαK(ξ2
α)e

ξα t∗[qNe−L+1,··· ,qNe ]
†. (3.16)

Making the analogous treatment for the left subproblem (3.5)-(3.6), we derive

[qNs−1,··· ,qNs−L]
†=

κ

∑
α=1

ωαK(ξ2
α)e

ξα t∗[qNs+L−1,··· ,qNs ]
†. (3.17)

The formulas (3.16) and (3.17) express the values of qn in the ghost region

Ig=[Ns−L,Ns−1]∪[Ne+1,Ne+L]

via the values of qn in the absorbing region

Ia=[Ns,Ns+L−1]∪[Ne−L+1,Ne].
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The relations (3.16) and (3.17) can be taken as ABCs of generalized DtD type for the
interior inhomogeneous subproblem (3.3)-(3.4). Applying ABCs (3.16) and (3.17), we then
derive the following truncated nonlocal wave problem in the interior region Ii=[Ns,Ne]:

q̈n+∑an,mqm = fn(t), Ns ≤n≤Ne, t>0, (3.18)

[qNs−1,··· ,qNs−L]
† =

κ

∑
α=1

ωαK(ξ2
α)e

ξα t∗[qNs−L+1,··· ,qNs ]
†, (3.19)

[qNe+1,··· ,qNe+L]
† =

κ

∑
α=1

ωαK(ξ2
α)e

ξα t∗[qNe+L−1,··· ,qNe ]
†, (3.20)

qn(0)=ψ0,n, q̇n(0)=ψ1,n, Ns ≤n≤Ne. (3.21)

In the next subsection, we intend to design a Verlet-type solver for the above ODE system.

3.3 Verlet-type ODE solver

Let us denote

Kα=ωαK(ξ2
α), pn,α(t)= eξα t∗qn(t), n∈Ia, α∈ [1,κ].

Note that the functions pn,α satisfy the following ODE

ṗn,α= ξα pn,α+qn (3.22)

with the initial condition pn,α(0)=0.

Let us indicate tj = jτ as the j-th time point where τ is the temporal stepsize, and
introduce a new variable vn(t)= ∂tqn(t). We use the following notations to approximate
the relevant functions:

q
j
n ≈qn(tj), p

j
α,n ≈ pα,n(tj), v

j+1/2
n ≈vn(tj+1/2), j≥0.

The initial values are set as

q0
n =ψ0,n, n∈Ii∪Ig,

p0
n,α=0, n∈Ia, α∈ [1,κ],

v1/2
n =ψ1,n+

τ

2

[

fn(0)−∑an,mq0
m

]

, n∈Ii.

For all j≥0, to derive q
j+1
n , we first apply the following second order central difference

quotient approximation for the interior nodes:

q
j+1
n −q

j
n

τ
=v

j+1/2
n , n∈Ii. (3.23)
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It is known that the exact solution of (3.22) expresses as

p
j+1
n,α = eξατ p

j
n,α+

∫ τ

0
eξα(τ−s)qn(tn+s)ds.

Using the mid-point approximation for qn(tn+s) at s=τ/2, we derive

p
j+1
n,α = eξατ p

j
n,α+

eξατ−1

ξα

[

q
j+1
n − τ

2
v

j+1/2
n

]

, n∈Ia, α∈ [1,κ]. (3.24)

We then use the algebraic relations (3.19)-(3.20) to compute the values of q
j+1
n in the ghost

region:

[q
j+1
Ns−1,··· ,qj+1

Ns−L]
† =

κ

∑
α=1

Kα[p
j+1
Ns+L−1,α,··· ,pj+1

Ns,α]
†, (3.25)

[q
j+1
Ne+1,··· ,qj+1

Ne+L]
† =

κ

∑
α=1

Kα[p
j+1
Ne−L+1,α,··· ,pj+1

Ne,α]
†. (3.26)

To derive v
j+3/2
n , we use the following second order central difference quotient approxi-

mation for the interior nodes:

v
j+3/2
n −v

j+1/2
n

τ
= fn(tj+1)−∑an,mq

j+1
m , n∈Ii. (3.27)

Denote T the length of the time interval, and J = T/τ the number of time step.
The complexity of evaluating the Verlet-type algorithm (3.23)-(3.27) at each time-step is
O((Ne−Ns+2κ)L) operations. The total computational cost for the Verlet-type algorithm
is thus O(J(Ne−Ns+2κ)L) and the memory requirement is O(Ne−Ns+2κL) for storing
the solutions.

4 Numerical tests

The section above leaves two important issues which are worthy of further consideration.
The first one is how to select an appropriate contour ∂Ω. This issue is related to the sta-
bility of the truncated finite domain problem equipped with the approximate ABCs. The
second one is how to approximate the contour integral by applying suitable quadrature
scheme. This issue is related to the accuracy of the truncated problem. It turns out that
both issues are problem-dependent.

In all numerical tests, we use the following Talbot contour

(−π,π)→Γ θ→ ξ(θ)=µθcotθ+
2iνθ

π
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in the s-complex plane [21, 24]. Let T be the terminal time. Considering the spectrum
σ(−L) lies in the negative real axis and bounded by ∑|m|≤L |cm|, to ensure the stability,
we set

µ=
1

T
, ν=

√

2 ∑
|m|≤L

|cm|.

Given an even integer κ>0, the quadrature points and weights are then set as

θα=−π+
2πα

κ+1
, ξα = ξ(θα), ωα=

ξ′(θα)

i(κ+1)
, α∈ [1,κ].

One may also refer to discussions in [35] on Talbot’s method for the numerical inversion
of the Laplace Transform that consists of numerically integrating the Bromwich integral
on a special contour by means of the trapezoidal or midpoint rules. Furthermore, the
issues on how to choose the parameters that define the contour and the geometric con-
vergence rate are discussed.

For a typical kernel (2.6), for simplicity we always set the reference interaction func-
tion as a Gaussian function of the form

H(α)=4

√

103

π
e−10α2

.

Three numerical examples will be reported. We use the first two numerical exam-
ples to investigate the effectiveness of our approach from two perspectives: (a) the con-
vergence of numerical scheme to the governing nonlocal equation by refining h for any
fixed δ; (b) the asymptotic compatibility of numerical scheme by refining δ and h simul-
taneously, but keeping their ratio fixed. We use the third example to demonstrate the
performance of our numerical approach in multi-scale media. In this situation, the gov-
erning equation contains a continuum of scales which include both the nonlocal and the
asymptotically local media.

Example 4.1. We use this example to offer results of numerical simulations on the con-
vergence of the discrete schemes (3.23)–(3.27) with the functions of local horizon and
limiting diffusion coefficient given as

ζ(β)=δ, σ(β)=1.

The initial values are set as

q(x,0)= e−25(x−0.2)2
+e−25(x+0.2)2

, (4.1a)

qt(x,0)=50xe−25x2
. (4.1b)

In the numerical implementation, we set the computational domain as [−2,2]. Fig. 1
illustrates the numerical solutions up to T = 4 by setting δ = 0.5, 0.2, 0.1, 0.05, h = 2−8,
τ=10−3, and κ=200, 400, 800, 2000, respectively.
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(a) (b)

(c) (d)

Figure 1: Wave propagation for Example 4.1. The initial values are set as in (4.1). (a): δ= 0.5. (b): δ= 0.2.
(c): δ=0.1. (d): δ=0.05.

To investigate the quantitative accuracy of discrete scheme (3.23)-(3.27), we show in
Table 1 the L2-errors between the numerical solutions and the reference solutions, and
the spatial convergence order for various horizons δ=0.5,0.2,0.1. The reference solutions
are obtained by the pseudo-spectral method on a sufficiently large truncated definition
domain. A second order convergence rate can be observed.

Table 1: L2-errors and convergence orders at t=2 for Example 4.1.

h
∖

δ δ=0.5 order δ=0.2 order δ=0.1 order

2−3 1.28×10−1 – – 1.94×10−1 – – 2.25×10−1 – –

2−4 3.34×10−2 1.93 4.40×10−2 2.14 5.38×10−2 2.06

2−5 8.42×10−3 1.99 1.09×10−2 2.01 9.73×10−3 2.46

2−6 2.10×10−3 2.00 2.71×10−3 2.01 2.39×10−3 2.02

2−7 5.24×10−4 2.01 6.71×10−4 2.01 5.91×10−4 2.02

As mentioned earlier, the nonlocal operator (1.3) converges to the corresponding lo-
cal operator (2.3) in the distributional sense as δ → 0, see also the details in [8]. In the
following, we need to verify whether our numerical discrete scheme (2.5) admits the
asymptotic compatibility property. Namely, we need to check whether the numerical so-
lutions of discrete systems (3.23)-(3.27) converge to the correct solutions of the following
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local wave equation

∂2
t q=∂x(σ(x)∂xq)+ f (x,t), x∈R, t>0. (4.2)

To achieve this, we maintain the ratio δ/h = O(1) and consider the so-called “δ-
convergence” of our numerical scheme [3, 23]. In Table 2, we list the L2-errors between
numerical solutions and exact solutions of the limiting local wave equation. A second-
order convergence rate can be observed, which validates the asymptotic compatibility
property.

Table 2: L2-errors and δ-convergence orders between the numerical solutions of discrete scheme (3.23)-(3.27)
and exact solutions of local problem (4.2) by vanishing δ and h simultaneously at t=2.

h
∖

δ δ=h order δ=2h order δ=3h order

2−4 4.91×10−2 – – 5.66×10−2 – – 8.57×10−2 – –

2−5 1.25×10−2 1.98 1.43×10−2 1.91 2.28×10−2 1.91

2−6 3.12×10−3 2.00 3.59×10−3 1.99 5.76×10−3 1.99

2−7 7.80×10−4 2.00 8.98×10−4 2.00 1.44×10−3 2.00

2−8 1.94×10−4 2.01 2.24×10−4 2.00 3.60×10−4 2.00

2−9 4.80×10−5 2.03 5.54×10−5 2.01 8.95×10−5 2.01

Example 4.2. Different from Example 4.1, we consider a spatially inhomogeneous kernel
(2.6) with the following parameter functions (see Fig. 2)

ζ(β)=δ×[1+erfc(β)], σ(β)=1+e−3β2
. (4.3)

Note that the limiting local wave equation is also spatially inhomogeneous. The initial
values are the same as those in Example 4.1. We set the computational domain as [−2,2].
Fig. 3 illustrates the evolution of numerical solutions up to T=4 by taking δ=0.5, 0.2, 0.1,
0.05, h=2−8, and κ=50, 100, 200, 1000, respectively.

Figure 2: Kernel setting for Example 4.2. Left: plots of ζ(β) with δ= 1 and σ(β). Right: associated kernel
function γ(α,β) with δ=1.
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(a) (b)

(c) (d)

Figure 3: Wave propagation for Example 4.2. The initial values are set as in (4.1). (a): δ= 0.5. (b): δ= 0.2.
(c): δ=0.1. (d): δ=0.05.

Table 3 shows the L2-errors and the spatial convergence order for numerical solutions
of discrete scheme (3.23)-(3.27) by refining h for given δ=0.5,0.2,0.1 and τ=10−3. The nu-
merical evidences verify the second order accuracy of the interior spatial discretization.
In Table 4, we list the L2-errors and δ-convergence orders between numerical solutions
of the discrete scheme (3.23)-(3.27) with initial values (4.1) and the exact solution of local
problem given in (4.2). Analogous to Example 4.1, a second order convergence order is

Table 3: (Example 4.2) L2-errors and convergence orders by reducing h for δ=1, 0.5, 0.2 at t=2.

h
∖

δ δ=1 order δ=0.5 order δ=0.2 order

2−3 1.98×10−2 – – 6.28×10−2 – – 1.88×10−1 – –

2−4 4.97×10−3 2.00 1.58×10−2 1.99 4.27×10−2 2.15

2−5 1.24×10−3 2.00 3.94×10−3 2.00 1.07×10−2 2.00

2−6 3.11×10−4 2.00 9.84×10−4 2.00 2.66×10−3 2.01

Table 4: (Example 4.2) L2-errors and δ-convergence of numerical solutions of discrete scheme (3.23)-(3.27) to
exact solutions of local problem (4.2) at t=1.

h
∖

δ δ=h/2 order δ=h order δ=2h order

2−5 1.81×10−2 – 1.88×10−2 – 3.20×10−2 –

2−6 4.53×10−3 2.00 4.71×10−3 2.00 8.30×10−3 1.95

2−7 1.11×10−3 2.02 1.16×10−3 2.02 2.07×10−3 2.00

2−8 2.58×10−4 2.10 2.70×10−4 2.10 4.99×10−4 2.05



Q. Du, J. Zhang and C. Zheng / Commun. Comput. Phys., 24 (2018), pp. 1049-1072 1065

detected, which validates the asymptotic compatibility property of the proposed spatial
discretization scheme.

Example 4.3. We use this example to investigate nonlocal wave propagation in multi-
scale media. The initial values are respectively set as

q(x,0)= e−2(x−3)2
, qt(x,0)=0; (4.4)

q(x,0)= e−2(x+3)2
+e−2(x−3)2

, qt(x,0)=0; (4.5)

q(x,0)= e−4(x−10)2
, qt(x,0)=−8(x−10)e−4(x−10)2

. (4.6)

The spatially inhomogeneous kernel (2.6) is set with the following parameter functions

ζ(β)=erfc(β/10), σ(β)=1. (4.7)

See Fig. 4 for the illustrations. This kind of kernel function models a nonlocal medium
(negative real axis) and a “purely” local medium (positive real axis) which are glued to-
gether via heterogeneous localization [28] in a smooth manner. That is to say, we consider
a wave propagation problem with a continuum of scales.

Figure 4: Kernel setting for Example 4.3. Left: plots of ζ(β) and σ(β). Right: associated kernel function
γ(α,β).

Since the above problem contains a continuum of scales with the small scales ap-
proaching zero, it is not clear how to analytically compute a reliable reference solution,
even with sufficiently refined spatial meshes and time steps. From the design point of
view, an asymptotically compatible numerical scheme is a good candidate for handling
such kind of problems [28]. For this example, we employ our asymptotically compatible
finite difference method to compute the numerical solutions.

The computational parameters are set as h = 2−7, τ = 5×10−3, and κ = 50. Fig. 5
illustrates the numerical solutions with the single Gaussian initial value (4.4) up to T =
20 over the computational domain [−20,25]. We observe different wave propagation
behaviors when two split waves travel into the left nonlocal medium and the right ”local”
medium. While the wave in the local medium maintains its package form, the wave in
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Figure 5: Numerical solution of Example 4.3 up to T=20 with the initial values (4.4). The left nonlocal region
is connected with the right “local” region in a smooth manner.

(a) (b)

Figure 6: Numerical solution of Example 4.3 with the initial values (4.5). (a) T = 10 and the computational
domain [−15,15]; (b) T= 20 and the computational domain [−30,25]. The left nonlocal region is connected
with the right ”local” region in a smooth manner.

the nonlocal medium is slightly slowed down and split into a sequence of small wave
packets.

Fig. 6 illustrates the numerical solutions with the double Gaussian initial value (4.5)
up to T = 10 and T = 20 over the computational domain [−15,15] and [−20,25], respec-
tively. Again, one can see that different wave propagation behaviors when four split
waves travel into the left nonlocal medium and the right “local” medium. While the
wave in the local medium maintains its package form, and the wave in the nonlocal
medium is slightly slowed down and collides each other and splits into a sequence of
small wave packets.

The panel (a) in Fig. 7 illustrates the numerical solutions with the initial value (4.6) up
to T=15 over the computational domain [−10,25]. The panel (b) in Fig. 7 illustrates the
difference between numerical solutions of multi-scale medium problems and numerical
solutions of the classical local wave equation. This kind of initial values make the single-
directional wave propagation travel from the right ”local” medium to the left ”nonlocal”
medium. Again, while the wave in the local medium maintains its package form, and the
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(a) (b)

Figure 7: (a) Numerical solution of Example 4.3 with the initial values (4.6) over T=15 and the computational
domain [−10,25]; (b) The difference between numerical solutions of multi-scale medium problems and numerical
solutions of the classical local wave equation with the initial value (4.6) up to T=15. The left nonlocal region
is connected with the right ”local” region in a smooth manner.

wave in the nonlocal medium is slightly slowed down and becomes a sequence of small
wave packets with different velocities.

To verify the reliability of the numerical solutions, we perform the following numer-
ical tests. While maintaining the time step sufficiently small, we successively refine the
spatial mesh sizes by two to examine the numerical convergence orders with initial val-
ues (4.4), (4.5) and (4.6). In Table 5, we list the L2-errors between two successive numerical
solutions and the associated convergence orders. A second order can be detected, which
implies the effectiveness of our asymptotically compatible scheme.

Table 5: (Example 4.3) L2-errors and convergence orders by reducing h at finial time T=10.

With initial value (4.4): h 2−4 2−5 2−6 2−7

L2-errors over domain [−16,20] 4.51×10−3 1.09×10−3 2.71×10−4 6.78×10−5

order – 2.06 2.00 2.00

With initial value (4.5): h 2−4 2−5 2−6 2−7

L2-errors over domain [−16,20] 6.41×10−3 1.38×10−3 3.05×10−4 7.01×10−5

order – 2.18 2.12 2.12

With initial value (4.6): h 2−4 2−5 2−6 2−7

L2-errors over domain [−3,20] 3.36×10−3 7.79×10−4 1.95×10−4 4.87×10−5

order – 2.11 2.00 2.00

5 Discussion

The aim of this paper is to simulate the nonlocal wave-propagation in multi-scale medi-
ums by employing AC scheme and constructing efficient ABCs. The introduction of AC
scheme makes numerical solutions reliable as δ→0, and the introduction of ABCs is used
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to reformulate the infinite ODE system to a finite ODE system. As what one can see in
the numerical examples above, the nonlocal wave propagation is different from the local
wave propagation. We take the parameter functions σ(β) = 1, ζ(β) = δ for example to
understand the nonlocal wave propagation behaviors for various δ. In this situation, the
well-documented dispersion relations, see [6] for example, is given as

ω2=
∫

(1−eikα)γ(α,β)dα=
40

δ2

(

1−e−
δ2k2

40

)

, (5.1)

where we use the fact in this example that

γ(α,β)=
σ(β)

ζ3(β)
H

(

α

ζ(β)

)

=
4
√

103/π

δ3
e
− 10α2

δ2 .

As δ → 0, we recover the dispersive relation ω2 = k2 for the local wave equation. The
group velocity vg and phase velocity vp are defined by the equations:

vg =
∂ω

∂k
=

ke−
δ2k2

40

√

40
δ2 (1−e−

δ2k2

40 )
; vp=

ω

k
=

√
40

kδ

√

1−e−
δ2k2

40 .

By using the first order Taylor expansion, it is easy to see that

vg ≈ e−
δ2k2

40 ; vp ≈1.

Again, one can see that vg = vp = 1 as δ→ 0 for the classical local wave equation, which
implies that a wave of any shape will travel undistorted at this velocity. For the nonlocal
wave equation, ω is not a linear function of k, the envelope of a wave package does not
move at a single velocity, but its wavenumber components (k) move at different veloc-
ities, distorting the envelope. When δ→ 0, the dispersion relation (5.1) can be approxi-
mated by a linear function over a narrow range of frequencies, the pulse distortion will
be small. In this sense, we can have an insightful understanding of the nonlocal wave
propagation in Figs. 1 and 3 for various values of δ.

Furthermore, we use Example 4.3 to present wave propagation problems with a con-
tinuum of scales of horizon, which model a nonlocal medium (in the negative real axis)
and a ”purely” local medium (in the positive real axis) glued together in a smooth man-
ner via heterogeneous localization. We refer to [28] for more mathematical studies of
nonlocal models with this type of heterogeneously localized horizon. Numerical simu-
lations show that the wave in the local media is nondispersive when traveling along the
positive axis, and the wave in the nonlocal media is dispersive when traveling along the
negative axis.
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Appendix: Fast algorithm for second-order operator difference

equation

Let H be a Hilbert space. The bounded linear operators on H are denoted by B(H). Given
two operators A0 and B0 in B(H), we consider the following second-order operator dif-
ference equation

xn =A0xn−1+B0xn+1. (A.1)

We assume that for all x0∈H and xN+1∈H with N≥0, Eq. (A.1) admits a unique sequence
solution {xn}N+1

n=0 .
Now let us consider the semi-infinite second-order operator difference equation

xn =A0xn−1+B0xn+1, n≥1,

xn →0, n→∞.
(A.2)

We assume that for all x0 ∈ H, the above problem admits a unique sequence solution
{xn}n≥0. Under this assumption, we know that there exists a linear mapping K∈B(H),
such that

x1=Kx0.

We intend to determine the operator T in an efficient manner. Let us put

y
(k)
n = x2kn, k≥0, n≥0.

Then we have y
(k)
0 = x0 for all k≥0. Note that the equation (A.2) can be rewritten as

y
(0)
n =A0y

(0)
n−1+B0y

(0)
n+1, n≥1,

y
(0)
0 = x0,

y
(0)
n →0, n→∞.

In particular we have

x1=y
(0)
1 =A0y

(0)
0 +B0y

(1)
1 =A0x0+B0y

(1)
1 . (A.3)

Since





−A0 I −B0

−A0 I −B0

−A0 I −B0





















y
(0)
n−2

y
(0)
n−1

y
(0)
n

y
(0)
n+1

y
(0)
n+2

















=0, n≥2,

we derive
y
(0)
n =A1y

(0)
n−2+B1y

(0)
n+2, n≥2, (A.4)
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where

(

A1 B1

)

=
(

0 I 0
)





I −B0 0
−A0 I −B0

0 −A0 I





−1



A0 0
0 0
0 B0



.

In particular, Eq. (A.4) arrives at

y
(1)
n =A1y

(1)
n−1+B1y

(1)
n+1, n≥1,

y
(1)
0 = x0,

y
(1)
n →0, n→∞,

which leads to
y
(1)
1 =A1y

(1)
0 +B1y

(2)
1 =A1x0+B1y

(2)
1 .

Recursively, for all m≥1, we have

y
(m)
n =Amy

(m)
n−1+Bmy

(m)
n+1, n≥1,

y
(m)
0 = x0,

y
(m)
n →0, n→∞,

where

(

Am Bm

)

=
(

0 I 0
)





I −Bm−1 0
−Am−1 I −Bm−1

0 −Am−1 I





−1



Am−1 0
0 0
0 Bm−1



. (A.5)

Besides, for all m≥1, it holds that

y
(m)
1 =Amy

(m)
0 +Bmy

(m+1)
1 =Amx0+Bmy

(m+1)
1 .

Recalling (A.3) and the above, we derive

x1={A0+B0[A1+B1[···+Bm−1[Am+Bm[··· ]]]]}x0,

which implies that

K=A0+B0[A1+B1[···+Bm−1[Am+Bm[··· ]]]]. (A.6)

By truncating the series terms in the above formula, we arrive at an approximation of the
operator K. The truncation criterion is to introduce a tolerance error, set to be ǫ :=10−14

here, such that the L2-norms of Am and Bm in (A.5) are less than the given tolerance ǫ.
This leads to an efficient way of evaluating K in (A.6) for the problem considered in this
paper. It turns out that the maximum number of the iteration to obtain the converged K
for the given ǫ is less than 20 in all the simulations above.
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