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Abstract. We are concerned with the numerical solution of a nonlocal wave equation in an
infinite two-dimensional space. The contribution of this paper is the derivation of an absorbing
boundary condition which allows the wave field defined on the finite computational domain to retain
the same feature as that defined on the original infinite domain. We resort to the idea of a first-kind
integral equation method and develop a solution formulation in terms of a potential summation on a
surrounding ghost region. This new formulation can be taken as an absorbing boundary condition of
generalized Dirichlet-to-Dirichlet type. The accuracy and effectiveness of our approach are illustrated
by some numerical examples.
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1. Introduction. Recently, nonlocal models have received much attention in
various research areas, such as the peridynamical theory of continuum mechanics,
nonlocal wave propagation, and the modeling of nonlocal diffusion processes; see
[6, 22, 36, 4, 1]. In this paper, we consider the Cauchy problem of the nonlocal wave
equation in an infinite two-dimensional space:

(1.1) ((p)'t2 + Ls) q(x,t) = f(x,t), x € R%, 0<t<T,
(1.2) 9fq(x,0) = ¢i(x), x € R, k € {0,1}.

In the above, q(x,t) stands for the displacement field, 1 (x) (k=0,1) are the initial
values, and f(x,t) is the body force. The linear operator Ls is defined as

(13) Laa(x) = [ la60) ~ ) (xy)dy

R
with some prescribed kernel function v(x,y), which satisfies
(1.4) 1(xy) 20, y(xy)=1(,%), x,y € R,
(15) 7(X7 y) = 0) |X - y‘ > 0.

Here § stands for the horizon of nonlocal effects.
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While most nonlocal works are carried out for bounded domain problems with
volume constraints (see discussions in [5, 7, 10, 20, 24, 25, 36]), there exist situations
in which simulations in an unbounded medium might be more reasonable, such as
wave propagation in an exceedingly large sample. The unboundedness of the spatial
domain presents a new computational challenge, since a naive spatial discretization
generally leads to an infinite number of degrees of freedom for classical numerical
methods such as finite element and finite difference methods.

The artificial boundary method (ABM) is one of the popular tools to deal with the
unboundedness of domains; see the monograph [17] and review papers [11, 14, 28].
The main procedure of the ABM is to introduce artificial boundaries to restrict a
bounded computational domain of interest, and then design suitable absorbing bound-
ary conditions (ABCs) to eliminate waves which impinge to the artificial boundary.
Consequently, one can solve a reduced problem on bounded domains instead of the
original problem on unbounded domains. As repeatedly shown in both theory and
numerical experiments, the numerical accuracy strongly depends on the design of
ABCs. Ideally, exact ABCs are those ensuring the solution of the reduced problem on
bounded domains is the same as that of the original problem on unbounded domains.
While the derivation of ABCs for linear local problems has been well studied, such as
the exact ABCs [2, 3, 13, 16, 18, 23, 27, 21], the high-order local ABCs [11, 33, 30], the
matching boundary condition [31], and so on, the computation of nonlocal problems
on unbounded spatial domains has so far received little attention [34, 32, 35]. The
main challenges lie in the selection of a suitable bounded computational domain and,
above all, the construction of appropriate ABCs due to the nonlocal interactions.

The objective of this paper is to construct, in the spirit of ABMs, approximate
ABCs for the nonlocal wave problem (1.1)—(1.2), and derive an effective numerical
scheme. The main process to derive ABCs is as follows. We first discretize the
problem (1.1)—(1.2) and deduce a semidiscrete nonlocal wave system in the infinite
domain. After that, the Laplace transform is applied, leading to a discrete problem
involving a complex variable z = s% (s is introduced by the Laplace transform in
section 4). For deriving ABCs of the semidiscrete system, we study the fundamental
solution (discrete Green’s function) of a reduced discrete exterior problem associated
with the complex variable z = s2. In analogy to the Poisson kernel for the Dirichlet
boundary value problems of elliptic PDEs [19, 12], we then adopt the idea of the
first-kind integral equation to express the solution of the discrete exterior problem by
the potential summation. This equivalent formulation is in the form of a generalized
Dirichlet-to-Dirichlet (DtD) type, and it can be considered as an exact ABC for the
discrete system. When restricting this equivalent formulation to artificial boundary
points, we finally reduce the original problem on the unbounded domain to a truncated
nonlocal wave problem on a bounded domain.

The rest of this paper is as follows. We present a discrete nonlocal wave system in
section 2, then design the corresponding ABCs by extending the idea of the Poisson
kernel in section 3. In section 4, we use the Cauchy integral theorem to reformulate
our ABCs into an integral formula, of which it is easy to take the inverse Laplace
transform, to obtain a formulation in the physical space, and finally obtain a trun-
cated time-dependent problem on a bounded domain. We use section 5 to introduce
the basic setting of parameters and construct a numerical scheme, and present four
numerical examples in section 6 to illustrate the efficiency of constructed ABCs and
the convergence order of our numerical scheme. The conclusion is drawn in section 7.
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2. Discrete nonlocal wave equation. We assume that the initial data ¢, and
the source function f are spatially compactly supported, and the kernel function ~
becomes homogeneous at spatial locations suitably far away from the origin. With
these assumptions, we know that there exists a positive number W and a function g
such that

f(xat) = 07 ’wk(x) = Oa ke {071}7 |X| > I/V7

(2.1)
Y(x,y) =vx-y), x| >W, |y|>W -4

We use | - | to denote the maximum norm of a vectorial object here and hereafter.
Due to the symmetry condition of v in (1.4), it is easy to verify the following,

(sar) =3 [ [ a0~ a)lptx) = oy x.y)ayi.

The above formula implies that the nonlocal operator Ls is symmetric and nonneg-
ative. Using the same notation L5 to denote its self-adjoint extension in L?(R?), we
know that the definition domain D(Ls) of Ls is given by

D(ﬁa)z{qeﬁ @)1 [ [ a0 mx,y)dydxm}.

Since Ls is nonnegative definite, the spectrum o(Ls) lies in the right real axis.

For the numerical solution of the problem (1.1)—(1.2), we first discretize the spatial
variable to get an approximate semidiscrete system. There are many ways to derive
spatial discretization for the nonlocal operator L£s. To do benchmark studies on
the numerical methods and to compare them with the local wave equations, it is
interesting to consider the asymptotic compatibility (AC) property for the discrete
nonlocal operator Ls , since the nonlocal models can be taken as generalizations of
the classical local models. It is desirable to have the quadrature discretization of Ls
maintaining this relationship. This implies that as the horizon parameter § tends to
zero under some scaling conditions, the limit of the discrete nonlocal operator Ls
should be an approximation of the limiting continuous local operator. This issue
has been intensively investigated in [24, 25, 26, 8]. For example, a quadrature-based
finite difference scheme has been proposed in [8] and adopted in [26] to discretize the
nonlocal term Ls in the case that y(x,y) = vo(x—y) which is an extension of the one-
dimensional version given earlier in [24]. Let us denote by 7, a uniform rectangular
grid over the whole domain that is uniform in all directions with the same mesh size
h and by ®,(x) the standard continuous piecewise bilinear basis function at point
Xn = nh. At the node x, for n € Z?2, the operator L5 can be approximated by

22 Lanaten) = [ T (I iy~ )20t - )y,

’lU(Xn - Y)

where 7, represents the piecewise bilinear interpolation operator associated with the
grid Tr, and w(z) represents a weight function introduced in [26, 8] by
ks

|21] + [22]

w(z) =

The introduction of the term w(z) in (2.2) is an important ingredient for extending
the scheme constructed in [24] to the multidimensional case, thus assuring the so-called
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AC property [25]. More detailed discussions can be found in [26, 8]. After a simple
calculation, we can rewrite (2.2) as

q(xn) — q(x
@) Lonaben) = Y LR IS [ gy, — y ot = )iy,
w(Xp — xm) R2
m#n
where the {®,,(y)}, as in the above, are the hat basis corresponding to the piecewise
bilinear interpolation operator. Applying the quadrature scheme (2.3) to the integral
involved in L5, we have a discrete nonlocal operator Lsj given by

(2.4) Ls51q(Xn) Z nm(Xm),
meZ2
where
1
w(Xp — Xm) /R2 Pm(y)w(xn —y)10(xn —y)dy, m#n,
Anm = 1
- - [0 W(Xp — Xn —y)dy, m=n.
1;1 w(Xn — Xi) /Rz k(y)w( ¥)v0( y)dy

Replacing the continuous nonlocal operator Ls in (1.1) with the above discrete
counterpart (2.4), we derive the following approximate semidiscrete nonlocal wave
system

(25) 8t2q11+ Z an,mqm :f(xn7t)7 IIGZZ, O <tST7

meZ2

(2.6) OFqn(0) = i (xn), n€ Z2, ke {0,1}.

In the above, gn(t) stands for the numerical approximation of g(xy,t).

In the current work, we mainly consider the case when the kernel v is smooth
and the horizon ¢ is of order one. It is possible to further simplify the scheme (2.2)
in the numerical implementation while maintaining the same accuracy. We leave this
discussion to the section of numerical experiments.

By the finite horizon assumption (1.5), we have

anm =0, n—m| > L,

for some constant L on the order of [§/h]. Also, by the symmetry property and the
homogeneity assumption (2.1), putting M = [W/h], we have

f(@n,t) =0, Yr(xn) =0, [n|> M, ke {0,1},

2.7)
Cm = On,n4m; ‘1’1‘ > M7 |m‘ S La

where ¢y, is a grid function determined by ap m.
Now the problem (2.5)—(2.6) can be decomposed into two subproblems which are
coupled together. The first subproblem is defined on the index set with |n| < M:

(2.8) atzqn + Z anmfm = f(2n,t), m| <M, 0 <t <T,

Im—n|<L

(2.9) 07 qn(0) = ¥r(xn), [n| < M, k € {0,1}.
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The second subproblem is defined on the index set with |n| > M:

(2.10) Rn+ Y Cmln-m=0, n|>M 0<t<T,
Im|<L

(2.11) O qn(0) =0, |n| > M, ke {0,1}.

Both of these subproblems are incomplete by themselves, since for the first subproblem
(2.8)—(2.9), the quantities gn with |n| > M involved in (2.8) are not prescribed, and
for the second subproblem (2.10)—(2.11), the quantities ¢, with |n| < M involved
in (2.10) are not prescribed. However, if we can manage to express {qn }|n|>an With
{@n}nj<a through the second subproblem, by taking their relation as a boundary
condition for the first subproblem, the first subproblem becomes closed, and it can
then be integrated out with an ODE solver.

3. Reduced exterior problems. To derive an expression of {gn}n|>a using
the information of {gn}nj<as through the second subproblem (2.10), we perform the
Laplace transform and solve a sequence of reduced exterior problems to determine
some DtD mappings. To achieve this, we resort to the idea of a first-kind integral
equation and express the solution as a potential summation. To determine the poten-
tial density, we need to solve a linear system which involves all grid points located in
the artificial boundary layer.

The reduced problem associated with the subproblem (2.10)—(2.11) is

(3.1) ZUn + Z CmUn—m =0, [n| > M,
|m|<L
(3.2) lim wu, =0,
|n|—o0

where z is a complex parameter. Let us introduce the sequence space

e {“ {un}neze un € CJJul? = 3 Jual? < Oo}’

nez?
and the linear subspace
%2 = {6 = {un}nezz € lz2 : un =0, |n| > N for some N > 0}.
The sequence space lz2 is a separable Hilbert space with the inner product
(@) = Y unbn, @ = {un}nezz, 7= {vn}nez2,
nez?

where 7, represents the complex conjugate of vy,. Let us define the linear operator 7
on IS, as
72

(33) Tu= Z CmUn—m ’ U = {UD}HGZZ'

nez?

Notice that the operator 7 is symmetric, nonnegative, and densely defined in [z2.
By using the same notation 7 to denote its self-adjoint extension, we know that the
spectrum o(7) lies in the right-half real axis.
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Fic. 1. Domain decomposition. The initial data functions and the source function are supported
in the computational domain (M = 15) which includes the blue zone and the red zone (L = 4). The
red zone represents the artificial boundary layers denoted by I,. The green zone expresses the set
of ghost points denoted by Zy. The nonlocal wave equation becomes homogeneous in the green zone.
The ABCs are constructed on the green zone.

For all z & o(—T) and prescribed u, for all boundary indices n € 7, with
I,={neZ’:M-L<|n|<M},

the exterior problem (3.1)—(3.2) admits a unique solution which depends continuously
on the data. In particular, there exists a sequence of operators

Kom =Kam(2), n€Z;,, me7,
with (one can see Figure 1 for the basic settings)
I,={n€eZ’:M<|n|<M+L},
such that

(3.4) Un = Y Knmlm, n€Z,

me7Z,

The sequence of operators Ky m plays the role of DtD mappings for the reduced
problem (3.1)—(3.2). It is generally hard to express nm in a closed form. In the
rest of this section, we will propose a numerical method to evaluate Ky, m. The main
procedure is that we first study the fundamental solution (discrete Green’s function) of
a reduced discrete exterior problem associated with the complex variable z. Similarly
to the poisson kernel for the Dirichlet boundary value problems of elliptic PDEs
[19, 12], we then adopt the idea of the first-kind integral equation to express the
solution of the discrete exterior problem by the potential summation.

3.1. The fundamental solution. The fundamental solution Gy, = Gy(z) with
z & o(=T) for the governing equation of (3.1) solves the following problem:

(3.5) 2Gn + Z ¢mGn-m = dno, NE 72,
|m|<L
(3.6) Gn — 0, |n|— oo,
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where 0y, ¢ stands for the Kronecker symbol. The fundamental solution G, plays a
key role in the construction of ABCs in section 3.2. Performing the two-dimensional
discrete Fourier transform onto (3.5), i.e.,

(FG= Y Gne ™* keR?

nez?

we derive L

(FQ= |2+ Z emimke
|m|<L
The inverse transform on the periodic function FG leads to
-1

1 . .
(3.7) Gn=-— / z+ emmke | e™kdk, neZ2
42 [0,27]2 |D£L

There is an obvious need to develop some effective numerical technique to evaluate
Gn. Notice that the condition z € o(—7) ensures a unique solution to the problem
(3.5)—(3.6) which decays fast when |n| — oo. Therefore, it is a natural choice to
periodize the problem (3.5)—(3.6) by truncating the index set into a large enough
rectangular domain. Equivalently, we approximate the fundamental solution Gy, by
replacing the continuous inverse Fourier transform with its discrete counterpart. We
should remark that the discrete inverse Fourier transform can be performed efficiently
by the classical FF'T algorithm.

3.2. DtD mappings. Resorting to the idea of a first-kind integral equation, we
express the solution of problem (3.1)—(3.2) as a potential summation. Precisely, we
determine the potentials f,, for all n € Z;, such that the following solution expression
is valid:

(3.8) un= Y Gnmfm, [n|>M—L.

me7Z,

Confined to the artificial boundary layer, we have

(3.9) Un= Y Gn-mfm n€D,

meZ,

The above equation is a discrete analogue of the first-kind integral equation for the
exterior Dirichlet boundary value problem. Let G~ = (G;2,) be the inverse matrix

n,m
of the matrix (Gn—m) with n,m € 7, (the invertibility remains a theoretical issue).
Then we have

fm = Z G;Il,kuk, k €TZ,.
keZ,

Substituting the above into (3.8) yields

Up = GGt uk, |n| > M.
Z Z m,k | |

meZ, ke,

In particular, this implies that

(3.10) Knm =Y Gn xGiry, n€Zy, meT,
keT,
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4. Truncated time-dependent problem. Performing the Laplace transform
on (2.10) and recalling (2.7), we have

(41) 32@11 + Z Cmln-m = 0, |1’1| > M,
|m|<L
(4.2) lim g, =0.
In|—o0

This problem is in the form of problem (3.1)—(3.2) with z = s?. By the expression
(3.4), for all s € o(—T), it holds that

(4.3) n(s) = Y Knm (5%) dm(s), n €T,

me7Z,

Let Q be a simply connected domain with boundary I' in the s-complex plane, such
that s2 € o(—T) for all s € C\Q. By the Cauchy integral formula, it holds that

oy _ 1 [ Kam(€?) -

Substituting the above into (4.3) and performing the inverse Laplace transform, we
obtain

(4.4) n 27” > /ICnm (€5 % g d€, n € T,

meZ,

Taking the above as a boundary condition, we then derive a truncated problem

(45) a)?qn + Z n,mdm = f(.’L'n,t), ‘nl <M, 0<t<T,

lm—n|<L
(46) n = 27_” H;I / ’Cn m t * Qm] df, nec Igv
(4.7) 9 qn(0) = Yp(xn), n| <M, k€ {0,1}.

Introducing
9m¢ = e&t *Qm, M € Ibv 5 € Fa

we can rewrite the truncated problem (4.5)—(4.7) in the following form:

(4.8) at2qn+ Z an,m‘]m:f(xnat)v In| <M, 0<t<T,

|m|<L
(4.9) Otgm,e = fgm &+ dm, gme(0)=0, meT, (€T,
(4.10) =5 Z /ICnm Im,edé, n €Ly,
meZ,
(4.11) Ok qn(0) = Yp(xn), |n| < M,k € {0,1}.

After employing an appropriate quadrature scheme for the contour integral, we get a
discrete ODE system that can be solved numerically using a suitable ODE solver like
the Verlet-type integrators to ensure both stability and accuracy.
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5. Numerical scheme. Concerning the implementation of the discretization
scheme, there are many issues worthy of further consideration. In particular, the
contour I' involved in (4.10) should be carefully chosen and the quadrature scheme
must be carefully designed. Since these issues are problem dependent, we use some
examples to explain the main strategy.

First, a Gaussian kernel function is used in [32] as

vYo(x) = 10exp (—20|x|2) , (X%, y) =7(x—-y), X,y € R%

It is easy to check that the dispersive relation for the nonlocal wave problem is

W2 /R2 1 — exp(ik - x)]y0(x)dx = g {1 - xP <|l;(|)2>} 7

where k denotes the wavenumber vector. The above dispersive relation reveals that
unlike the local wave equation, the nonlocal wave equation is actually dispersive.

The numerical experiments are performed for (2.2) with further simplifications.
In the case that the kernel « is smooth and the horizon ¢ is of order one, we can use
quadratures such as the following composite trapezoidal quadrature

(51) [otax~ 12 Y glxm).

meZ?

In this situation, we have

A h? 3 z00(Xk), n=m,
mwm —h25(Xn—m); n # m.

For smooth kernels, this simplification maintains the same order of numerical accuracy.
Since the matrix (an,m) is diagonally dominant, we know that the spectrum o(7)

lies on the right half of the real axis. Besides, it is straightforward to check that for

suitably small spatial step size h, the spectrum o(7) has a uniform upper bound

2/ Yo (x)dx = 7.
R2

Moreover, considering that the Gaussian function decays extremely fast, we again
simplify the computation by truncating the support of the kernel function g and set
the horizon range as 6 = 1.

The boundedness of o(—7) allows us to choose a closed contour integral for
(4.10). In the following simulations, we take a rectangular integral path with R(¢) €
[—0.3,0.3] and (&) € [—4,4] (see Figure 2), and use the Gauss-Legendre quadrature
for each edge of the rectangular contour. The resulting quadrature approximation of
(4.10) is denoted by

(52) Gn — Z We Z ICn,mgm,ﬁa nc Iga

EepP me7Z,

where P stands for the set of poles and wy is the associated quadrature weight.
We divide the computational time interval [0, 7] over a set of discrete time steps
Q :={tp,n=0,1,...,J} with t,c =0, t; =T, and the temporal size 7 = T'/J. The
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F1G. 2. Integrating contour. The red dots form the integrating contour. The blue dots stand

for the square of the Laplace variable, i.e., z = s2. The Gauss—Legendre quadrature is used for each

edge of the rectangular contour.

approximation of ¢(xy, ;) is simply denoted by ¢, and the value of f(xn,t;) by fi.
The Verlet algorithm [29] is adopted to integrate (4.8) in time:

2
(5.3) G =ql +10,¢) — 5 > tnmdla— i, In| <M,
Jm|<L

. . T . . . .
(54) 0 =0k —5 | Y anm (ghtal!) = A AT 0l <M.
|m|<L

The initial values are set as

ao = Yo(xn), Ogn =11(Xn), n| < M.

The value of ¢f, with n € Z; involved in (5.3), i.e., M < |n| < M + L, is determined
by the quadrature approximation (5.2) via

(5.5) ¢ = Z we Z ICmmgfm,57 nel,

Eer meZ,

To derive the approximation of gm¢ at time ¢;;1, we discretize (4.9) by using the
Crank—Nicolson scheme

= , = , ' ,
I ~ s _ ggﬁn}g I  d + g

(5:6) T 2 2

,meTl,, £€P.

The initial value is set as 9&75 =0.

Instead of computing the DtD mappings Ky, m explicitly in (5.5), we evaluate their
actions by solving a sequence of linear algebraic systems; see the definition (3.4). This
treatment becomes indispensable when the involved number of degrees of freedom is
large. In the numerical simulations reported in the next section, we use GMRES to
solve the resulting discrete algebraic equations.

6. Numerical examples. To illustrate the effectiveness of our DtD-type bound-
ary conditions, we present four numerical examples. In the first three examples, we
plot the numerical solutions and history errors at different times, and also investigate
the convergence of the numerical scheme. In the last example, we present the numer-
ical simulations at different times by setting the initial value discontinuous. In the
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F1G. 3. (Ezample 1): Numerical solutions at different times.

simulations, the computational domain is taken as [—1,1] x [—1,1], and the initial
values are selected to be compactly supported in this domain or they are negligible
outside of this domain. We now define the L?-error and convergence order by

L*-error(h) = Z (ubn — ey — ) g,
In|<M+L

) L2-error(hy) 1 ha

re =log | —4——+—= og | —

s & L2-error(hs) & hi)’

where ul" represents the solution of (4.8)—(4.11), and u$* represents the “exact”
solution. The exact solution is obtained by using the spectral method in a large
computational domain with sufficiently fine mesh sizes. As we will see in Examples

1-3, our scheme is the second-order accurracy by fixing At = h/2 and refining h with
various initial values.

Ezxample 1. In this example, we take a circularly shaped scalar wave. The initial
velocity v () is set to be zero while the initial position is taken as

Yo(x) = exp (—10 (x2 + yz)) .

Figure 3 shows the numerical solutions at different times for § = 0.25, 1, respectively.
As one can see in Figure 3, the ABCs allow the wave to pass through the artificial
layers and there are no obvious reflected waves.

To investigate the accuracy of ABCs, the L2-errors in each time step are plotted
in Figure 4. As one can see in Figure 4, the L?-error becomes smaller and smaller
while refining the mesh size h. The L2-errors and convergence orders at time 7' = 15
are shown in Table 1 by increasing L, i.e., reducing h = §/L, for given § = 1 and
taking 7 = h/2. Table 1 implies that solutions of numerical schemes (4.8)—(4.11)
converge to exact solutions with second-order accuracy when refining the mesh. We
point out that almost the same convergence order can be observed at different times
and for different 0’s. For brevity, we will not present the results in the context here
and below.
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FIG. 4. (Ezample 1): The evolution of L?-errors at each time step.

TABLE 1
(Exzample 1) L?-errors and convergence orders by increasing M for given § = 1 at time T = 10.

M 8 10 12 14 18
L2-errors 1.61x107% 1.02x107% 710x107% 5.21x10"% 3.15x10°°
Order - 2.02 2.01 2.01 2.00
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F1G. 5. (Ezample 2): The solutions at different times.
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Ezample 2. We now consider a wave in double-layer media as shown in [15]. The
initial value is set as to(x) = 0 and the initial velocity is set as

Y1 (z) = 25exp (=50 (2® + (y +0.1)%)) — 25exp (=50 (z* + (y — 0.1)%)) .

Again, Figure 5 shows numerical solutions at different times for § = 0.25,1,
respectively. No obvious reflection is observed. The L2-errors in each time step are
plotted in Figure 6, in which the L2-error becomes smaller and smaller while increasing
the mesh grid points. Furthermore, the L2-errors and the second-order convergence
at time T' = 15 are shown in Table 2 by reducing h = §/M for given § = 1 and taking

T="h/2.
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FIG. 6. (Ezample 2): The evolution of L?-errors at each time step.

TABLE 2
(Ezample 2) L?-errors and convergence orders by increasing M for given § = 1 at time T = 15.

M 8 10 12 14 18
L2-errors 1.06 x 1072 6.74 x 1073 467 x 1073 3.42x 1073 2.07 x 1073
Order - 2.02 2.01 2.01 2.00

T=5, L=10, poles=400 T=125, L=10, poles=400 T=15, L=10, poles=400

P - T
N

(a) 6§ =0.25,L = 10,t = 5,12.5,15 from left to right at each panel

T=5, L=20, poles=400 T=12.5, L=20, poles=400
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Fic. 7. (Ezample 3): Numerical solutions at different times.

Ezxample 3. We consider a wave with both nonvanishing initial values, namely,

Yo(z) = exp (—10 ((z +0.2)%> + (y +0.2)%)) +exp (—10 ((z — 0.2)> + (y — 0.2)?)) ,
Y1 (2) = 25exp (=50 (2* + (y +0.2)%)) — 25 exp (=50 (z* + (y — 0.2)%)) .

Again, Figure 7 shows numerical solutions at different times for § = 0.25,1, respec-
tively. No obvious reflection is observed. The L?-errors in each time step are plotted
in Figure 8, in which, the L2-error becomes smaller and smaller while increasing the
mesh grid points. Furthermore, the L2-errors and the second-order convergence at
time T' = 15 are shown in Table 3 by refining h = §/L for given § = 1 and taking
T="h/2.
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FiG. 8. (Ezample 3): The evolution of L2-errors at each time step.

TABLE 3
(Example 3) L?-errors and convergence orders by increasing M for given § = 1 at time T = 15.

M 8 10 12 14 18

L2-errors 1.06 x 1072 6.74 x 1073  4.67x 1073 3.42x 1073 2.07x 1073

Order - 2.02 2.02 2.03 2.01
T_5 L=10, poles_400 T=12.5, L=10, poles=400 T_15 L=10, poles_400

T2
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(a) 6 =0.25,L =10,t = 5,12.5,15 from left to right at each panel
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F1G. 9. (Ezample 4): The numerical solutions at different times.

Ezample 4. We now consider the initial velocity ¥;(xz) = 0 and the initial posi-
tions are discontinuous as

. 1, |$1| < |.Z‘2| 1
Wo(w) = { 0, otherw1se.

Since the initial wave profile is discontinuous, it is not feasible to obtain the reference
solution of the nonlocal model analytically. In this example, we present numerical
solutions at different times for § = 0.25,1 in Figure 9, respectively. Again, one can
see that the wave approaches artificial boundaries and there is no obvious reflection
that would affect the solution in the interior computational domain taken here.
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7. Conclusion. The numerical solution of initial-value problems for a nonlocal
wave equation in unbounded spatial domains is studied in this paper. The effective-
ness and accuracy of the corresponding numerical scheme depend on the design of
suitable ABCs. This paper presents a new method to derive such ABCs for nonlo-
cal wave equations in two dimensions. We first derive a semidiscrete nonlocal wave
equation after employing AC quadrature scheme developed in [24, 8] for the spatial
nonlocal interaction. By resorting to the idea of a first-kind integral equation method,
we then obtain a generalized DtD mapping from the artificial layer to the ghost layer
in the Laplace domain. After discretizing the contour integrals used in the inverse
Laplace transform, we end up with an approximate DtD mapping in the time domain.
Taking this DtD mapping as an ABC, we get a truncated semidiscrete nonlocal wave
problem which only involves a finite number of degrees of freedom. A Verlet-type
ODE solver is used for the time integration. Some numerical examples are performed
to illustrate the efficiency and accuracy of the proposed numerical approach.

There are a number of interesting issues to be studied further. First, the the-
oretical convergence of the algorithm can be pursued. Second, more quantitative
investigations on wave propagations in the nonlocal wave models can be carried out.
Comparisons with the properties of the local wave equation are also interesting to
make [9]. Another important issue is to speed up the evaluation of convolution in
our ABCs given its high computational cost. We may consider possible speedups in
two aspects: (a) the convolution of the DtD mapping may be constructed as a matrix
multiplication, where one of the inputs is converted into a Toeplitz matrix, which
allows the application of FFTs; (b) in light of the structure of the DtD map, the idea
of fast multipole methods may also be used. In addition, efficient implementations in
three space dimensions are also important for practical applications.
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