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Abstract. In this paper, we study the numerical solution of elliptic homogenization prob-
lems with stationary and ergodic coefficients characterized by a small length scale €. The issue of
asymptotic compatibility as € — 0 is examined for a number of different numerical approximations,
which enables us to construct robust discretization schemes to eliminate the resonance and under-
resolution errors caused by the inappropriate use of base functions. In addition to the study of
effective characteristics based on particular sample realizations that are subject to random effects,
we also consider approximations by numerically evaluating the expectation of realized values. When
the Monte Carlo finite element method is applied for the latter, error estimation is derived to guide
parameter choices so as to further enhance the computational efficiency by performing relatively
few samples while attaining high accuracy. Numerical experiments are presented to validate and
supplement our theoretical findings.
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1. Introduction. Multiscale models have become useful tools in various applica-
tions with many of them rife with uncertainties. In many cases, such as heterogeneous
materials and porous media, the complicated small-scale details may be averaged out
on macroscopic scales, and the characterization of effective property can be highly
desirable in practice. In this paper, we consider multiscale elliptic partial differential
equations (PDEs) with stationary, ergodic, and uniform coercive coefficients, that is,
for a bounded Lipschitz domain D and a given f € H~!(D), find u.(z,w) : DxQ — R
such that for almost everywhere (a.e.) w in a set of outcomes {2,

-V - (a (z,w)Vuc(z,w)) = f(z) in D,

(1)
uc(z,w) =0 on 0D,

where a! (z,w) is a random coefficient parametrized by 0 < € < 1 that, for example,

describes the permeability or conductivity field that involves uncertainty [31], and T
represents a measure preserving dynamical system which will be specified later. It is
well known that the weak solution to (1) admits homogenization almost surely and
the effective (or homogenized) solution could be found by solving certain auxiliary
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problems [25, 26, 30]. Additional studies on the effects of random fluctuation and
numerical approximations can be found, e.g., in [1, 2, 5, 7, 9, 10, 17, 24, 25] and the
references cited therein. Indeed, while the effective coefficient in the one-dimensional
case can be determined explicitly, no closed-form expressions are available for generic
high-dimensional problems due to the abstract statements of auxiliary problems [10].
Hence, numerical realizations of stochastic homogenization are often the only viable
approach for approximating the effective solution. In recent years, numerical methods
for PDEs with random data and input have been studied extensively; we refer to [23]
for a recent survey.

An issue that naturally arises in the practical implementation of the numerical
stochastic homogenization is to investigate how the discretization scale should corre-
spond to the modeling parameter to achieve numerical convergence. Similar issues
are often encountered in many other applications that involve parametrized problems
characterized by some physical scaling parameters, such as periodic homogenization
problems with a small period [24] and high-contrast problems with additional small
scales in the heterogeneous field [14]. We also refer to [15, 34] for more discussions
and additional references on numerical solutions of parameterized problems, in which
the discretization of nonlocal problems involving a horizon parameter describing the
scale of nonlocal interactions is studied.

A major contribution of this work is to introduce the notion of asymptotically
compatible schemes developed in [34] for numerical stochastic homogenization. Such
schemes offer robust discretizations that converge uniformly to the homogenized so-
lution ug. Specifically, let h be the discretization scale, and u*(x,w) denotes the
pathwise numerical solution to (1). Analogous to the diagram given in [34], we want
to check whether the diagram in Figure 1 commutes.

Note that the convergent paths (i)—(iv) are presented by fixing one of the pa-
rameters h and € while sending the other one to zero, and the three other different
regimes (v)—(vii) are introduced as both h and € tend to zero simultaneously. For
standard finite element methods (FEMs), whose spaces are asymptotically dense in
the solution space, we prove that the diagram commutes except for the path (ii) due
to the under-resolution. To correctly pass to the limit in path (ii), many upscaling
methods, e.g., multiscale finite element methods (MsFEMs) [24] and heterogeneous
multiscale methods (HMMs) [2], are developed to find accurate approximations of

discrete h e—0 h(a) discrete

parametric ug (2, w) (ii) tol® homogenized

h—0 h—0
continuum e (2, w) (i) uo(z) continuum
parametric V7 e =0 0 homogenized

Fic. 1. A diagram describing the convergence results of numerical homogenization.
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the homogenized solution without fully resolving the microscopic features. These ap-
proaches can enhance the convergence along most paths shown in the diagram, but a
straightforward implementation of MSFEMs suffers from resonance between the mod-
eling parameter and the discretization scale, that is, it might not correctly pass to
the limit for path (vi) [24]. Intuitively, the reason for not getting the correct conver-
gence in the latter case is that the MsFEM space may not be asymptotically dense
in solution space. As a result, one could construct extended MsFEMs (X-MsFEMs)
by certain enrichments of the approximation space such that the diagram in Figure 1
fully commutes. Systematic discussions of the above account are given in this work.

Additionally, the random fluctuation theory for stochastic homogenization shows
that the convergent paths (i)—(iv) in Figure 1 are in the sense of distribution [7].
The numerical evaluation of the effective solution could be extremely slow due to
the influence of random input data. The corresponding expected value, which also
converges to the effective solution, may provide a more attractive alternative where
the convergence is less susceptible to the effects of random fluctuations. To evaluate
the expectation, we consider the Monte Carlo (MC) finite element approach

2) Q"¢ = 13T uta )

where {u"(x,w;) € H} (D)}, solves problem (1) numerically with independent and
identically distributed random input data {a!(z,w;)}? ;. By mimicking a similar
diagram in Figure 1, the numerical scheme (2) is shown to inherit the property of
asymptotic compatibility from the numerical sample realizations. It is well known
that the MC methods are useful tools to break the curse of dimensionality and may
incur enormous computational cost since the sample size required is typically large
and does not change with respect to (w.r.t.) the modeling parameter [1]. However,
for stochastic homogenization problems with deterministic effective characteristics, a
key observation is that both the numerical sample realization and its expected value
can converge to the same effective solution. This enables us to perform relatively
few simulations to attain high accuracy, in contrast to the conventional half order
convergence of the MC methods. Moreover, specific error estimation is derived in this
paper for the determination of the optimal sample size.

Our paper is organized as follows. In section 2, some preliminary description
of stochastic homogenization is introduced. Then in section 3, after a brief review
of homogenization results for multiscale elliptic PDEs with stationary and ergodic
coeflicients in the continuous sense, the asymptotic compatibilities of numerical sample
realizations using FEMs, MsFEMs, and X-MsFEMs are studied. Next, in section 4, we
first prove that the numerical expectation can converge to the same effective solution
while its MC FE approach inherits the property of asymptotic compatibility for all
n € Zy, then detailed error estimates are derived to further enhance the numerical
efficiency. Finally, some concluding remarks are given in section 5.

2. Preliminaries. We first introduce the function spaces and notation used in
this paper and some basic knowledge of ergodic theory and compensated compactness.

2.1. Stochastic function spaces and notation. Throughout this paper, we
adopt the notation in [18] for the classical Sobolev spaces. To be specific, let d be a
positive integer and D be an open, connected, bounded, and convex subset of R? with
polygonal boundary dD. H"(D), r € Z, is a Sobolev space equipped with the inner
product (-, ) gr(py and the induced norm ||-[| g~ (py. Clearly, ||-|| g (p) is equivalent to
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the seminorm | - | (py in Hg(D), where Hj(D) := {v € H"(D) :v =0 on dD}. We
use C to denote a generic constant whose value may change with context. Moreover,
let (92, F, 1) denote a o-finite probability space, where €2 is a set of outcomes, F is a
o-algebra of events, and p : F — [0,1] is a probability measure.

IE[X]:/QX(w) dp(w) and V[X]=E[(X — E[X])’]

are the expected value and the variance of the random variable X (w).

Let B(D) be the Borel o-algebra generated by the open subsets of D; we define
the stochastic Sobolev spaces H" (D) = L?(2; H"(D)) consisting of those functions
that are assumed to be strongly measurable w.r.t. the product o-algebra B(D) ® F,
whose associated inner product is given as

[u, v] 2017 (D)) = E[(u,0) r(py] = /Q(%U)HT(D) dp,
and thus the norm
o1 0o = Bl lBrr o] = | Wl

Note that the stochastic Sobolev space H" (D) is a Hilbert space and is isomorphic
to the tensor product Hilbert space H"(D) ® L%() [6]. For simplicity, let (-,-) :=
('7 ')L2(D) and

£3(D) := LX(9; 13(D)) with norm [v]22p) = B [oll3 ()]
Loo(D) = LQ(Q;LOO(D)) with norm ||U||COO(D) =E [HUHLOO(D)] .

2.2. Ergodic theory and compensated compactness. We briefly recall the
Birkhoff ergodic theorem, Weyl decomposition theorem, and Div-Curl theorem, which
are used in proving stochastic homogenization in this paper.

DEFINITION 2.1. A d-dimensional measure preserving dynamical system is a fam-
ily of measurable mappings Ty : Q — Q, parametrized by x € R, satisfying that
(1) Ty = I is the identity mapping on Q;
(2) Ty oT, =Tyyy for all z,y € RY;
(3) the dynamical system is measure preserving in the sense that for every x € R?
and every p-measurable set £ € F we have u(T,; 1(E)) = p(€);
(4) for any measurable function f(w) on Q, the composition f(T,(w)) defined on
the Cartesian product Q x R? is also measurable.
Furthermore, the following two statements are equivalent:
(5) the measure preserving dynamical system T = {T,},cra 18 ergodic;
(6) whenever f(w) € L2(Q) and f (T, (w)) = f(w) for all (w,x) € Q x R? then f
18 constant a.e.
By defining the following notion of mean value for functions defined in R?, we are
able to illustate the Birkhoff ergodic theorem [3, 25].
DEFINITION 2.2. Let g(z) € L} (R?) for some p > 1; a number M, is called the

mean value of g if for any Lebesque measurable bounded set K C R? with measure
K| #0,

1
(3) gle ') X M, = lim |K|/ g(e'z)dz in LY (RY), as e — 0.
K

e—0
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THEOREM 2.3. Let T = {T,},cra be a measure preserving dynamical system and

f € LP(Q) with p > 1; then for a.e. w € Q the realization g* (z,w) = f(T,(w))

possesses a mean value in the sense of formula (3), that is, by defining g (z,w) =
gt (e o, w), one has

9: (w) = My(w) in L}

loc

(R%), as ¢ — 0.

In particular, if the system T is ergodic, then for a.e. w € Q the mean value above is
a constant and

95('7w)£\/f(w)d/i=E[f] in LP _(RY), as e — 0.
Q

Furthermore, a vector field g € L?(Q) := (Lz(Q))d is called solenoidal (resp., po-
tential) if its realization g (T, (w)), constructed with a measure preserving dynamical
system T, is solenoidal (resp., potential) on R? for a.e. w € 2. We define the spaces
of potential and solenoidal vector fields by L2, (Q,T) and LZ,(Q,T), respectively.
Then, by defining the space

V2

pot

(Q,7T)={ge L2, (2T): E[g] =0},

pot

the Weyl decomposition theorem is stated as follows [25].
THEOREM 2.4. If the dynamical system T is ergodic, then the following orthogonal
decomposition is valid:

L*(Q) =V?

pot

(Qa T) D Lzol(Qa T)

Finally, we state a well-known compensated compactness result, namely, the Div-
Curl theorem.

THEOREM 2.5. Let D be a bounded domain in R?, and let u. and v, be vector
fields in L?(D) such that

w w .
u. — ug and v, — vy in LQ(D)7 as e — 0.

If, in addition, the conditions V - u. — f in H=Y(D) and curlv. = 0 are satisfied,
then X
ug-'ugwéuo-vo, as e — 0.

3. Asymptotically compatible schemes for realization. In this section,
after introducing the homogenization results for multiscale elliptic PDEs with sta-
tionary and ergodic coefficients in the continuous sense, we study the asymptotic
compatibilities for numerical homogenization procedures using FEMs, MsFEMs, and
X-MsFEMs. A one-dimensional benchmark numerical test is presented to validate
and supplement our theoretical findings.

3.1. Parametric problems and their approximations. Here and in what
follows, let T' = {T, },ecre be a family of measure preserving dynamical system that is
ergodic, and let a(w) = (ai;(w)) .4 be a matrix function that belongs to the following
space with positive constants a_ and a4, namely,

A={a:Q— ngxrff : a(w) is measurable w.r.t. F and

0<a_|gf <& -aw)é <ayl€]? < +ooforall € € R for ae. w € Q.
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In many applications, such as diffusion through porous media and heterogeneous
materials (see, for instance, [31] and references therein), the permeability fields typ-
ically vary at a small scale due to the randomly oriented pores, and the steady-
state diffusion in such media could be described by an elliptic variational problem,
parametrized by 0 < € < 1 and with random coefficients, that is,

given f € H~1(D), find u.(-,w) € H}(D) such that for a.e. w € Q,
ac(uz,v) = (f,v) for all v € H}(D),

where ag(u,v) = / al (,w)Vu - Vo dz for all u,v € Hy(D) with
D

al (z,w) = aT(e7tr,w) = a (T-1,(w)) .

(4)

Here and throughout this paper, “V” means differentiation w.r.t. the spatial variable
x € D only, and the coefficient a (z,w) is stationary and ergodic by its construction.
It is well known that the sequence of coefficients {al (z,w)}.~o G-converges to
an effective coefficient ag € A at a constant value [25], that is, the weak solutions to
problem (4) satisfy the following convergence properties:
(a) ue(-,w) D in HY(D) for ae. w €
®) al'(-,w)Vue(-,w) 2 agVug in L*(D) for a.e. w € €,
as € — 0, where ug solves the homogenized problem

given the same f € H=1(D), find ug(z) € H}(D) such that
ao(ug,v) = (f,v) for all v € Hy(D),
where ag(u,v) = /D aoVu - Vo dz for u,v € Hy(D), and ag is defined by
ap€ = / a(w) (& + @e(w)) dp for all £ € RY,
where ¢ (w) solves theQauxiliary problem: find ¢ € V1, (Q,T) such that
/D a(w) (€ + @(w)) - I(w)du =0 for all ¥ € V2, (Q,T).

Note that for any vector & € R?, the auxiliary problem in (5) is well-posed and has a

unique solution g € V2, (€2, T) which is a linear function of & [25].
Although the effective coefficient is explicitly characterized by ag = (E[a™" (w)]) -

in the one-dimensional case [3], no closed-form expressions are available for the general
d-dimensional problems. As a result, much attention has been paid in the literature
to numerically solving the auxiliary problem to obtain the effective coefficient, e.g.,
[10, 17] and references therein. Alternatively, the effective properties can also be char-
acterized by solving the problem (4) for a sufficiently small modeling parameter [7].

We consider here the effective solution that is approached by numerically solving
the problem (4) with parameter € chosen small enough, that is,

given the same f € H~1(D), find u/*(-,w) € V}, such that for a.e. w € Q,

ac(ul,vp) = (f,vp) for all vy, € Vj,

(6)

where V}, is the approximation space, and u? € V}, can be defined in a similar way.

As such, the question on asymptotic compatibility arises naturally: how about
the asymptotic behaviors of the solution to problem (6) as h — 0, & — 0, or both? In
other words, we want to check whether the diagram in Figure 1 commutes.
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3.2. Asymptotic compatibility. Note that the convergent path (i) in Figure 1
is implied by the theory of G-convergence presented in section 3.1. Next, we consider
the convergence of Galerkin approximations as h — 0 for a fixed € € [0, 00), i.e., the
paths (iii)—(iv) in Figure 1, which is a conventional numerical analysis question since
the e-scale details are fully resolved [7].

LEMMA 3.1. For any FEMs whose space V3, is asymptotically dense in the solution
space, by the Galerkin approximation, there exists a generic constant C' > 0 such that

||u5(-,w)—u( )||H1(D <C 1nf ||u€(, )—Uh||H3(D)—>07 as h — 0,

Vh

for arbitrary but fized € € [0,00) and a.e. w € .

Now we consider the situation where both € and h are sent to zero simultaneously,
i.e., the convergent paths (v)—(vii) in Figure 1, and the result is presented in the
following theorem, which relies on a notion of asymptotically dense approximation
spaces [34]. That is, in the current context, the FEM spaces (that may be constructed
with dependence on €) remain dense in H}(D) as (g, h) — (0,0).

THEOREM 3.2. For any conforming FEMs whose space is asymptotically dense in
the solution space, the pathwise solution to (6) satisfies the convergence properties

ul (-, w) B ug in HY(D) and u!(-,w) — ug in L*(D), for a.e. w € Q,

for any sequences € — 0 and h — 0 simultaneously.

Proof. Step 1. For any sequences {e,} and {h, } that tend to 0 as n —> 00, it can
be easily deduced from (6) that the sequence of pathwise solutions {u,, := u” n (-, w)}is
uniformly bounded in H} (D) for a.e. w € Q. Then, by the Banach— Alaoglu theorem,
there exist convergent subsequence (not relabeled) and wug := ug(-,w) € H} (D) such
that for a.e. w € Q,

Up 2wy in HY (D).

Since H{ (D) is compactly embedded into L?(D), we have by the Rellich embed-
ding theorem that, for a.e. w € €,

(7) U, — ug in L*(D) and Vu, = Vug in L*(D).
Let a, := aT (,w) and o, := a,Vu,. Then for a.e. w € Q, by the boundedness

of {op} in LQ(D) there exists a subsequence (not relabeled) and ¢ := o¢o(-,w) €
L?(D) such that

(8) o, = oy in L*(D).

Step 2. Let £ € R? be fixed but arbitrary and ¢¢(w) € V2, (€2, T) be the solution
to the auxiliary problem given in (5), and let p(w) := £ + @¢(w). By definition, we
obtain

P(w) € Lo (2, T) and E[p] = € + Elpg] = €.

Moreover, let g(w) := a(w)p(w), by the auxiliary problem and Theorem 2.4, we have

(9) g(w) € L2,(T) and Elg] = /Q a(w) (€ + pe(w)) dyt := aok.
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We define pI(z,w) := p(T.-1,(w)) and ql (z,w) = q(T.-1,(w)), then by Theo-
rem 2.3, it immediately implies, for a.e. w € 2,

(10) P, (w) =~ E[p| =€ and g, (,w) = Elq] = ap¢ in L*(D).
Step 3. By the symmetry of a,, = a(T,-1,(w)) € A, we can write
(11) on - Py (W) = (@ Vun) - Py (W) = Vg - (an Py (w)) = Vun - g ().

Note that, on the left-hand side of (11), by (6) and the fact that V4, is dense in
H}(D) as h,, — 0, we have for a.e. w € ,

Hv'o'n""fHH*l(D): sup |(V~0'n+f,v)|

<1
H'U”H(%(D),

= sup

v <
H HH&(D)—

/an-(—Vv—i—Vvhn)dac—i—/f(v—vhn)dac
D D

1

< swp(lloullzo) IVon, = Vll (o)

N <
H’U”H(%(D>_

12y 1o = ol 2 ) )
— 0, asn — oo,
. B —1 T 2 —
that is, V-, — —f in H~*(D). Moreover, by p;, (-,w) € L; (2, T) and curl Vg = 0

for any scalar-valued function g, we have curl pI(-,w) = 0 for a.e. w € . Then by
(8), (10), and Theorem 2.5, we get

(12) o, Pl w) EN oo-& forae we.
On the other hand, for the right-hand side of (11), we have for a.e. w € ,

V-ql(,w) =0by ql(,w) € Lgol(Q,T) and curl Vu,, = 0. Then by (7), (9), and
Theorem 2.5, we have

(13) Vi, - gL (-, w) EN Vug - ap€ for a.e. w € Q.

Since a,, is symmetric and the same can be said about ag [25, 33], by the unique-
ness of weak limit and (12), (13), we then have for a.e. w € Q,

o0 & = Vug - apf = agVug - € for all € € RY.
Note that £ is chosen arbitrarily; we deduce that
(14) o, = a,Vu, = oy =ayVuy in L*(D) for a.e. w <€ Q.

Step 4. We are now ready to identify the PDEs that ug solves and to show that
up is independent of w. By (14) and (6) we have for all v € H} (D),

ao(uo,v) — (f,v) = ao(uo,v) — an(un,vn,) + (f,vn,) — (f,v)

= ao(uo,v) — an(Un,v) + an(Un,v —vp,) + (f, 08, —v)
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:/(o-o—an)-Vvdz+/ o, (Vo —Vuy, )de
D D

+ [ fon, = vdo
D
S/(Ugfa'n)‘vvd13+||O'n||L2(D)||V’U7V’Uhn||L2(D)
D

+ 1 fllz2(pyllvn, — vllL2(p)
— 0 for a.e. we .

Note that wug is independent of w since both ag and f are deterministic.
Therefore, not only a particular subsequence but also the entire sequence admit
convergence. 0

Now it remains to show the convergent path (ii) in Figure 1, in which h is fixed
while ¢ is sent to zero. Although the effective features can be described by a deter-
ministic model with constant coefficients, the standard FEMs would generically fail
to correctly pass to the limit in such a situation. An intuitive explanation is that,
by Theorem 2.3, the effective coefficient is the averaged result of both the stochastic
field and the interaction of e-scale oscillations. However, the polynomial base func-
tion does not depend on the modeling parameter €, with a fixed h, and hence could
not capture any e-scale information (e.g., see [16] for problems in periodic setting).
Therefore, numerous methods including, but not limited to, MsFEMs and HMMs have
been developed to find accurate approximations of the homogenized solution without
resolving the e-scale structures. Moreover, it is proved with mild assumptions in [7]
that MSFEMs and HMMs can correctly pass to the limit in paths (i)—(iv) for one-
dimensional problems, while the high-dimensional case remains an open problem.

However, a straightforward implementation of MsFEMs suffers from resonance
between the discretization scale and the modeling parameter, i.e., the numerical error
becomes large when € and h are of the same order. Specifically, let V) denote the
MSsFEM space consisting of local oscillating functions; for a.e. w € €2, we consider the
following inequality:

(15)  Jlul (-, w) = ue(-,w)llp2(py < l[ul (-, w) — uoll2(py + luo — ue(- W)l L2y,

where ul(-,w) € V§ solves (6). When h = ¢, the left-hand side could be large and
might even seem to diverge for periodic homogenization problems [24]. Hence, the
first term on the right-hand side of (15) does not diminish since the second term goes
to zero by the standard theory of homogenization. Intuitively, by Theorem 3.2, the
reason for not getting convergence is that V;° may not be asymptotically dense in the
solution space HJ (D).

With the intuitive argument above, a remedy for avoiding both underresolution
and resonance can be made. Indeed, the study of asymptotic compatibility enables
us to construct X-MsFEMs by certain enrichments of the MsFEMs approximation
space so that the diagram in Figure 1 commutes in all regimes. In particular, since
the continuous piecewise linear element space is independent of £ and is dense (and
thus asymptotically dense) in H} (D), we get the following result.

COROLLARY 3.3. For any conforming X-MsFEMs with enrichment containing
all continuous piecewise linear elements, the diagram in Figure 1 commutes in all
regimes.
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0 0.5 1 0 0.5 1 0 0.5 1

F1G. 2. One realization of the one-dimensional tile-based random media w.r.t. tile size e = 272,
2=4, and 276.

3.3. Numerical experiments. Here, numerical examples in one dimension are
constructed to examine the validity of our theory. Specifically, for Theorem 3.2, we
compute the error [[ul(-,w) — ug||12(p) and convergence rate for h = e'/2, h =¢, and
h = €3/2, respectively.

3.3.1. Stationary and ergodic coefficients. In comparison with Karhunen—
Loéve expansion that represents random fields via statistical moments, the ergodic
assumptions in the homogenization theory are a more abstract notion with far less
extensive practical illustration. In this section, we consider a one-dimensional tile-
based random media which is known as a severe benchmark test [4]; other examples,
e.g., quasi-periodic type, can be found in [25].

Specifically, let D = [0,1] be uniformly divided into several disjoint intervals
with length e, each of which takes values k¢ and k; with probabilities p and 1 — p,
respectively. The realization of such media w.r.t. tile size ¢ = 272, 274, and 276 is
depicted in Figure 2, where k1 = 1 and k3 = 4 and with probability p = 1/2. It can
be easily deduced from Theorem 3.2 that the effective coefficient is determined by

(16) o= H»D -5

3.3.2. Numerical verification of asymptotic compatibility. Let 7, be a
uniform partition of D = [0, 1] with mesh size h; we can take, without loss of generality,
piecewise continuous linear elements Vj, = {v, € C%(D) : vy|x € Py for all K € T }.
Now, we consider a parametric problem with the coefficients constructed in section
3.3.1: given f = —age® and g = €%, find u”(-,w) € {w € V}, : w|op = g} such that for
a.e. w € €,

(17) aE(ug,vh) = (f,vp) for all v, € {w € V}, : w|ogp = 0}.

Then by Theorem 3.2, as h and ¢ tend to zero, the solution to (17) converges to the
solution of the homogenized problem given below: find ug € {w € HY(D) : w|sp = g}
such that

(18) ao(ug,v) = (f,v) for all v € H}(D),

where ag is given in (16) and the effective solution has explicit expression ug(x) = €”.

Given the random input data as depicted in Figure 2, the numerical realizations
to problem (17) in all regimes are presented in Figure 3. Note that, in the last column,
all the realizations are shown to solve an elliptic problem with a constant coefficient.
Namely, neither the resonance nor the underresolution does pollute the approach
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2.5 2.5 2.5 2.5
2 2 2 2
1.5 1.5 1.5 1.5

1 1 1 1
0 02505075 1 0 02505075 1 0 02505075 1 0 02505075 1

25 25 25 2.5
2 2 2 2
1.5 1.5 1.5 1.5

1 1 1 1
0 0.25 05 0.75 1 0 0.25 05 0.75 1 0 0.25 05 0.75 1 0 0.25 05 0.75 1

2.5 2.5 2.5 2.5
2 2 2 2
1.5 1.5 1.5 1.5

1 1 1 1
0 0.25 05 0.75 1 0 02505075 1 0 02505075 1 0 02505075 1

Fic. 3. From top to bottom: numerical sample realizations ug(x,w) w.r.t. h = 61/2, h =g,
and h = &3/2. From left to right: ¢ = 274,276 278 4nd 2-10

TABLE 1
Error and convergence order in L? and Loo norms for different regimes using linear elements.

llellL> x 1072 llellzo, x 1072
€ h=¢l/2 h=c¢ h=¢g3/2 h=¢l/2 h=c¢ h=¢g3/2
272 | 22.63(— 25.08(—) 25.71(—) | 43.04(-) 43.58(—) 43.80(—)
274 | 19.78(0.19) 12.66(0.49) 12.71(0.51) | 37.62(0.19) 23.19(0.45) 23.27(0.46)

5.84(0.55)  1.70(0.73)  1.70(0.73) | 9.96(0.46)  5.44(0.51)  5.45(0.51)
5.59(0.06)  0.65(0.70)  0.65(0.70) | 8.83(0.17)  1.54(0.91)  1.55(0.91)

|
\
276 | 8.57(1.21)  4.70(0.71)  4.70(0.72) | 13.73(1.45) 11.02(0.54) 11.06(0.54)
\
\

to an effective solution, which validates the property of asymptotic compatibility
in Theorem 3.2 for piecewise linear elements. Moreover, the numerical error e =

ul(-,w) —up in L? and Lo, norms for all scenarios are given in Table 1.

€

For the last two cases, i.e., h = ¢ and h = ¢%/2, we use the partitions where
all the discontinuities in the coefficient lie on grid points. Hence, the FEM with
piecewise linear base functions that is used for solving the one-dimensional problem
(17) can still attain second order accuracy in the infinity norm [29]. While in the
case of underresolution, i.e., h = ¢'/2, only first order accuracy in the infinity norm
is obtained since the e-scale details haven’t been resolved [29].

We note, however, that no convergence order is obtained from Table 1. On the
one hand, it may be as in the Birkhoff’s ergodic theorem where no general statement
can be made about the speed of convergence [27, 28]. On the other hand, when using
realizations to approach the homogenized solution, it is subject to fluctuation effects.
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For the one-dimensional example, if the deviation of 1/al(-,w) from its mean 1/ay is
strongly mixing, the corrector theory in [7] shows that, as ¢ — 0,

(19) UE(',CLJ) — in distribution {:‘VN(', w)’

where 0 < v < 1 and N (-, w) is a Gaussian random process. In other words, the error
could be large even if the parameter ¢ is very small. Therefore, the expected value is
used to deal with such a problem in the following sections.

4. Asymptotically compatible schemes for expectation. In this section,
we first prove that the expected value can also converge to the same homogenized
solution and its MC FE approximation inherits the property of asymptotic compat-
ibility from numerical realizations. Moreover, specific error estimation is derived to
enhance the numerical efficiency, and numerical experiments are presented to validate
our statements.

4.1. Asymptotic compatibility. To begin with, we prove that the expectation
E[uc] also converges to the homogenized solution ug as € — 0. Then, by mimicking a
similar diagram in Figure 1, a discussion on the asymptotic compatibility for the MC
FE approximation (2) of E[u,] is presented.

THEOREM 4.1. The expected value of the pathwise solution to problem (4) satisfies
E[u.] — up in L*(D), as € — 0,

where ug solves the homogenized problem (5).

Proof. By the theory of stochastic homogenization, we have for a.e. w € Q,
flue (-, w) — Uo||L2(D) — 0, ase — 0.

On the other hand, the following standard estimate holds almost surely:

20
e (s w) = uoll2(py < lJue(-sw)llz2(py + lluollz2(py < Z||f||L2(D)a

where C' is the constant given by the Poincaré inequality.
Note that the mapping w — u(-,w) is measurable [12]; by Lebesgue’s dominated
convergence theorem, it immediately implies that

E [Jlue(,0) = wol3a(p)] = 0, as e = 0.
Then by Jensen’s inequality, we have
(200 Efuelw) = wollFap) < B [lue(w) = wol32p] =0, ase >0,

that is, E[u.] — uo in L?(D) as € — 0 which completes the proof. O

Similarly, for the numerical approximation of E[u.] via scheme (2), the ques-
tion on asymptotic compatibility arises naturally: whether the diagram in Figure 4
commutes.

Note that, by Theorem 4.1 and Lemma 3.1, the paths (i) and (iv) in Figure 4 are
accessible, respectively. Moreover, for arbitrary but fixed € € (0, ), the conventional
error estimation for the elliptic problem with stochastic coefficients [8, Theorem 4.3]
implies that

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/06/18 to 160.39.220.69. Redistribution subject to STAM license or copyright; see http://www.siam.org/journals/ojsa.php

1954 QI SUN, QIANG DU, AND JU MING

discrete e =0, n—o00 5 discrete

parametric Q¢ ug(x) h :
(ii) omogenized

MC FE e
h —0, n— oo (iii) (iv)[h =0
continuum M) _
parametric E[u] uo () contlnul}m
expectation e—0 homogenized

Fic. 4. A diagram describing the convergence results of numerical homogenization.

|OMC — Efuc]||2(py — 0, as h — 0 and n — o0,

which indicates that the convergent path (iii) holds true.

Now we consider the situation where both € and h are sent to zero for all n€Z,
i.e., the convergent paths (v)—(vii) in Figure 4, and the results are given in the fol-
lowing corollary.

COROLLARY 4.2. For any conforming FEMs with approzimation spaces asymp-
totically dense in the solution space, the expected value of the pathwise solution to (6)
satisfies

E[u”] = u in L?(D) for any sequences ¢ — 0 and h — 0.
Furthermore, the corresponding MC FE approzimation (2) satisfies
QMC _; g in £2(D) for any sequences &,h — 0 and for all n € Z..

Proof. For any sequences € — 0 and h — 0, by Theorem 3.2, the numerical sample

realization u”(-,w) converges strongly to ug in L?(D) almost surely. Therefore, by

the arguments presented in Theorem 4.1, it immediately implies that there holds
(21) |lul —uollz2(py = 0 and |[E[ul] — uo|lr2(py — 0 for any sequences &, h — 0.

On the other hand, the standard error bound for the MC FE estimation of Eu.]
gives

M = QY€ — ug| 2(p) < |QMC — Elu]ll 2 () + B[] — ol 2o

1
= ﬁHU? — E[ul]llc2(py + |E[ul] — uollz2(p)

IA

1
ﬁ\\u?\\mw) + |E[ul] — uollr2(p)

C
CL\/ﬁHfHH(D) + [[E[ul] - uollz2(py,
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TABLE 2
Numerical error ||QMC — ug|| in different norms with fived h and different e.
Index of level (¢) | o | » | 2 | 3 | 4

[QMC — gl 2 (x1072) || 2.83 | 4.35 | 5.07 | 5.33 | 5.44
1OMC — up||, (x1072) || 3.90 | 5.96 | 6.96 | 7.31 | 7.46

where C is the constant given by the Poincaré inequality [12]. By invoking (21), the
right-hand side of (22) goes to zero for any sequences (e, h) — (0,0) and n — oo.
Similarly, for fixed but arbitrary n € Z,., we have

1
M < %HU? — E[ul]ll c2(p) + I|E[ul] — uol|z2(p)
1 1
< %HU? —uollz2(py + ﬁ”E[U?] — uollz2(py + IIE[u?] — uollz2(p),
hence the proof is completed by invoking (21). o

Now it remains to examine the convergent path (ii) in Figure 4 for the standard
FEMs where h > e. Intuitively, for standard FEMs, the underresolution error could
not be eliminated by using sample average since no e-scale information is included.
More precisely, by using continuous linear elements, we consider the problem (17)
with a fixed mesh size h = 279, a sequence of modeling parameters {e, = 24_10}21:0,
and sample size n = 3000; the numerical results are presented in Table 2.

As can be seen from Table 2, even though the small-scale oscillation diminishes
as € — 0, the numerical error becomes large as the ratio r = h/e grows. The reason
for this is that the larger the ratio is, the worse the approximation to e-scale structure
gets. Therefore, the upscaling methods, e.g., MsFEMs and HMMs, should be used to
deal with the underresolution [7]. Furthermore, X-MsFEMs may be used to overcome
resonance when the discretization scale is close to the heterogeneity scale of the media
as illustrated in the earlier section.

4.2. Further error analysis for the MC FE method. Although the influence
of randomness can be reduced by using sample average (2), the MC simulation is
known to be costly and even unaffordable. However, based on the error estimates
developed for homogenization problems with deterministic limits in this section, high
accuracy can be achieved by performing relatively few simulations.

Recall that the error estimation associated with approximating uy by QMC takes
the form

_1
(23) MC <n7E |lul — Elullllc2p) + [E[ul] —uollr2(p) -
sampling error homogenization error
Moreover, let EMC := |lul —E[ul]|| z2(p), and define Ser and Heyy as the sampling and

the homogenization error, respectively. Then, by balancing errors, the MC sample
size n can be determined by the following formula:

(24) n—%gMC = Serr ~ Hery.

Note that by using asymptotically compatible schemes, the homogenization error
diminish as (g,h) — (0,0). Since EM€ is bounded by some constant in (22), it implies
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that the MC sample size n increases as (¢,h) — (0,0). However, for our problems, a
key observation is that both u* and E[u?] can converge strongly to ug in £2(D), that
is, EMC — 0 as (g,h) — (0,0), which enables us to perform relatively few simulations
to attain high accuracy.

In fact, the MC FE approximation error also takes the form

MO < QMC —Elul]ll 2y + B[] — uollc2(p)

Y 1
=n"2|| (V[ul])® | 22Dy + |E[u2] — woll 22 (D).

sampling error homogenization error

where the variance tends to zero as (¢, h) — (0, 0) since the numerical realized values
converge to the deterministic effective solutions. Moreover, one can also estimate the
mean square error in a suitable norm || - || to draw a similar conclusion, i.e.,

™C .= HE[(QMC - uo)Q} H = HE[(QMC - E[u?])ﬂ + (E[ul] - u0)2H

(25) <0 VIR + || (Blul] - wo)|| -
_ —

sampling error homogenization error

Specifically, the variance V[u?] of numerical realizations, which inherits the proper-
ties of continuous problem, diminishes as both ¢ — 0 and A — 0 simultaneously and
thus coincides with our statements reported before. To compensate for the lack of
quantitative results based on theoretical derivations, numerical experiments are car-
ried out in the following section to offer quantitative finding by showing the order of
convergence that is not provided in our convergence theorem:.

4.3. Numerical experiments. Here, we consider the following boundary value
problem with stationary and ergodic coefficients: given f € H~'(D) and g € H'/?(D),
find ul(-,w) € {w € V}, : w|pp = g} such that for a.e. w € Q,

(26) ac(ul,vp) = (f,vp) for all vy, € {w € Vj, : w|ap = 0},

where the quantity of interest E[u.] is approximated by sample average (2). Without
loss of generality, standard FEMs are used and specific partitions are chosen where
all the discontinuities in the coefficient lie on grid points. Let £MC = [jut — E[ul/]|
and VMC = ||V[ul]|| for £ =0,...,L € Z, where L? and L, norms are used.

In such settings, numerical results are reported in this section to computationally
verify the assumption

(27) M€ = Jul — Eful)]| < Ce* and €MC = |[V[ul]| < C<”,

where C' is a generic constant, and « and 3 are two positive constants which change
with the dimension of problem and the norm || - || of interest.

4.3.1. One-dimensional numerical experiment. We consider the model prob-
lem (26) with coefficients constructed in section 3.3.1, f(x) = —8e”/5 and g(x) = e”.

Specifically, the sequence of modeling parameters is chosen to be {g, = 27¢~5 52207,
and the mesh sizes are given by hy = 2776 with fixed ratio r =271 for £ =0,...,7.
Furthermore, by using n = 3000 samples and quadratic elements, the numerical
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0 -4
+ | &lle + Vel
1 fitted result -5 | —fitted result
+ €l e + Vellz.
= fitted result = 67| fitted result
w =
- =7
g3 g
= gl
4 9
-5 - - - -10 ; -
-10 -8 -6 -4 -2 -10 -8 -6 -4
log ¢4 log &
F1c. 5. Linear fitted results of S}VIC and Vé\/[c forte=0,...,7.
TABLE 3
Linear fitted results and convergence orders of Eév[c and Vév[c fort=0,...,7.
Index of level (/) | 0 1 2 3 4 5 6 7 || Order

1€l z2(py x 1072 | 7.91 568 396 281 1.98 139 099 0.71 | 0.50

1EMCN o (py x 1072 | 42.93  31.34 20.88 14.12 1080 7.54 5.22 3.71 || 051

VMOl p2(py x 1074 | 70.82 3653 17.81 911 448 226 146 0.56 || 1.00

VM€l Lo (py x 107% | 106.68 55.36 26.79 13.47 6.45 3.39 1.72 0.83 || 1.00

results concerning assumption (27) are given as follows: Figure 5 presents the lin-
ear fitted results of ElMC and Vé\/lc, while the computational results are given in
Table 3.

As seen from Table 3, assumption (27) is substantiated with convergence orders
a =~ 0.5 and 8 = 1, which validates our statements in section 4.2. This enables us to
determine the optimal sample size for different types of error and parameter value,
which could greatly reduce the computational cost in contrast to the traditional MC
methods.

4.3.2. Two-dimensional numerical experiment. Next, a two-dimensional
model problem (26) with coefficient in a chessboard type is considered [25]. Specif-
ically, let I be the 2 by 2 identity matrix and the domain D = [0, 1]? be split into
squares of length € > 0. We consider that the coefficient a (x,w) takes two values
k115 and kols on each square independently for two given positive scalars k1 and Ko,
with probabilities p and 1 — p, respectively.

Some realizations of such two-dimensional media with x; = 1 (black), ko = 4
(white), and p = 1/2 are depicted on the first line of Figure 6. The corresponding
numerical realization with f(z,y) = e®¥@=DW=D g(z,y) = 0, and a fixed ratio
r = 1 is presented on the second line of Figure 6. Note that the right-hand side is a
symmetric function centered at (1/2,1/2), and numerical realization u”(-,w) is seen
to solve an elliptic problem with a constant coefficient, which matches with our theory
in Theorem 3.2.

Next, n = 5000 samples and quadratic elements are used to numerically verify
the assumption (27) with the sequence of parameter chosen to be {e, = 2727 }1=3,
and the numerical results are given in Figure 7 and Table 4, which validate our
statements.
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F1G. 6. Realizations of the two-dimensional
w.r.t. {e= 2_5}25:2.

-3 ‘ ‘ -9.5
+ &g + Vil
-3.5 | —fitted result -10 | —fitted result
+ &l + Vil
-4 | ——fitted result -10.5 | ——fitted result
_-45 — -1}
W =
- 5 =-115
o0 )
< 55 < 2f
-6 -12.5
6.5} 13
-7 : : : : -13.5 : : : :
-3 25 -2 -1.5 -1 -0.5 -35 -3 2.5 -2 -1.5 -1
log & log &
Fic. 7. Linear fitted results of 5}40 and Vé\/IC for£=0,...,3.
TABLE 4
Linear fitted results and convergence orders of Eév[c and Vév[c fort=0,...,3.
Index of level (£) | o 1 2 3 || Order

1€l z2(py (x1078) | 537  3.39 204 118 | 0.73

1EMCN (D) (x1072) | 320 219 1.24 0.76 || 0.70
VM€l p2(py (x1077) | 3.57 1.32 046 0.15 || 1.52

VMOl (py (x107°) | 6.02 248 0.87 0.29 || 1.46

5. Conclusions. In this work, we first introduce the theory of asymptotic com-
patibility for the numerical sample realization of elliptic homogenization problems
using standard FEMs, MsFEMs, and X-MsFEMs. We then demonstrate that the
expected value, which also converges to the homogenized solution, provides a more
attractive alternative since the convergence is less susceptible to the fluctuation ef-
fects. To evaluate the expectation, the MC FE scheme (2) is used and it is shown to
inherit the asymptotic compatibility. Finally, specific error estimation is derived to
further enhance the efficiency of our numerical approach.
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The framework and numerical schemes developed in this paper could also be ap-
plied to high-contrast problems with additional small scale in the coefficients, stochas-
tic optimal control problems where (4) serves as constraints, etc. Such problems await
further investigations in the future [32]. In addition, we note that besides the con-
ventional MC sampling strategy discussed in this paper, one may also invoke several
techniques including, but not limit to, the quasi-MC method [11, 19], the Markov
chain MC method [20], variance reduction [5, 21, 22], and reduced order basis tech-
niques [13] to further enhance the performance of the MC scheme. It will be interesting
future work to study these as well as other variants of multilevel and multiscale MC
schemes arising from the asymptotic compatibility of numerical expectation presented
in Corollary 4.2.

Acknowledgments. The authors would like to thank Xiaochuan Tian, Zhi
Zhou, Wenjia Jing, and Guillaume Bal for numerous useful discussions. They also,
would like to thank the referees for valuable suggestions.

REFERENCES

[1] A. ABDULE, A. BARTH, AND C. SCHWAB, Multilevel Monte Carlo methods for stochastic elliptic
multiscale PDEs, Multiscale Model. Simul., 11 (2013), pp. 1033-1070.

[2] A. ABDULE, E WEINAN, B. ENGQUIST, AND E. VANDEN-ELINDEN, The heterogeneous multiscale
method, Acta Numer., 21 (2012), pp. 1-87.

[3] A. ALEXANDERIAN, Ezpository paper: A primer on homogenization of elliptic PDEs with sta-
tionary and ergodic random coefficient functions, Rocky Mountain J. Math., 45 (2015),
pp. 703-735.

[4] A. ALEXANDERIAN, M. RATHINAM, AND R. ROSTAMIAN, Homogenization, symmetry and peri-
odization in diffusive random media, Acta Math. Sci., 32 (2012), pp. 129-154.

[5] A. ANANTHARAMAN, R. CosTAaoUEC, C LE BRis, F. LEGOLL, AND F. THOMINES, Introduction
to numerical stochastic homogenization and the related computational challenges: Some
recent developments, in Multiscale Modeling and Analysis for Materials Simulation, World
Scientific, River Edge, NJ, 2012, pp. 197-272.

[6] I. BaBuska, R. TEMPONE, AND G. ZOURARIS, Galerkin finite element approzimations
of stochastic elliptic partial difference equations, SIAM J. Numer. Anal., 42 (2004),
pp. 800-825.

[7] G. BAaLL AND W. JING, Corrector theory for MsFEM and HMM in random media, Multiscale
Model. Simul., 9 (2011), pp. 1549-1587.
[8] A. BArTH, C. SCHWAB, AND N. ZOLLINGER, Multi-level Monte Carlo finite element method for
elliptic PDEs with stochastic coefficients, Numer. Math., 119 (2011), pp. 123-161.
[9] A. BENSOUSSAN, J. LIONS, AND G. PAPANICOLAOU, Asymptotic Analysis for Periodic Structures,
AMS, Providence, RI, 2011.
[10] A. BOURGEAT AND A. PIATNITSKI, Approzimations of effective coefficients in stochastic ho-
mogenization, Ann. Inst. Henri Poincaré Probab. Stat., 40 (2004), pp. 153-165.
[11] R. CAFLISCH, Monte Carlo and quasi-Monte Carlo methods, Acta Numer., 7 (1998), pp. 1-49.
[12] J. CHARRIER, Strong and weak error estimates for elliptic partial differential equations with

random coefficients, STAM J. Numer. Anal., 50 (2012), pp. 216-246.

[13] E. CuHung, Y. EFENDIEV, W. LEUNG, AND G. L1, Sparse generalized multiscale finite element
methods and their applications, Int. J. Multiscale Comput. Engrg., 14 (2016).

[14] C. Cuu , I. GRAHAM, AND T. Hou, A new multiscale finite element method for high-contrast
elliptic interface problems, Math. Comp., 79 (2010), pp. 1915-1955.

[15] Q. Du, Y. Tao, X. TIAN, AND J. YANG, Robust a posteriori stress analysis for quadrature
collocation approximations of nonlocal models via nonlocal gradients, Comput. Methods
Appl. Mech. Engrg., 310 (2016), pp. 605-627.

(16] Y. EFENDIEV, The Multiscale Finite Element Method (MsFEM) and Its Applications, Ph.D.
thesis, Applied and Computational Mathematics, Caltech, Pasadena, CA, 1999.

[17] Y. EFENDIEV, C. KRONSBEIN, AND F. LEGOLL, Multilevel Monte Carlo approaches for numerical
homogenization, Multiscale Model. Simul., 13 (2015), pp. 1107-1135.

(18] L.C. EvaNs, Partial Difference Equations, AMS, Providence, RI, 2010.

[19] M. GILES, Multilevel Monte Carlo methods, Acta Numer., 24 (2015), pp. 259-328.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/06/18 to 160.39.220.69. Redistribution subject to STAM license or copyright; see http://www.siam.org/journals/ojsa.php

1960

QI SUN, QIANG DU, AND JU MING

[20] W. GILKS, S. RICHARDSON, AND D. SPIEGELHALTER, Markov Chain Monte Carlo in Practice,

CRC Press, Boca Raton, FL, 1995.

[21] A. GLORIA AND F. OTTO, An optimal variance estimate in stochastic homogenization of discrete

elliptic equations, Ann. Probab., 39 (2011), pp. 779-856.

[22] A. GLORIA, S. NEUKAMM, AND F. OTTO, An optimal quantitative two-scale expansion in

M.

=

stochastic homogenization of discrete elliptic equations, ESAIM Math. Model. Numer.
Anal., 48 (2014), pp. 325-346.

GUNZBURGER, C. WEBSTER, AND G. ZHANG, Stochastic finite element methods for partial
differential equations with random input data, Acta Numer., 23 (2014), pp. 521-650.

. Hou, X. Wu, AND Z. Ca1, Convergence of a multiscale finite element method for elliptic

problems with rapidly oscillating coefficients, Math. Comp., 68 (1999), pp. 913-943.

. Jikov, S. KozLov, AND O. OLENIK, Homogenization of Differential Operators and Integral

Functionals, Springer, New York, 2012.

S. KozLov, Averaging of random operators, Mat. Sb., 151 (1979), pp. 188-202.

£ O 7 Q@

~

. KAKUTANI AND K. PETERSEN, The speed of convergence in the Ergodic Theorem, Monat.

Math., 91 (1981), pp. 11-18.

. KRENGEL, On the speed of convergence in the ergodic theorem, Monat. Math. 86 (1978),

pp- 3-6.

. L1, The immersed interface method using a finite element formulation, Appl. Numer. Math.,

27 (1998), pp. 253-267.

. PAPANICOLAOU AND S. VARADHAN, Boundary value problems with rapidly oscillating random

coefficients, Random Fields, 1 (1979), pp. 835-873.

. SMITH, Uncertainty Quantification: Theory, Implementation, and Applications, Comput.

Sci. Eng. 12, STAM, Philadelphia, 2013.

. SUN AND Q. Du, Numerical stochastic homogenization of a distributed optimal control

problem, submitted.

. TARTAR, The General Theory of Homogenization: A Personalized Introduction, Lect. Notes

Unione Mat. Ital. 7, Springer, New York, 2009.

. TIAN AND Q. Du, Asymptotically compatible schemes and applications to robust discretiza-

tion of nonlocal models, STAM J. Numer. Anal., 52 (2014), pp. 1641-1665.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



