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On the Global Dynamics of an Electroencephalographic Mean Field
Model of the Neocortex*
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Abstract. This paper investigates the global dynamics of a mean field model of the electroencephalogram
developed by Liley, Cadusch, and Dafilis [Network, 13 (2002), pp. 67-113]. The model is presented
as a system of coupled ordinary and partial differential equations with periodic boundary conditions.
Existence, uniqueness, and regularity of weak and strong solutions of the model are established in
appropriate function spaces, and the associated initial-boundary value problems are proved to be well-
posed. Sufficient conditions are developed for the phase spaces of the model to ensure nonnegativity
of certain quantities in the model, as required by their biophysical interpretation. It is shown that
the semigroups of weak and strong solution operators possess bounded absorbing sets for the entire
range of biophysical values of the parameters of the model. Challenges involved in establishing a
global attractor for the model are discussed and it is shown that there exist parameter values for
which the constructed semidynamical systems do not possess a compact global attractor due to the
lack of the compactness property. Finally, using the theoretical results of the paper, instructive
insights are provided into the complexity of the behavior of the model and computational analysis
of the model.
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1. Introduction. Inspired by the seminal work of Alan Hodgkin and Andrew Huxley on
modeling the flow of ionic currents through the membrane of a giant nerve fiber, numer-
ous biophysical and mathematical models have been developed towards understanding the
neurophysiology of the central nervous system and the underlying mechanism of the various
phenomena that emerge during its vital operation in the body, many of which still remain a
mystery to researchers [17, 26, 42, 54]. In particular, in exploring the core component of the
central nervous system—the brain—substantial effort has been devoted to developing mod-
els at different levels of scope, from the molecular and intercellular level, dealing with the
transportation of ions and the enzymatic kinetics of neurotransmitter-receptor binding at ion
channels, to the single cell and intracellular level, dealing with the creation and transmission
of action potential, to the population and neuronal network level, dealing with the average
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behavior and synchronized activity of neuronal ensembles, to the system level, dealing with
the systematic operation and interaction between cortical and subcortical components of the
brain, and finally to the behavioral and cognitive level, dealing with the integrated mental
activity and the creation of mind [1, 15, 22, 29, 30, 46, 48, 55].

As an effective methodology for developing models at the population and network level,
mean field theory has been employed to construct approximate models for interconnected
populations of neurons by averaging the effect of all other neurons on a given individual neu-
ron inside a population. The resulting averaged neuron can be used to analyze the overall
temporal behavior of a single population of neurons—leading to a neural mass model—or can
be considered as a locally averaged component of a continuum of neural populations—leading
to a spatio-temporal mean field model. These models are particularly useful in analyzing the
electrophysiological activity of neuronal ensembles using local field potentials and electroen-
cephalograms (EEGs) [10, 40, 43, 45].

The evolution equations that describe a mean field model of neural activity in the cortex
are in the form of a system of partial differential equations (PDEs), or a system of coupled
ordinary and partial differential equations. The theory of infinite-dimensional dynamical
systems is hence used to analyze the global dynamics and long-term behavior of these systems.
The classical approach to this problem follows several steps. First, existence, uniqueness, and
regularity of solutions are established for all positive time in appropriately chosen problem-
dependent function spaces, and the well-posedness of the problem is confirmed. Second, a
semidynamical framework is constructed over a positively invariant complete normed space—
the phase space for the evolution of the solutions—and is shown to possess bounded absorbing
sets. Asymptotic compactness of the semigroup of solution operators is then ensured to
guarantee the existence of a global attractor, which is a compact strictly invariant attracting
set and which contains all the information regarding the asymptotic behavior of the model.
Third, the Hausdorff or fractal dimension of the global attractor is estimated to show that the
attractor is finite-dimensional, so that the asymptotic dynamics of the system is determined
by a finite number of degrees of freedom. Fourth, the existence of an inertial manifold is
established, which is a smooth finite-dimensional invariant manifold containing the global
attractor. Consequently, the dynamics on the attractor can be presented by a finite set of
ordinary differential equations (ODEs) and further characterized to give the overall picture of
the long-term behavior of the system [7, 24, 25, 44, 51].

In this paper, we investigate the mean field model proposed in [36] for an understanding of
the electrical activity in the neocortex as observed in the EEG. This model, which is comprised
of a system of coupled ordinary and partial differential equations in a two-dimensional space,
has been widely used in the literature to study the alpha- and gamma-band rhythmic activity
in the cortex [4, 5], phase transition and burst suppression in cortical neurons during general
anesthesia [6, 37, 49], the effect of anesthetic drugs on the EEG [2, 19], and epileptic seizures
[31, 32, 33, 35]. Open-source tools for numerical implementation of the model and computation
of equilibria and time-periodic solutions are developed in [23]. Complexity of the dynamics of
the model, including periodic and pseudoperiodic solutions, chaotic behavior, multistability,
and bifurcation are studied in [11, 12, 13, 20, 21, 52, 53].

The above results, however, are mainly computational or use approximate versions of the
model. A rigorous analysis of the dynamics of the model in an infinite-dimensional dynamical
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system framework as outlined above is not available in the literature. In particular, the basic
problems of well-posedness of the initial-boundary value problem associated with the model
and regularity of the solutions remain uninvestigated. It is not known under what conditions,
if any, the components of the solutions of the model that are associated with nonnegative
biophysical quantities remain nonnegative for all time. The solutions that take negative values
for such quantities—even for a small interval of time in the distant future—cannot represent
a biophysically plausible dynamics of the electrical activity in the neocortex.

The aim of this paper is to study the global dynamics of the mean field model discussed
above, to ensure its biophysical plausibility, and to provide the basic analytical results required
for characterization of the long-term dynamics of the model. Specifically, we follow the first two
steps of the classical analysis approach to investigate the problem of existence or nonexistence
of a global attractor.

This paper is organized as follows. In section 2, we introduce notation and recall key
definitions that are necessary for developing the results in this paper. In section 3, we give
a description of the anatomical structure of the neocortex and the physiological interactions
that underlie the construction of the model. Moreover, we present the mathematical structure
of the model as a system of coupled ordinary and partial differential equations with initial
values and periodic boundary conditions. In section 4, following the first step of the classical
analysis approach, we prove the existence and uniqueness of weak and strong solutions for the
proposed initial value problem and analyze the regularity of these solutions.

As in the second step of the classical analysis approach, in section 5 we define semigroups
of weak and strong solution operators and show their continuity properties. Moreover, we
establish sufficient conditions on the phase spaces as to ensure biophysical plausibility of the
evolution of the solutions under the associated semidynamical systems. In section 6, we show
that the semigroups of solution operators possess bounded absorbing sets for all possible values
of the biophysical parameters of the model. In section 7, we discuss challenges involved in
establishing a global attractor for the model, and in particular, we show that there exist sets
of values for the biophysical parameters of the model such that the associated semigroups
of solution operators do not possess a compact global attractor. We conclude the paper in
section 8 with a discussion on the results developed in the paper and their application to
computational analysis of the model.

2. Notation and preliminaries. The notation used in this paper is fairly standard. Specif-
ically, R™ denotes the n-dimensional real Euclidean space and R™*" denotes the space of real
m x n matrices. A point x € R" is presented by the n-tuple x = (x1,...,z,) or, when it

appears in matrix operations, by the column vector xz = [ T Ty ]T, where ()T denotes
the transpose. The nonnegative cone {x € R" : z; > 0 for j = 1,...,n} is denoted by R}. A
sequence of points in R™ is denoted by {w(l)}fil, with the jth component of £ denoted by

xg»l). Moreover, the trace of a square matrix A € R™*™ is denoted by tr A, and a block-diagonal
matrix D with k blocks Dy,..., Dy is denoted by diag(Dy,...,Dy). For z,y € R", we write
x > y to denote componentwise inequality, that is, x; > y;, j = 1,...,n. For A, B € R™",
we write A > B to denote that A — B is positive semidefinite. Finally, we denote by 0,,xn
and I,x, the zero and identity matrices in R™*", respectively. We write I for the identity
operator in other vector spaces.
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For an inner product space U, we denote the associated inner product by (-, ')u and
the norm generated by the inner product by || - ||zs. For a Hilbert space U, we denote the
pairing of U with its dual space U* by (-, ). In particular, for Y = R", we write (-, )gn
and || - ||ge for the standard inner product and the Euclidean norm, respectively. Similarly,
for U = R™", we write (-, -)gmxn for the standard inner product and || - ||[gmxn for the
associated inner product norm. Moreover, we denote the vector 1-, 2-, and co-norms in R"™ by
-1, |- ]2 = || - lrn, and || - ||oo, respectively. The matrix 1-, 2-, and oo-norms in R™*"
induced, respectively, by the vector 1-, 2-, and co-norms in R"™ are denoted by || - |1, || - ||2,
and || - .

Let € be an open subset of R” denoting the space domain of a given dynamical system,
with z € Q denoting a spatial point in 2. The time domain of the system is given by the
closed interval [0,7] C R, T" > 0, with the temporal point ¢t. For a function u : [0,7] — R,
the kth-order total derivative with respect to ¢ at ty is denoted by dfu(ty). For k = 1,
we write d;u(tg). For a function w(z,t) : Q x [0,7] — R, the kth-order partial derivative
with respect to t at (zg,tp) is denoted by 9Fu(xg,to) and the kth-order partial derivative
with respect to x; at (xo,to) is denoted by aﬁju(:vo,tg), j=1,...,n. For k =1, we write
Oyu(zo,to) and Oz ;u(xo,t0). The gradient of u in Q is denoted by d,u and is given by Jyu :=
(Ozyu, ..., 0z, u). The Laplacian of u in  is denoted by Au and is given by Au := (92, +
-+ 482 ). For a vector-valued function u(z,t) : Q x [0,T] — R™, we interpret u(z,t) as the
m-tuple u(z,t) = (ui(x,t),...,um(z,t)), where each component u;(x,t), j =1,...,m, is a
scalar-valued function on Q x [0,7]. In this case, dyu(x,t) € R™*" is the gradient of u and
the vector Laplacian Aw is given by Au(x,t) := (Aui(z,t),..., Auy(x,t)) € R™, assuming
Cartesian coordinates.

For every integer k > 0, the space of k-times continuously differentiable real-valued func-
tions on Q is denoted by C*(Q). The space C*(Q) consists of all functions in C*(Q2) that,
together with all of their partial derivatives up to the order k, are uniformly continuous in
bounded subsets of Q. Moreover, for 0 < A < 1, the Holder space C**() is a subspace of
C* () consisting of functions whose partial derivatives of order k are Holder continuous with
exponent \; see [9, sect. 1.18] for details. We use C2°(€2) to denote the space of infinitely dif-
ferentiable real-valued functions with compact support in 2. Moreover, we denote by L%OC(Q)
the space of locally integrable real-valued functions on 2. Then, for every function u € L%OC(Q)
and any multi-index o with |a| > 1, the weak partial derivative of u in Li (£2), of order |a,
is defined by the distribution u® that satisfies

/u%dx = (—1)l / ud*¢dx for all ¢ € C2(Q),
Q Q

where dz = dz; - - - dz,, is the Lebesgue measure on R"; see [9, sect. 6.3] for details. With a
minor abuse of notation, we use 9f and 9¥ to denote the kth-order weak—as well as classical—
partial derivatives with respect to t and x, respectively. The distinction will be clear from the
context, or will otherwise be explicitly specified.

The Hilbert space of vector-valued Lebesgue measurable functions u : 2 — R with finite
L2-norm is denoted by L?(Q;R™), with the associated inner product and norm given by

wwmmm:ﬁwmmmmawmmmw{ﬁwm@ﬂ?
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The Banach space of vector-valued Lebesgue measurable functions u : 2 — R" with finite
L*-norm is denoted by L (€; R™), with the norm

[u] Loo (irm) := esssup [[u()]]oo-
e

The Sobolev space of vector-valued functions u € LP(Q2; R™), whose all [th-order weak deriva-
tives 0Lu, | < k, exist and belong to LP(Q;R’"X"Z), is denoted by WHP(;R™). When
p = 2, the Sobolev spaces W*2(Q;R™) are Hilbert spaces for all k& € [0,00), and are de-
noted by H¥(Q;R™) := Wk2(Q; R™). Specifically, H°(Q;R™) = L?(Q;R™), and H'(Q;R™)
is a Hilbert space with the inner product

(%) g grmy = (V) p2gpm) + (P2t 02v) 20 pmxny-

Moreover, H?(2;R™) is a Hilbert space with the inner product

(u, U)H2(Q;Rm) = (u7v)L2(Q;Rm) + (8$U’B$U)L2(Q;Rmxn) + (89%u7a&20v)L2(Q;Rm><”2)'

Let Q = (0,w1) X+ x(0,wy), w; > 0,5 =1,...,n, be an open rectangle in R". A function
u: R™ — R is called Q-periodic if it is periodic in each direction, that is,

w(r +wjej) =u(z), j=1,...,n, zeR",

where e; is the unit vector in the jth direction. Define the space C5g,(§2) as the restriction
to © of the space of infinitely differentiable Q-periodic functions. Then, the Sobolev space
HE(Q), k >0, is defined by the completion of C52,(€2) in H¥(€2); see [44, Def. 5.37] or, for
an equivalent definition, [51, p. 50]. A vector-valued function u : R” — R™ is Q-periodic if
each of its components u; : R* = R, j = 1,...,m, is Q-periodic. The spaces C5o.(€2;R™) and

per

HE_(Q;R™) are then defined accordingly. It follows from Green’s formula that

per

(1) ( — AU, U)L2 (Q;Rm) - (axu7 a.rv)LQ (QﬂRan)?

per per
(A +Du0) 1 mmy = (W0) gy oy
2 2
(= Au (A + D) qzm) = Il @mm) = lullzz, @z
2 2 2
I(=A+ I)UHL}%H(Q;RM) = HuHngr(Q;Rm) + ”aa:U”L%er(Q;Rmxn)
= llullf, @mmy + 10:ullfr q@mxn):

In this paper, we interchangeably view the function u(z,t), x € Q, t € [0, T], as a composite
function of z and ¢, as well as a mapping u of ¢ to a function of z, that is,

[u(®)](z) :==u(x,t), z€Q, tel0,T].

With a minor abuse of notation, the same symbol is used to denote both the original form
of the function and the mapping. The distinction becomes evident in the way we define the
space of such mappings or, equivalently, Banach space-valued functions; see, for example,
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[16, App. E.5]. For a Banach space U, the space L?(0,T;U) is composed of all strongly
measurable Banach space-valued functions u : [0,7] — U with the finite L?-norm defined by

. .
lull 0200 = [ / Hu(t)\\adt]

The space CY([0,T);U) is composed of all continuous Banach space-valued functions u :
[0,7] — U with the finite uniform norm defined by
) = ) -

HUHCO([O,T],L{) trelﬁ?;] [ () llee
Accordingly, the spaces C*([0,T];uU) and C*([0,T);U), k > 0, 0 < XA < 1, are defined as
the space of k-times continuously differentiable Banach space-valued functions and its Holder-
continuous subspace. The Sobolev spaces H*(0,T;U), k > 0, are composed of all functions
u € L?(0,T;U), whose Ith-order weak derivatives dju exist for I < k and belong to L2(0,T;U).
In particular, for k = 1, we have

1
2

T
ull e o,r2) = UO ()l + Ideu(®)liz) dt

For further details on these spaces, see [16, sect. 5.9.2] and [44, sect. 7.1].

When P : U — Y is a mapping between the Banach spaces U/ and ), we denote the
kth-order Fréchet derivative of P at ug by d,, P(ug). The space C*(14; ) is then composed of all
k-times continuously differentiable mappings from U into ). For a mapping P : Uy X - - XUy, —
Y, where Y and U;, j = 1,...m, are Banach spaces, J,;P(uo) is the jth partial Fréchet
derivative of P at ug = (ugq,...,u0,,). The gradient of P at wg is then written as 9, P(up);
see [9, sect. 7.1] for details.

Finally, we denote the symmetric difference of two sets 2" and % by 2" A% . In a topo-
logical space X, we denote the closure of a set 2~ C X by 2, its interior by 2°°, and its
boundary by 0.Z". The characteristic function of 2" is denoted by x 2. When X is a measure
space, | 2| denotes the measure of the set 2~ C X. For normed vector spaces X and ), we
write X < ) for continuous embedding of X in ), and X € Y for compact embedding of
X in Y; see [9, sect. 6.6] for details. When X is a metric space and the topology on X is
induced by the given metric, B(z, R) denotes the open ball centered at x € X with radius
R > 0, which is a basis element for the topology. For every bounded measurable set in &,
and in particular for B(x, R), we denote by JCB(m, R the averaging operator over B (z, R), that

i, fpe ) = BER JBE.R)

3. Model description. The neocortex has a layered columnar structure consisting mostly
of six distinct layers. Neurons in the neocortex are organized in vertical columns, usually
referred to as cortical columns or macrocolumns, which are a fraction of a millimeter wide
and traverse all the layers of the neocortex from the white matter to the pial surface [27,
28, 41]. Depending on their type of action, neurons are mainly classified as ezxcitatory or
inhibitory, wherein this distinction depends on whether they increase the firing rate in the
destination neurons they are communicating with, or they suppress them. Inhibitory neurons
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Figure 1. Schematic of the structure of the neocortex with intracortical and corticocortical connections.

are located in all layers and usually have axons that remain within the same area as their
cell body resides, and hence they have a local range of action. Layers III, V, and VI contain
pyramidal excitatory neurons whose axons can provide long-range communication (projection)
throughout the neocortex. Layer IV contains primarily star-shaped excitatory interneurons
that receive sensory inputs from the thalamus. Figure 1 shows a schematic of the structure
of the neocortex, including the intracortical and corticocortical neuronal connections; see
[28, Chap. 15] for further details.

On a local scale, within a cortical column, neurons are densely interconnected and involve
all types of feedforward and feedback intracortical connections. Such a dense and relatively
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homogeneous local structure of the neocortex suggests modeling a local population of function-
ally similar neurons by a single space-averaged neuron, which preserves enough physiological
information to understand the temporal patterns observed in spatially smoothed (averaged)
EEG signals without creating excessive theoretical complicacies in the mathematical analysis
of the model. On a global scale, in the exclusively excitatory corticocortical communica-
tion throughout the neocortex, two major patterns of connectivity are observed, namely, a
homogeneous, symmetrical, and translation-invariant pattern of connections versus a hetero-
geneous, patchy, and asymmetrical distribution of connections. For modeling simplicity and
due to the unavailability of detailed anatomical data, in the model that we investigate in this
paper the corticocortical connectivity is assumed to be isotropic, homogeneous, symmetric,
and translation invariant [36].

To establish the mathematical framework of the model, let 2 = (0,w) x (0,w), w > 0, be
an open rectangle in R? that defines the domain of the neocortex. Each point x = (21, 22) €
indicates the location of a local network—possibly representing a cortical column—modeled
by a space-averaged excitatory neuron and a space-averaged inhibitory neuron. Let E denote
a population of excitatory neurons and let I denote a population of inhibitory neurons. For
x€Qte[0,T], T >0,and X,Y € {E, 1}, we denote by vx(x,t), measured in mV, the spatially
mean soma membrane potential of a population of type X centered at x. Moreover, we denote
by ixy(z,t), measured in mV, the spatially mean postsynaptic activation of synapses of a
population of type X centered at x onto a population of type Y centered at the same point
x. In addition, we denote by wgx(x,t), measured in s~!, the mean rate of corticocortical
excitatory input pulses from the entire domain of the neocortex to a population of type X
centered at x. Finally, we denote by gxy(z,t), measured in s~!, the mean rate of subcortical
input pulses of type X to a population of type Y centered at x. Note that, by definition,
ixy (2, 1), wex(z, 1), and gxy(z,t) are nonnegative quantities.

Then, as developed in [36], the system of coupled ordinary and partial differential equations

Ve — vg(2,t) . Vig — vg(x,t) .
(2) (120 + Dvg(z,t) = WVEZ‘()ZEE(aE,t) + IFWIZ‘()ZIE(QJJ),
Vi — vz, t) Vi —vi(z, ) .
(7‘1613 + 1)'[)1(.%, t) - W@El(l‘, t) + Tzll(xa t))

(0 + ’YEE)QiEE x,t) = eTppyee [NEEfE (UE($; t)) + wes(7,t) + gee(z, t)],
eV Ve [NEIfE (/UE(J:> t)) + wEI(x7 t) + gEI('Ta t)},
eY eV [NIEfI (Ul(x7t)) + gIE(xat):L

ey [anl (UI(w7t)) + gll(xat)]a

(2, T

(
(at =+ 'YEI) (
(
(

2
2

(815 +'}’1E) (T, T

)
)
)
)

(at +’Yn)2in x,t

3
[(at + I/AEE)2 — 2V2A:| wgg(z,t) = 1/2A%EMEEfE (UE(J,‘,t)),

3
[(& + vAg)? — QZ/QA] wy (2, 1) = VA2 My fe (vg(z, 1)), (x,t) € Q x (0,7,
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Table 1
Definition and range of values for the biophysical parameters of the mean field model (2). All electric
potentials are given with respect to the mean resting soma membrane potential vyest = —70 m'V [3].
Parameter Definition Range Unit
T Passive excitatory membrane decay time constant [0.005,0.15] s
Ti Passive inhibitory membrane decay time constant [0.005,0.15] s
Ve, Vi Mean excitatory Nernst potentials (50, 80] mV
Vie, Vi Mean inhibitory Nernst potentials [—20, —5] mV
Yeg, Ve Excitatory postsynaptic potential rate constants [100, 1000] s
Ve, Vi Inhibitory postsynaptic potential rate constants (10, 500] st
B Amplitude of excitatory postsynaptic potentials [0.1,2.0] mV
T, Yo Amplitude of inhibitory postsynaptic potentials [0.1,2.0] mV
Neg, Ng Number of intracortical excitatory connections [2000,5000] —
N, Ny Number of intracortical inhibitory connections [100,1000]  —
v Corticocortical conduction velocity [100, 1000] cm/s
Age, Am Decay scale of corticocortical excitatory connectivities [0.1,1.0] cm ™t
Mg, Mg Number of corticocortical excitatory connections [2000, 5000] —
Fy Maximum mean excitatory firing rate (50, 500] st
Fi Maximum mean inhibitory firing rate [50, 500] st
I Excitatory firing threshold potential [15, 30] mV
L Inhibitory firing threshold potential [15,30] mV
o Standard deviation of excitatory firing threshold potential  [2,7] mV
o1 Standard deviation of inhibitory firing threshold potential  [2,7] mV

with periodic boundary conditions provides a mean field model for the electrocortical activity
in the neocortex. Here, e is the Napier constant and fx(-) is the mean firing rate function of
a population of type X and is given by

Fx
t . )
1+ exp (—\@UX($’ ) MX)

Ox

(3) fx(vx(xvt)) =

X € {E,1}.

The definition of the biophysical parameters of the model and the ranges of the values they
may take are given in Table 1. For the range of values given in Table 1, we have |Vgg| = Vg,
[Vir| = Vi, [Vie] = —Vig, and |Vy| = —Vy, which we use to simplify (2). Note that, in
addition to the notational changes to the original equations given in [36], we have changed
the reference of the electric potential to the resting potential to avoid the constant terms that
would otherwise appear in (2). Figure 2 shows a schematic of intracortical, corticocortical,
and subcortical inputs to two local networks located at points z and ¥, along with their
contribution to the global corticocortical activation as modeled by (2). The specific coupling
between the equations of the model is depicted by the block diagram shown in Figure 3.
The first two equations in (2), that is, the wv-equations, model the dynamics of the
resistive-capacitive membrane of the space-averaged neurons located at x. In the absence
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Figure 2. Cortical inputs to two local networks located at points © and y as modeled by (2).

“’[at2wEE = P?((?t’lUEE.,AwEE UE)JQT>—. O0f s = PS(atZEE Ug, IUEE,gEE
—»[&210};1 = Ps(atU)EI,AU)EI,'UE) ]L'[_’[@f T = P4(8TZEI Uk, wEI,gEI)
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|

Jorp— &2 le= (81'1)113 Ur, gu-:) : l

at’UI PZ(’UI,ZEI,ZH) ]
gn ?{83 = Pﬁ(af,’in, U1, gn

Figure 3. Block diagram of the mean field model (2). The operators P, ..., Ps represent the eight equations
in (2), respectively. As in Figures 1 and 2, the blocks associated with excitatory populations are shown in red,
and the blocks associated with inhibitory populations are shown in blue.

of postsynaptic i-inputs, the mean membrane potential decays exponentially to the resting
potential. The fractions appearing in the equations weight the postsynaptic inputs to in-
corporate the effect of transmembrane diffusive ion flows into the model. Specifically, the
depolarizing effect of excitatory inputs on the membrane is linearly decreased by the weights
as the membrane potential rises to the Nernst (reversal) potential. When the membrane
potential exceeds the Nernst potential, the effect is reversed and further excitation tends to
hyperpolarize the membrane. The weights associated with the inhibitory postsynaptic inputs
have opposite signs at the resting potential, and hence they have an opposite reversal effect.

The critically damped second-order dynamics of the four i-equations in (2) generates a
synaptic a-function—as in the classical dendritic cable theory—in response to an impulse.
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As shown in Figure 2, these second-order dynamical systems are driven by three different
sources of presynaptic spikes, namely, the inputs Ny fx(vx) from local neuronal populations,
the excitatory inputs wgx from corticocortical fibers, and the inputs gxy from subcortical
regions. As a result, these four equations generate the postsynaptic responses that modulate
the polarization of the cell membranes according to the v-equations discussed before.

Unlike the conduction through short-range intracortical fibers, the conduction through
long-range corticocortical fibers cannot be assumed to be instantaneous. The w-equations
in (2) form a system of telegraph equations that effectively models the propagation of the
excitatory axonal pulses through corticocortical fibers. To derive these equations, it is as-
sumed in [36] that the strength of corticocortical connections onto a local population decays
exponentially with distance, with the characteristic scale Agyx. Moreover, it is assumed that
the spatial distribution of connections is isotropic and homogeneous all over the neocortex.

In practical applications, the key variable in the model presented by (2) is the mean
membrane potential of excitatory populations vg(x,t), which is presumed to be linearly pro-
portional to EEG recordings from the scalp [36, 37]. For further details of the model see [36],
or the introductory sections of [6, 21, 37].

Now, let
v(z,t) == (vg(z, 1), vi(2,t)) € R?,
i(z,t) = (ies(2,t), im (2, 1), i (2, 1), in(z, 1)) € RY,
’(U(l',t) = (wEE($7t)>wEI(xvt)) S RQa
g(z,t) == (QEE(l‘,t)7QEI(%t)aglE($,t)7911($>t)) € R47

and note that (2) can be represented in vector form in Q x (0,77] as

(4) DO + v — Jyi + Jovi Wy 4 Javit W5 = 0,
(5) 021 + 200y + T2 — eXTJgw — eXTNJ; f(v) = eXTg,
3
(6) O*w + 2wAdw — 51/2Aw + P A%w — P A*MUs f (v) =
where v, 7, and w are {2-periodic vector-valued functions with the initial values
(7) V|i=0 = vo, ili=0 =0, (B4i)li=0 =g, wl=0 = wo, (Jew)|i=0 = wp,
and
1 1 1 1
8 ® = diag(7g, 1), U = dia, , , , ,

© &7 7) o (o o 1)

I'= dlag(’YEE, Yer, ViE, ’YH) T = diag(TEE, TEI? TIE7 TH)7

N = dlag(NEm Ngr, Nig, NII) M= diag(MEE7 MEI))

A = diag(Agg, Aw), Ji=[Ix2 —Iax2),

= diag(1,0), J3 = diag(0, 1),

J4=[1 01 0], Js=1[0 10 1]
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S R A
[ =[50 119)

For simplicity of exposition, the dependence of the functions v, 7, w, and g on the argu-
ments (z,t) is not explicitly shown in (4)—(6). Note that (4) and (5), which model the local
dynamics of the neocortex, are essentially systems of ODEs. These equations do not possess
any spatial smoothing components, and hence their solutions are expected to evolve in less
regular function spaces [39, 47]. The system of PDEs (6) consists of two telegraph equations
coupled indirectly through (4) and (5); see Figure 3.

Remark 3.1 (Variations in parameter values). In the analysis that follows in the rest of
the paper, we assume that all the parameters of the model are constant. However, in practical
applications, certain parameters may be considered to vary in time or space to model specific
physiological situations in the brain. The variations can occur independently, or can be
modeled using additional ODEs or PDEs coupled with the existing equations. We give all
the details of the results—some of which may, however, be considered fairly standard—along
with a careful inclusion of all parameters. Therefore, in applications it should be possible to
easily observe where the parameters of interest appear in the analysis, and whether or not
their particular variations can affect the validity of the results.

4. Existence and uniqueness of solutions. In this section, we investigate the problem
of existence, uniqueness, and regularity of solutions for (4)-(6) with the initial values (7)
and periodic boundary conditions. We set appropriate spaces of 2-periodic functions as the
functional framework of the problem by which we include the boundary conditions in the
solution spaces. We view v(z,t), i(z,t), and w(x,t) as Banach space-valued functions and
follow the standard technique of Galerkin approximations [16, 44, 51] to construct weak and
strong solutions in Theorems 4.5 and 4.7. The details of the proof of these results can be
skipped if the reader is proficient in the analysis of the Galerkin method.

First, define the function spaces

9) L3 = L3, (R, L} = L3, (G RY), Ly = Lo (G R?),
LY = L3 (%R?), L2 = L2 (2 RY), Ly = L2 (R?),
Hoy = Hyer (G R?), My, = Hpo (G R),
L3, = L (G R>?), Hby = Hp o (4 R??),

W&),OO _ Wl 00 (Q RQ)

per

and denote by £2 Ef , and 7-[11: the dual spaces of £2, £?, and HL, respectively. Note
that £2 and £? are, respectively, isometrically isomorphic to E% and £2" [18, Thm. 6.15],
which we denote by £2" = £2 and £2* = £2. By the Rellich-Kondrachov compact embedding

theorems we have H), € £2 < HL'; see [9, Thm. 6.6-3] and [44, Thm. A.4]. Moreover, there
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exists a dual orthogonal basis of H} and £2, given by the following lemma. The proof of this
lemma is fairly standard and follows the general results given in [51, sect. I1.2.1].

Lemma 4.1 (Dual orthogonal basis). There exists an orthonormal basis of L2, that is also

an orthogonal basis of HL, and can be constructed by the eigenfunctions of the linear operator

A=-A+1.

Now, before proceeding to the main results of this section, we define the notions of weak
and strong solutions of (4)—(7) as used in this paper.

Definition 4.2 (Weak solution). A solution (v,i,w) is called an Q-periodic weak solution
of the initial value problem (4)-(7) if it solves the weak version of the problem wherein the
equations are understood as equalities in the space of duals L?(0,T; £%* X £Z2* X ”Hllu*) That
is, the functions

ve L*(0,T5£2%), ieL?(0,T;£2), weL*(0,T;H,)

with
dev € L*(0,T5 £27), dei € L? (0,T; £2), d?i € L2(0,T; L),
dew € L* (0,75 L%), d?w € L*(0, T3 HY)

construct an Q-periodic weak solution for (4)~(7) if, for every b, € L2, l; € L2, hy, € HL,, and
almost every t € [0,T], T > 0,

(10) (@dyv, Ly)z + (v, L) po — (i, b) oo + (sz’T\IfJ4 + ngiT\I/J5,€v)£2 =0,

v

(11) (dFi, i) o + 2(Ddyi, ) po + (T%0,4) po — e(YTTgw, £5) o

— e(TFNJ7f(U), Ei)ﬁ? = G(TF%&)H’

(12) (dfw, hu )y + 2v(Adew, ) 1 + gﬂ (0w, Oxhw) 1

+ 12 (AW, b)) pp — v (AMUs f(0), hw) o = 0
with the nitial values
(13) v(0) =vg, i(0) =1ip, dsi(0) =1ip, w(0)=wy, dyw(0)=wy.

Definition 4.3 (Strong solution). A solution (v,i,w) is called an Q-periodic strong solution
of the initial value problem (4)~(7) if it solves the strong version of the problem wherein the
equations are understood as equalities in L*(0,T; L2 x L3 x £2)). That is, the functions

ve H'(0,T5£2), i€ H*(0,T:L%), we L?(0,T;H2)
with
dyw € L*(0,T; £?), dyi € HY(0,T; £?), dZi e L*(0,T; L?),
dyw € L?(0, T; HL), d?w e L*(0,T; £2)

construct an Q-periodic strong solution for (4)~(7) wherein they solve the equations for almost
every x € Q and almost every t € [0,T], T > 0.
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Now, let B, = {125,” 72, be a basis of £2 such that {@é&(,l)}loil is orthonormal in £2. Note
that (8), with the range of values given in Table 1, implies that ® is a positive-definite diagonal

matrix, and hence such a basis exists. Moreover, let B; = {Egl) 2, be an orthonormal basis

of £2, and let B, = {hﬁ,)}fgl be an orthogonal basis of H} that is orthonormal in £2; see
Lemma 4.1 for the existence and structure of B,,. Finally, construct the set B = {b(k)}zo:1
CL2x L2 xH]L as

(14)  B:=B, x B x By = {b(k) - (zg’@,eg’“% hgf)) W) e B, 1V e B k) e Bw}il

For each positive integer m, we seek approximations v(™) : [0,T] — £2, (™ . [0,T] — L2,
and w(™ : [0, T] — HL of the form

m L m m k

(15) o (e) = Sl el
A(m N m) gy (k)

(16) i) = Zk:l ¢y (06,

m L m m k
(17) w™(t) =3 (O,
constructed by the first m components of B and sufficiently smooth scalar-valued functions
cl(,zl), cz(»:l), and cg:) on [0, 7] such that these approximations satisfy

(18) (<I>dtv(m),€,€’“)>£2 + (v(m%ffff)) (le'(m%eg’f))

cz 2

+ (sz(m>z'<m>T\11J4 + J3v<m>i(m>Tpr5,£g’f>)£ —0,

10 (8600, 210 ) (2600

k3

L2

_ e(’rr Jsw™, gg’ﬂ)ﬁz — e('rFNJ7 F™), eﬁ’“))ﬁz = e(TFg,&(k)) 2

(20) (@™, 00 | +ov(Adw™ 1) 4 22 (0,0 0,00

ow

+ 2 <A2w(m), h(k)>£2 — 2 (AQMJgf(v(m)), h(k))ﬁz =0

w

for all t € [0,T] and k =1,...,m, subject to the initial conditions

e o= (wd),  dPO= (), o= (i),
0= (o D) (0 = (i D)

on the coefficients c,gm) (t) := (cq(;n) (t) cim (1), cfun,:) (t)) € R3.

7ik
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Equations (18)—(21) are equivalent to a system of nonlinear 3m-dimensional ODEs on
coefficients (™) (t) = (cgm)(t), e (t)) € R3™. Therefore, by the standard theory of ODEs
[50, Thm. 2.1], there exists a unique function ¢ (t) that solves (18)-(21) for ¢t € [0,T}),
T, > 0, with the approximations (15)—(17). Moreover, T;, = T for all positive integers m,
which follows from Proposition 4.4.

The standard Galerkin approximation method involves providing energy estimates that
are uniform in m for all the approximations (v(™,i(™ (™). Such a priori energy estimates
then allow construction of solutions by passing to the limits as m — oo. The following
proposition gives the desired estimates for the approximations (15)—(17).

Proposition 4.4 (Energy estimates). Suppose g € L?(0,T;L?) and, for every positive in-
teger m, let v, i and w™ be functions of the form (15)-(17), respectively, satisfying
(18)-(20) with the initial conditions (21). Then there exist positive constants ., By, a;, and
Quy, dependent only on the parameters of the model, such that for every positive integer m,

(22) s (@12 ) + 1™ B ez < o
(23) Jup (M (1) 22 + 1 @112 ) + 1425 g ey < i
(24) o (laaw™ @112 + wt™ @3, ) + 0™ 2 rans) < Fu

where Ky, Ki, and K, are positive constants given, independently of m, by

25) ko= ((1 + (14 /Ri)2T) exp (By/miT) [||UOH%% n \/ﬂ n ﬁiT) ,
(26) = (L4 T) [lighZs + il | + 2+ T) [T (s + 12D + 191220722, | )
@7 ww = o (1) bl + lwolly | + @+ T)TI0).
Proof. Multiplying (20) by dyc™” and summing over k = 1,...,m yields
(d§w<m>, dtw(m)% n 2,,( Adyw(™ | dtw<m>>% n gyz (axwm),dtaxw(m))%
42 (A2w<m>, dtw(m))% 2 <A2MJ8f(v(m)), dtw<m>)£ ~0,
or, equivalently,
g e ™2, + 370y oA

+ 2I/HA%dtw(m) HZ%U — 2 (AQMJ8f<U(m)> , dtw(m)) =0.

L3,
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Now, Young’s inequality implies that, for every 1 > 0,

2
m m m v m
y2<A2MJ8f(v( ), dyw' >) < ev?||dyw! )HZ%UJrEHAQMJg;f(v( Iz

L3,

= a2, + L (at) 150667 s
< 511/2Hdtw(m)Hizw + :;|Q|F§ tr(A*M?).
Therefore,
0 [l + B s AL ] 20— )
< Q2 n(A),
2e1

where Apin := min{Agg, Ag} is the smallest eigenvalue of A.
Next, setting €1 = %Amm and integrating with respect to time over [0, ¢] yields

3
@)1 + 507 [0 ™ 025+ 2wt ™ )]

3 1 3
< (o, + 2o+t )|+ L o wate,
which, using (21), implies
1 3

a0, + o™ @) < aw (bl + luolly, + 1 7lolF n(a2)

Z Amin

for all t € [0, 7] and some &, > 0. Since this inequality holds for all ¢ € [0, T], it follows that

IN

m 2 m 2 A
(29 s (™ @z, + [0 Ol ) < o

where

1 8

T |Q]F§tr(A4M2)T>.

= i (bl + ol +
Now, fix h € H,, such that [|k[|z < 1 and decompose h as h = h + h*, where h €

span{hq(f)}zlzl and (hq(]f)hl)ﬁgj =0, k=1,...,m. Since the basis B,, used to construct B in
(14) is orthonormal in £2, it follows from (17) that

(dfw ™, B)y = (dFw'™ R) 1 = (dFw™,h) s
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where the first equality holds since d?w(m) € ML see the proof of [16, Thm. 5.9-1]. Therefore,
(20) gives

7 m 3 m
<d?w(m),h>ﬂ}u :—21/(Adtw( ),h) —51/2(83310( ),axh)ﬁgw

L3,

— 2 (AQw(m), h)£2 + 12 (AZMjgf(U(m)), h)L2 .

Since B, is orthogonal in H}, we have [Pl < ||I_z||7_[11u < 1, and hence the Cauchy—Schwarz
inequality gives

(@™, By | < 20 gy + 50200 gy 4+ 0% | g P [APMIF )

< o ([la ]|y + 0y, +v2(RUF (AN )

for some oy > 0. Therefore, there exists as > 0 such that
T 9 T ) )
/ a5, dt < 042/ (\}dtw(’”)H@ + [t +u4|Q|F§tr(A4M2)) dt,
0 w 0 w w

which, using (28), yields

a2 ™2, oz < 02 (o + VA QIFE tr(A'M?)) T

This inequality, together with (28), establishes the bound (24) with (27) for some «,, > 0.
Next, multiplying (19) by dtcgkm) and summing over k= 1,...,m yields

(29)  (dZi™,dyi™) 5 4+ 2(0deit™, dyi™) ., + (T2, i ™) ., — (YT Ipw ™, dyi™)

2 2 2 2
— (YN f (™), dii™) oy = e(YTg, dyi™) a.
For the second term, we have
(0™ ™)y i
where Ymin = min{Yeg, Ve, Ve, Yu} is the smallest eigenvalue of I'. Now, using Young’s in-

equality and recalling (24) we obtain, for every e,...,e4 > 0,
() gim) my2 4 € (m) |2
e(TFJGw ,dﬂ )Ef S EQHdtZ Hﬁf + EHTFJGU} HC?

2
< o™ 2, + T ™,
62/€
e

< el 2, +
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2
e(YINJ7f(00), dii™) 1o < &3] i o + e—\\TFN,J?f(v(m)) I2

< el dei®™ |22 + 4 HTFNJﬂ!Hf((m)

IQI

< &g dei™ Hi? (F2 + F2) || TTN.J;

2
(T, 4i™) 1o < 2|t 2 + ;gurrguig
2
. e
< cullda™ | + T ol

Hence, with the above inequalities, (29) implies

dy [Hdti(m) Hig + [Tt Hig} + 2(2Ymin — €2 — €3 — 54)]]01,5@'(”1>||22

e’k | | ¢
< 282“’HTFJ6H§ (F2+F2) HTFNJ7H2+HHTFH;HQHZ'

Now, setting eo = g3 = %’ymin and €4 = ymin, integrating with respect to time over [0, ¢],
and taking the supremum over ¢ € [0,7], we have

-(m 2 .(m 2 R
(30) gup (e Ol + 147 @llz) < A

where, for some &; > 0,

2Ky

Ri = G (HZE)H%? + ||i0\|%12 + [’y

e?|9]
1T 613+ 5 (F2 + FD)ITIN|3| T

min min
2

(&
T3]3 .
e L I Ay

Fix ¢ € £2 such that |]l7||£2 < 1 and decompose £ as £ = £ + (-, where £ € span{ﬁgk)}?zl and

(fgk),fl)£2 =0,k=1,...,m. Using (16) and (19), we obtain

(@73, 0) g = (7™, 0) gy = (7™, 0) 1
= —2(Tdi™ . 0) o — (1% 0) oy + (YT Jw™, ()

+e(YINJ7 f (™), )Ez + e(TFg,E)

The orthogonality of the basis B; in (14) implies ||¢|| ;2 < 1, and hence

(3™, 0)

< 2|02/l dei™ 22 + T2 2lli™]| 2

+ el TTJsw™ | g2 + e CINT f(00)]| 2 + e YTy 2.
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Therefore, it follows from the same inequalities used to derive (30) that, for some agz > 0,

1472 ey < 3 ([m + €%k | YT 6|13 + €*|QI(FF + F7) [ YINJ7 3] T

+ T2 0 e ) -

This, together with (30), establishes the bound (23) with (26) for some a; > 0.

Finally, multiplying (18) by cf,()zl) and summing over k = 1,...,m yields

(31) (@™, 00™) 1 4 (00, 00 Ly = (i 00

¥ (J2U<m>z'(m)T\IfJ4 v ng(m)i(m)T\I/J5,v(m))£2 ~0.

Now, using Young’s inequality and recalling (23), we obtain, for every 5 > 0,

o . m 1 (m
(i) gy < eslo™ g + g™l

L.
< €5||U(m)||%g + T%HZ(m)H%g

.
< esllo™Ey + 5

Moreover, using Holder’s inequality in R? and the Cauchy-Schwarz inequality in R*, we obtain

- (JQU(m>¢<m>T\1;J4 Ny AHCONCOR v<m>) .

v

_ /Q [(U@)ZWWﬁ (v2m))2i<m>Tx1/J5} dz

s/ [0 12 max{‘i(m)T\Iﬂh’ , ‘i(m)T\IfJg,‘}dx
Q

< /Q 1ot 32 1™ [l s mex {19 T |, |19 Js |} da

< V263l | 72
Therefore, (31) implies

K

1 2
dif[ @207y +2 (1 =25 = V2Rl W) o™ 7, < 2
Next, setting e5 = 1 and using Gronwall’s inequality [51, sect. II1.1.1.3.] yields

(2) sup_([[o™ ®)]12; ) < o,
te[0,7] v

where, for some &, > 0 and Bv > 0,

~ ~ % &
o = e (B BRIET) (Joolly + ).
(2



1988 FARSHAD SHIRANI, WASSIM M. HADDAD, AND RAFAEL DE LA LLAVE

Now, fix £ € £2 such that ”ZHL% < 1 and decompose £ as £ = {+{*, where £ € span{&(,k)}z,’”‘:1
and (<I>£$f“),£¢)£2 =0, k=1,...,m. Note that this decomposition exists due to the way in
which we construct the basis B, in (14), wherein the elements, weighted by @é, are orthonor-

mal in £2. Then, it follows from (15) and (18) that

(@dw™, 7)., = (®dw™, 1) (®dw(™, ¢)

£z = £2

= — (0™ ,0) py + (J1i™, 0) 1y - (ng(m)i(m)T\IJJ4 + J3u<m>z’<m>T\pJ5,£) .

v

Since B, is a @é—weighted orthonormal set in £2, it follows that
1 1 _1 1= _1 10017 _1 1
[z < 1972 [2l|®24]] 2 < [|P72l2f @222 < [[@7> ][22 l2][€]l ez < 1972 ]2]| P2 |2
and hence, letting ay := ||<I>_% ||2||<I>% |l2 and using the Cauchy—Schwarz inequality, we have

’<q>dtu(m),(7>£%

< an (00 gz + 17 g+ || Joo ™ @+ Ty i g |y )
< ar (00l gz + V21 g2 + 2V 200" | g3 [ 2w )

< s (14 2v25 W) [0 L3 + V2

which along with (32) implies that, for some a5 > 0,

o™ 22 07,2 < 5 ((1 + 2320 | |2)” Aoy + 2,%-) T.

This, together with (32), establishes the bound (22) with (25) for some a;, > 0. Note that

constants aq,...,as, Gy, By, &;, and &, depend only on the parameters of the model, which
further implies that the constants «,, 3,, @;, and «,, also depend only on the parameters of
the model and completes the proof. |

Theorem 4.5 (Existence and uniqueness of weak solutions). Suppose that g € L*(0,T; L?),
vo € L2, ig € L2, i) € L2, wo € HY,, and w) € L2,. Then there exists a unique Q-periodic
weak solution (v,i,w) of the initial value problem (4)~(7).

Proof. The energy estimate (22) implies that the sequence {U(m)}%zl is bounded in
L2(0,T; £2) and the sequence {d;v(™1}%°_, is bounded in L?(0,T; £L2"). Since £L2* = £2, it fol-
lows that {v(™}>_ is bounded in H'(0,T; £2) and {d;v(™}>_, is bounded in L?(0,T; L2).
Similarly, since £2° = £2, the energy estimate (23) implies that the sequence {i(™}%°_,
is bounded in H?(0,T;L?), the sequence {dsi™1°_ is bounded in H'(0,T; £?), and the
sequence {d7i(™}°°_ is bounded in L?(0,T;L?). Finally, the energy estimate (24) im-
plies that the sequence {w(™}%_, is bounded in L?(0,T;HL), the sequence {d;w(™}%_,
is bounded in L?(0,T; £2)), and the sequence {d7w(™}2°_, is bounded in L?(0,T;H."). Now,
it follows from the Rellich-Kondrachov compact embedding theorems [9, Thm. 6.6-3] that
HY(0,T;£2%) € L*(0,T; £2) and H'(0,T;L?) € L*(0,T; L£?). Therefore, by [9, Thm. 2.10-1b],
there exist subsequences {v(™#)}0 {i(ms)}o0  “and {d;i™k)}2° | such that
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(33) o™ 5y strongly in L*(0,T; £?),
i) i strongly in L%(0,T; £2),
di™) — i’ strongly in L?(0,T; L2).
Moreover, by the Banach-Eberlein-Smulian theorem [9, Thm. 5.14-4], there exist subse-
quences {djo(MK)}ee CaZ{ime) e Lme)yee LM ee and {d2w(™k)}9° | such that
(34) dv™) =o' weakly in L?(0,T; £2),
dZime) 3" weakly in L?(0,T; £2),
w™) < weakly in L2(0,T;HL),
0,T; Ly,),
0.T:H,,),

dyw™) — o' weakly in L?(

2w " weakly in L?(

where the time derivatives in the above analysis are derivatives in the weak sense.
Next, we show that

/ -/ - -/ . / !
v =dy, ¢ =dyg, 1 :dfz, w =dyw, w :d?w.

Since L?(0,T;HL) is reflexive, the weak and weak* convergences coincide. Recalling the
definitions of weak* convergence and weak derivatives, it follows that, for every h € H} and
¢ € C2([0, 7)),

T T T
< / W' ¢dt, h> _ / ("¢, )y dt = lim / (dfw™) g, b)), , dt
0 HL 0 ¢ k—o0 Jo w

T T
= lim </ d?w(mk>¢dt,h> = lim <(—1)2/ w<mk>d§¢dt,h>
k—o0 0 H}u k—o0 0 H%u

T T
= Jim (107 [ 20,8}y = (02 [ ()

k—o0

T
= ((-=1)* d? dt,h> ,
(02 [ wato "

which implies w” = d?w in the weak sense. The other identities are proved similarly.

Now, recall (3) and (8) and note that the nonlinear map f : R?> — R? is bounded and
smooth, and in particular is Lipschitz continuous. Therefore, it follows from the strong con-
vergence of {v(™¥)}2° in (33) that

(35) F(™)) — f(v) strongly in L?(0,T; £2).
For the bilinear term Jovi ' W.Jy, use (22) and (23) to write

HJ2 (mT _ v<mk)z'(mk>T> \IIJ4’

L2(0,T;£2)

< || 2 (v - U(mk))iT\IJ‘]‘lHH(o,T;Lg) + H‘Iw(m’g)(i - Z'(mk))T\I’J‘lHL2(0,T;£§)
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< VRl [llo = 0™ 2o e lillagoiricsy + 10 2o ezl = 8l gories |
<Vl [V e = o™ 2o megy + Vi I =1 ooz

The same inequality holds for the bilinear term J3viT W.J5 as well. Therefore, (33) gives

(36) Jov ™m0 g 1 Jypi W, strongly in L2(0, T £2),
Ty ™m0 g g g TWJ5 strongly in L2(0, T £2).

Next, fix a positive integer K and choose the functions
K
k=1

K k
ICAGLS

%
K

(S5
Il

co (P € C([0,TT; £2),
e C'([0,T); £3),

Cu, (DRI € CH([0, T]; Hyy),

w

r
M M M

k=1

where ¢, , ¢, , and ¢,, are sufficiently smooth functions on [0,77], and (&(Jk),ﬁz(k), hgf )), k=
1,..., K, are the first K components of B given by (14). Set m = my in (18)-(20) and
choose my, > K. Then, multiplying (18)—(20) by ¢,,, ¢i,, and ¢y, , respectively, summing over
k=1,..., K, and integrating over t € [0, 7] yields

T
(37) /0 [(@dtwmk),@)ﬁ% + (0™, 0) = (i, )

+ (sz(mk)i(mk)T\I]J4 4 J3v(mk)i(mk)T\I/J57 @>£2] dt =0,

7 2

T
/ (@00, 4+ 2(Ddd ™), 3) 1 4+ (20,5
0 k2

— e(TFJGw(m’“), %)ﬁ? — e(TFNJ7f(v(m’“)), 5)52 — e(TI‘g, %)52} dt =0,

7

T
/0 [<d§w<mk>,w>% + 20 (Adpw ™) 1) ot gﬂ (9w ™) D)

2
an

+ 12 (AQw(m’“), 121) 2

— 2 (A2MJs f (™), ) %} dt = 0.
Note that the families of functions 9, 7, and w chosen above are dense in the spaces L? (0,7 L£2),
L*(0,T;L2%), and L%(0,T;HL), respectively. Therefore, (37) holds for all functions © €
L2(0,T;L£2), i € L*0,T;L?), and @ € L*(0,T;HL). Now, use (33)-(36) to pass to the
limits in (37), which implies that (10)—(12) hold for all ¢, € £2, ¢; € L2, hy, € HL,, and almost
every t € [0, 7).

It remains to verify the initial conditions (13). Choose the functions

b€ CM[0,T]; L), i€ C*([0,T];L7), b eC*([0,T];H,)
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such that these functions vanish at the end point ¢ = T'. Integrating by parts in (37) yields

T _
(38) /0 [f(wmw,dt@),:% +oe e = (v (0), 0(0)) 12

k3

T .
/ [(i(mk),d%)ﬁ +o | dE = 4 (dd0(0),7(0)) g2 = (i07(0), dri(0)) o
0 1 . 1

T -
/ [ (), i)+ | dt = (A (0),6(0)) gy — (w0™(0), dib(0)) o
0 w i w w

where “---” denotes terms that are not pertinent to the analysis. Similarly, integrating by

parts in the limit of (37) yields

T -
(39) .A [ (®0,,8) g -] dt = (@0(0), 8(0)) .

7

T .
/0 (6 dF) o o | At =+ (44(0),§(0)) 2 — (i(0), 44 0)) 1,

T .
A[wﬁﬁhﬁw:&:@W@M@M{%MWQMM%.

Now, consider the initial conditions (21), pass to the limits in (38) through (33)-(36), and
compare the results with (39). Since @, i, and @ are arbitrary, the initial condition (13) holds
and this completes the proof of existence.

To prove uniqueness, assume by contradiction that there exist two weak solutions (v, i, W)
and (9,1,w) for (2), initiating from the same initial values, such that (9,7,@) # (0,4, ).
Then, (v,i,w) := (0,4, %) — (0,,®) is a weak solution initiating from the zero initial condition
(vo, 20, iy, wo, wj) = 0. Now, fix s € [0,7] and define, for 0 < ¢t < T, the functions

ftsw(r)dr if 0<t<s,
0 ifs<t<T.

(40) p(t) == /0 w(r)dr,  q(t) = {

Note that p(t) € HL, and q(t) € H}, for all t € [0, T], and hence p and ¢ are regular enough to
be used as the test function h,, in (12). Moreover, ¢(s) = 0, ¢(0) = p(s), and p(0) = 0. Let
@ and u satisfy (10)-(12) with the same test functions ¢, = v(t), ¢; = dsi(t), and hy, = q(%).
Subtracting the two sets of equations and integrating over ¢ € [0, s] yields

(41> / |:<q)dt’l), U>[,12J + (U7 U)£2 - (Jliv U)EQ
0 v v
+ <J2 (@ET _ @%T)\IJJ4 + J3 (f;zT _ @%T)\pJ5, U>L2:| dt =0,
(42) / [<d§z’, dei) o + 2(Ddyi, dgi) oo + (T, dyi) po — (YT Jgw, i) o
0 3 7 K3 7

— e(YTNJ:(f(5) — £(0)), dti)[:?} dt =0,
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’ 2 3 2 2 2
(43> / |:<dt w, q>H1 + 2V(Adtw7 Q) L2 + 51/ (83311), 8:Eq) C% +v (A w, q) r2
0 w w w w

— 2 (AMIs(f(7) — £(0)),q) 0o

w

}&:Q
Next, integrating by parts in the first and second terms in (43) yields

s 3
/0 [— (dyw, dtq)% — 2v(Aw, dtq)% + 51/2 (0zw, &vq)ﬁ%w + % (A?w, q)%} dt

- /0 v (AMUJs(f(9) = f(0)),q) 25 dt.

Note that (diw,diq)y = (dtw,dtq)y, since dyw € L2 for almost every t € [0,7]; see the
proof of [16, Thm. 5.9-1]. Now, it follows from the definition of ¢(¢) that dig = —w for all
t € [0, s]. Therefore,

S T1 3 1
(44) /0 [2dt (kuigu —~ 2y2‘|axq||igw> + 2w A2w||Zs + yz(Azw,q)%] dt
= [ AOMI@ = 10).0)

Using Young’s inequality,

V2 (APMJs(£(B) — £(0)),q) 2

w

IN

2
1
4ﬂwg+MHMM%[mm\%ﬁw4\wg
v (x,t)ER

IN

Loy e o1 QF%t A2 [lol2
id lallz2 TgY o2 r( Mvllz2,

1
(N, ) gy < P lalldy + 2 IANE )

where the second inequality follows, for X = E, from differentiating (3) as

(45) Oy fx(vx) = ;/5 Fy exp <—\f2 ”XU_’“‘X) [1 + exp <—f2 “"_’“‘Xﬂ 72, x e {81},

X Ox

. . . FX
which implies sup, (; er [Ove fx(vx)| < N

Now, (44) implies

1 3 5 1
102 + 3021000 < [ [(= 20mia + 21N Rl + 5712

1 . F2 A2 2 1q 3 2 0|12
+8u 5 tr( Movllz2 | dt +—v=[lg(0) ]|,
logs v 4 v

where Apin := min{Agg, Ag} is the smallest eigenvalue of A. Noting from (40) that ¢(t) =
p(s) — p(t) for all t € [0, s], it follows that the above inequality can be written as
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1 2

3 s 1
Slho()Zs + v Ip(s)|3,, < /0 [(— 20 Amin + V2IIAIS) [(8) |25 + 502lp(s) = p(8) 23

1 ,F2 3
T §y2(7g tr(A4M2)Hv(t)H%%] dt + ZVQHp(s)Higﬂ-

B

Using the Cauchy—Schwarz inequality, it follows from the definition of p(¢) given by (40) that
Hp(s)H%i <sfy |]w(t)\|%%udt. Moreover,

Ip(s) = p(D)1122 < 2llp(s)l|Z2 + 2[p(0)122 < 2[lp(s)[ + 2lp()[1Fs -

Therefore,
1 2 2 (3 2 ° 2 A4, 3 2 2
(@6) ()i, +v* (5o ) Iy < || (~20mn + 2141 + $08 ) Ol

1 ,F2
IOl + 5 03 o0 de.

E

Next, recalling (22) and (23) and using the Cauchy—Schwarz and Young inequalities, it
follows that the fourth term in (41) satisfies, for every e > 0,

(0T = 6iT) Wy, v) | = (Sovi" Wy ) oy + (o010, 0)

2/%

Y

—/2; [ ]l2llvlIZ; — exllvllZz —

where k3 and w7 are in the form of (25) and (26), respectively. The same inequality holds for
(Jg(U’L — b1 )\IJJ5, ) ,. Similarly, using Young’s inequality and (45),

H‘I’Ibll illZ2,

2
~ N . . €
e(TONJ7(f(0) = F(9)), dei) 2 < eafldeillZz + EQHTTNJ?II% sup (|0, f () 131101172

v(z,t)ER2
2 2 2
. e F: F
< ol + g5 TN T8, T o,
E 1

for every €9 > 0. Moreover, for every €3 > 0 and 4 > 0,

. 1 .
(J16,0) 1 < eallvllZs + THZH%g?

e(YTJgw, dii) po < ealldyilizs + ||TFJ6H lwl|Z

L2i

Substituting the above inequalities into (41) and (42), and adding the resulting inequalities
o (46) yields, for some a > 0,

1 2 . .
[@20(s)| 5 + ldei()lZ2 + ITi(5) |72 + lw(s)| 72 + (5 = 28)[p(s) 15y

<a [ [0 + 1O + 151 + (o) + )y |
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Now, setting T = %, it follows from the integral form of Gronwall’s inequality [16, App. B.2]
that (v(s),i(s),w(s)) = 0 for all s € [0,71]. Repeating the same arguments for intervals
[Ty, 2Ty], [211,3Ty], ..., we deduce (v(t),i(t),w(t)) = 0 for all t € [0,7], and hence (9,1, W) =
(0,1,10) for all t € [0, 7], which is a contradiction and completes the proof of uniqueness. M

Proposition 4.6 (Regularity of weak solutions). Suppose that the assumptions of Theorem 4.5
hold, namely, g € L*(0,T;L2), vo € L2, ig € L3, i)y € L2, wo € HL, and w) € L2,. Then the

Q-periodic weak solution (v,i,w) of the initial value problem (4)-(7) satisfies

(47) esssup ([lo(DlI2; ) + ldiwll3ao rics) < fos
t€[0,T]

esssup (M ()22 + N2 ) + 19020 7.2, < i

)

essup (lacw(®)lZs + Nw(t) g, ) + 192w 20 1) < o
telo,

(48)  we H30,T:L2)NC>2([0,T); £3),
i€ H2(0,T;£2) N Ch2 ([0, T); £2), dvi € HY(0,T; £2) N %2 ([0, T]; £2),
w e H'(0,T; L£3) N CO([0, T); Hy), dw € CO([0,T; £3),

where Ky, ki, and Ky, are given by (25)-(27). Moreover, if g € C°([0,T]; L?), then

(49) ve C([0,TL3), i€ C*([0,T)L7), die CH[0,T);L3),

and if g € CL([0,T); £2), then

(50) ve CYN[0,T); £%), ieC30,T];L£%), diiec C?([0,T];L?).

Proof. First, recall that £2 = £2" and £? = L£?". Assertion (47) follows immediately
from (22)-(24) by setting m = my, and passing to the limits through (33) and (34). The
inclusions in H!, H?, and H? in assertion (48) are immediate from (47) and twice differen-
tiation of (4). The Sobolev embedding theorems [9, Thm. 6.6-1] applied to Banach space-
valued functions on [0,T] C R imply that v € C*2([0,T);£2), i € C>2([0,T];£2), and
dvi € CO2([0,T); £2).

Consider the time-independent self-adjoint linear operator A := (—312A+1) : HL— HE
Note that f(v) € 02’%([0,T]; L), since f is a bounded smooth function and v € CQ’%([O,T];
L£2). Then, it follows from (6) and (47) that d?w + Aw € L?(0,T;L%). Therefore, by [51,
Lem. I1.4.1], we have w € C°([0, T]; HL) and dyw € C°([0, T]; £2)), which completes the proof
of (48). Assertions (49) and (50) are now immediate from (4), (5), and (48). [ ]

Theorem 4.7 (Existence and uniqueness of strong solutions). Suppose that g € L*(0,T; L?),
vo € L2, 49 € L2, i) € L2, wo € H2,, and w)y € HL. Then there exists a unique Q-periodic
strong solution (v,i,w) of the initial value problem (4)-(7).

Proof. Uniqueness follows immediately from Theorem 4.5, since every strong solution of
(4)—(7) is also a weak solution. Moreover, Proposition 4.6 implies that the weak solutions
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v € HY(0,T;£2) and i € H%(0,T; L?) are indeed strong solutions as given in Definition 4.3.
It remains to prove the regularity required for w by Definition 4.3.
Consider (20) with the approximation (17), let B, = {h,(jc ) 72, be the orthogonal basis
of H} consisting of the eigenfunctions of A := —A + I as given by Lemma 4.1, and let )y
denote the eigenvalue corresponding to the eigenfunction hgf ), Multiplying (20) by /\kcgz)
and summing over kK =1,...,m yields
(2™, Aw™) 1, + 20 (Adg™, Aw(™) ,, + gyz (@™, A8,w(™)

L3,
+ 12 (A%, Aw™) L, — 22 (MM f(0(™), Aw(™) 1, = 0.
Now, Young’s inequality implies that, for every €1,...,e4 > 0,

_ (d?w(m), Aw(m))

1
2 < 61!|Aw(m)||%gu + 4—61||d?w(m)||220,

1
—(Adyw™, Aw™) ) < 2ol Aw™ 7 + lIAdw ™2

L3,

— (A%, Aw™) L, < egl| Aw™ |7 + ﬁum(mw; :
w 3 w

L3,

(AzMjgf(’U(m)), Aw(m))ﬁ2

1
< eall Ay + T IAMIS ()2
1
< gl Aw™ |2, + —|Q|F2 tr(A*M?).
w 464
Therefore, using (1),

3
S0 By < (61 4+ 2ven e %) (o™l + 10,02 )

3 9 2 1 2 2 v 2

i LZHA%WH% i V—2[§2|F2 tr(A*M2)
483 L 454 E '

Next, set ¢1 = ”8—2, €2 = 15, €3 = é, and g4 = %, and note that, for some constant 3 > 0,
(51) o™i, < A( a2, + ™2, + w3, + QFE tr(AM)).

Bounds on ||d;w™)|| 2, and ||w(m)|\H11v are given by the energy estimate (24). To establish

bounds on ||d?w(m)||£12u and Hdtw(m)HHij, consider (20) with the initial values given in (21).

Differentiating (20) with respect to t, multiplying the result by d?cgz), and summing over

k=1,...m yields

(@, d™) 1y + 20 (Adit™, das™) 1y + 50 (@000 ™)

2
’C'aw

+ 2 (A%, dpd ™) 1, — 0P (APMI5 e f(0), ded™) 1, =0,
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where w := d,w and dth(U ) Oy, fE( )dtvé ™ Now, (45) with X = E gives

2
’dzv

(52)  [AMJgdef (o) 75 = tr(AM) / e e (o)
Q
F2 F2
A r2 (m))2 49 12 m) (2
< tr(AMM )&‘%/Q|dtvEm\ do < (A 5 ™.

Using similar arguments as in the proof of Proposition 4.4, it follows from the above inequality
and Young’s inequality that, for every ¢ > 0,

3
o + G000t g+ 21l |+ 20280 = )

g F% Ayr2 (m) |12
= %502 tr(AMZ)[|dev™™ || 22,
where Apin = min{Agg, Ag} is the smallest eigenvalue of A. Next, setting ¢ = %Amin,
replacing w = d;w, and using Gronwall’s inequality yields

(53) [ @) + 502 [ ™2+ [[Adw™ )],

(
(HdQ (m Hm“‘ it )Higw*”2”Adtw(m)“i?v>’t=o
+

32A F2 tr(ATM?) Hdtv m HL2 (072"

Finally, it follows from (20) and (21) that, for some ay > 0,

2,,(m) |2
|dFw™ Hcgu £=0

2
< ar ([Jwblf5y + ol +v2IQIFZ tr(A*M2))
Now, using the energy estimate (22) and the above inequality in (53), it follows that
2. (m) 2 (m) 2 1112 2 2
[diw™ @[5 + [[dew™ @5, < 02 ([[wdll + llwollze + (121 + £0)Fy

for some ag > 0 and all ¢t € [0,7]. Since this inequality and (51) hold for all ¢ € [0,T], it
follows that

(54) sup (@™ )2, + o™ @) + [0 0[5 ) < Bus
te[0,T] w w w

where
B = (w3, + woll3 + (1] + m0)F2)

for some o > 0. Now, using the above estimate and passing to the limits, the result follows
by similar arguments as in the proof of Theorem 4.5. |
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Proposition 4.8 (Regularity of strong solutions).  Suppose that the assumptions of
Theorem 4.7 hold, namely, g € L*(0,T;L?), vo € L2, ig € L2, i € L2, wy € H2, and
wy € HL. Then, in addition to the properties of the weak solution given in Proposition 4.6,

the Q-periodic strong solution (v,i,w) of the initial value problem (4)~(7) satisfies

(55)  emaup (Ilaw(e)2; + Idew(®) I, + lw®IBg ) + 1dwl3ae rans) < Bus
S El
(56)  we H0,T;L2) N HY(0,T;HL) N CY2([0,T]; £2) N C%2 ([0, T]; ML)

NCO([0, T]H3) N CO([0, T); Cpix (2, R?)),

per
daw € HY(0,T; £2) N C%2((0,T1; £2,) N C°((0, T]; 1Y),
diw € C°([0,T}; £3,)

for all X € (0,1) and some (3, > 0.

Proof. Differentiate (20) with respect to ¢ and denote w := dyw. Use (52) and follow the

same steps used to prove (24) in Proposition 4.4 to show Hd?”u’)(m)H%Q(O T < By for every

positive integer m, all ¢ € [0,T], and some By > 0 proportional to (3, in (54). Replacing
w = dyw, adding the result to (54), and passing to the limits establishes (55) for some 3, > 0
proportional to Bw.

The inclusions in H' and H? in assertion (56) follow immediately from (55). The inclu-
sions in the Holder spaces C%3 and C3 are implied by the Sobolev embedding theorems [9,
Thm. 6.6-1] applied to Banach space-valued functions on [0,7] C R.

To show dyw € C°([0,T]; HL) and d?w € C°([0,T); £2), consider the time-independent
self-adjoint linear operator A := (—3v2A + 1) : HL— HL. Differentiate (6) with respect to
t and denote w := dyw. Note that d,f(v) € CL([0,T]; L), since 9, f is a bounded smooth
function and dy;v € C1([0, T); £2), given by Proposition 4.6. Then, it follows from (6) and (55)
that d?w + Aw € L*(0,T;L2). Therefore, by [51, Lem. 11.4.1], we have w € C°([0,T]; HL)
and dy € C°([0, T); £2).

Next, noting that f(v) € C2([0,T]; L), w € CY2([0,T); £2), duw € C%2([0,T]; £2),
and d?w € CY([0,T); £2), it follows from (6) that (—A + Iw € C°([0,T]; £2), and hence
w € C°([0,T); H2). Moreover, using the Sobolev embedding theorems applied to {2-periodic
functions in R?, this further implies that w € C°([0,T7; Cg’ei‘ (Q,R?)). [ ]

Other than the regularity properties given in Propositions 4.6 and 4.8, boundedness of
weak and strong solutions associated with bounded input functions g can also be established.
We defer this result to section 5.1, as a corollary of Proposition 5.3.

In the remainder of the paper, as suggested in [44, sect. 11.1.2], we give formal arguments
for some of the proofs, in the sense that we take the inner product of (6) with functions that
belong to £2), instead of functions belonging to H! as required for the test functions h,, in
(12). However, the proofs can be made rigorous using the Galerkin approximation technique
based on the dual orthogonal basis of H. & £2 and then passing to the limits, as in the
proofs of Theorems 4.5 and 4.7. See the discussion and results in [44, sect. 11.1.2] for further

details.
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5. Semidynamical systems and biophysical plausibility of the evolution. In this section,
we establish a semidynamical system framework for the initial value problem presented in
section 4. Assume g € L?(0,00;£?) and let u(t) := (v(t),i(t), dsi(t), w(t),dsw(t)) denote a
solution of (4)—(6) with the initial value ug := u(0) = (vo, io, i(, wo, wy). Recall Definitions 4.2
and 4.3 and the results of Theorems 4.5 and 4.7 to note that the Hilbert spaces

(57) Uy = LE X L2 % L2 xHL x £2,
Us = L2 % L2 x L2 x H2 x HY,
construct, respectively, the phase spaces associated with the weak and strong solutions. Now,
for every t € [0,00), define the mappings
Sw(t) : Uy — Uy, Sy (t)ug := u(t),
Ss(t) : Us — Us, Ss(t)uo == u(t).

The existence and uniqueness of the solutions given by Theorems 4.5 and 4.7 along with
the time-continuity of the solutions given by Propositions 4.6 and 4.8 imply that the above
mappings are well defined for all ¢+ € [0,00). Then, {Sy(t)}icn,00) and {Ss(t)}ejo,00) form
semigroups of operators which give the weak and strong solutions of (2), respectively. The
following propositions show that these semigroups are continuous, which also ensures that the
initial value problems of finding weak and strong solutions for (2) are well-posed.

Proposition 5.1 (Continuity of the semigroup {Sw}). The semigroup {Sw(t)}tcjo,00) 0f weak
solution operators is continuous for all g € L*(0, co; E?)

Proof. Continuity of the semigroup with respect to ¢ follows immediately from the continu-
ity of the weak solutions given in Proposition 4.6. It remains to prove continuous dependence
of the solution on the initial values. Let 9 and @g be any two initial values in Uy, that give the
solutions u(t) = Sy (t)ug and 4(t) = Sy (t)up for all t € [0,T], T > 0. Let u(t) := a(t) — u(t)
be the weak solution with the initial value ug := 9 — 4p. Now, consider (4)—(6) satisfied by
@ and 4, and take the inner product of (4)—(6) in each set with v, ds7, and d,w, respectively.
Subtracting the resulting two sets of equations yields

(58) ((I)dtv,v)ﬁg + (vv) 22 — (le',v)ﬁg
+ (Lo (07 = 01T Wy + s (57 — 01T W5, v) =0,
(59) (i, dei) o +2(Ddei, diid) oo + (T%,dri) o — e(TTJgw, dii) 1
— e(YINJ7(f(0) = f(8)),di) o> = 0,
(60) (d?w, dtw)ﬁ?u + 21/(Adtw, dtw)ﬁi + %1/2 (amw, dtamw)ﬁgw
— v (A*MJs(f(9) — f(@)),dtw)% =0.

As in the proof of uniqueness given in Theorem 4.5,

. 4 1 )
60 ("~ 0 W) gy S 2 W o+ el + el P

+ 2 (A2w, dtw) r2

T s 1 4
= (Ja(0i" = 01" ) W5, 0) 1y < /265 [allvlZz + VI + SrallWIE]Z2
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- . . . 1 F2 F?
(TN - 1(0).did) gy < Il + g5 TN max {2, 75 b ol

I

_ . 1 ,F2
VA (MM (f(9) = £(0)), dew) gy < VPl duol| 7y + 550”5 tr(A'MP) o],
E

32

o
. 2 1 )
(leav)[:% < ||/UH£% + 5”7“”[:227

4 , 1
e(YDJow, dii) p» < |[dsillZ2 + 7€ T 3]|wlZs

where 4 and #; are in the form of (25) and (26). Now, substituting the above inequalities into
(58)—(60), adding the resulting inequalities together, and using Grénwall’s inequality yield,
for some «, 3 > 0,

(62) Hu(t)Hf,w < ﬁeaTHuoHaw for all t € [0, 7],
which completes the proof. |

Proposition 5.2 (Continuity of the semigroup {Ss}). The semigroup {Ss(t) }sej0,00) 0f strong
solution operators is continuous for all g € L*(0,00; L2).

Proof. Continuity of the semigroup with respect to ¢ follows immediately from the time
continuity of the strong solutions given by Proposition 4.8. To prove continuous dependence on
the initial values, consider any two initial values @y and ug in Us and construct the solutions
a(t) = Ss(t)ug and a(t) = Ss(t)ug, t € [0,T], T > 0, for (4)—(6). Let u := @ — 4 and
A := —A+ I, and take the inner product of (4)-(6) for each solution with v, dsi, and Adsw,
respectively. Subtracting the resulting two sets of equations gives (58), (59), and

1 1 3 1
(63) §dt||dtw||§% + 2u||A%dtw||§[%u + Zﬂdtnaan%w - §u2dt||Aw||3_[1w
=12 (A*MJs(f(D) — f(9)), Adyw) 2

Note that (62) also holds since Us C Uy, and since (58) and (59) remain unchanged, the
continuity of v and ¢ holds.
Now, it follows from (63) by integrating over [0,t] that

3 3
el + 02 |SN0sully, + Iaully | < (lawly +02 | Sloatg, +1ruld, |)

t=0
t
+ 21/2/ (A*MJs(f(0) — f(9)), Adsw) -, ds,
0 »
which, using (1), can be written equivalently for some «aq, 31 > 0 as
t
(64)  Qw(t),dsw(t)) < a1Q(w(0), dyw(0)) +ﬁ1/0 (A*MJs(f(0) = f(0)), Adsw) 5 ds,

where

(65) Q(uw(t), dew(t)) = ldew(®) 2, + [ Aw(t)]2s
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Integrating by parts in the second term of the right-hand side of (64) yields
t
(66) 61 | (APMU(FE) = £5)), Adw) gy ds = 51 (PMUF(9) - (). Aw)
— By (A*MJs(f (o) — f(20)), AwO)zﬁw
t
b /0 (A2MUsd,((5) - £(2)), Aw) 1, ds.

Next, recalling that sup, (; 4er O fx(vx)] < f by (45) and using Young’s inequality,
we obtain

1
(67) B (AMIS(f(0) = f(0)), Aw) z < Sl Aw]zz + %* tr(ATM?)[|v]| 22,
2
—B1 (APMUJs(f(T0) — f(i0)), Aw) 1 < %HAU)OH%%U %—S tr(AM?) v 25

Moreover,

B (NMIsd(f(5) — £(5), Aw)
= 61 (APMS(00f (3)ds0 — Do f (0)ds0), Aw) 1y

—_

4mwm+—ﬁmMM%@f<mU—aﬂm 0)ze
1

\V]

rmwm4-ﬂmdﬁM%/ﬁhﬂ%mwr%Mﬂ%mwwma
9]

lFE

where, noting that sup,, (, yer 02 fulve)| < by direct computation of the derivative of

(45), we can write

|05, f (U5)d s T — 8®Ef(@E)ds@E|2d$ = |03, f (V) dsve + (O, f(Tg) — O@Ef(OE))dsﬁEF
< 2|05, f () [*|dsvel® + 2|05, f (T5) — O, f (0)*|dsbs”

1F} 2 ’ 2 2
< Z%IdsUEP‘F? sup |95 fiu(ve)| | |vel?|dstsl
Og vg(z,t)ER
2 2 F2 .

=7 g]dsvh]2+%a—§|vh|2|dsvh]2

Therefore, it follows that
2 - . 1 2 Bt E A r2
(68)  —pi(A°MJgds(f () — f(9)), Aw) 1 < illAwHLgv + g 52 tr(ATMI)]lds vz
E
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Moreover, (4) implies that, for some g > 0,

69) ()2, < as ()2 + 1612 + o) i(s)]2)  for all s € [0, 7).

Now, substituting (67), (68), and (69) into (66) and using (62), it follows that there exist
some (3o,..., 3 > 0 such that

¢
B / (A*MJs(f(8) — f(9)), dsAw) ., ds
0 w
<1 ! A 2 d ! 2 112 2 1112 d
<3 ), IMAwlizgds+82 | (ol + il +llvolz il ) ds
1 2 2 1 2 2
+ 3wl + BslllZ; + 3 I AwolZ; + Ballool,
< 1wz a o (1 : L Aw|?
=3/ 1Awllzs ds + Bslluolzy, (1 + lluollz, ) t + 511wl
1
+ 5l AwollZ + Bslluollz,
Substituting this inequality into (64) yields
1
@) SQWO.dw0) < [ Qi) dals)ds + lluali, (1-+ ol )
1
+01Q(w(0),dw(0)) + Il Awollzz + Bslluollz,

where, using Grénwall’s inequality for the function 3 fg Q(w(s),dsw(s))ds, we can write

/ Q(w(s), dgw(s))ds < BsluolZ, (1 + luolZ,) (" — (¢t +1))

1
+ 1Q(0), dw(0)) + 5 [ Awoll2 + Golluol, | (¢ —1).

This inequality, along with (70) and the definition of @ given by (65), implies that, for some
ﬁ7 > 07

Q(w(t), dyw(t)) < Bre’ [Q(w(0), dyw(0)) + |luollZy, (L + [uollZ, )] for all t € [0, T].

Now, noting that Q(w(0 (0)) w3, + [[Awo |2 , it follows from the above inequality
e

), dgw
and (62) that, for some &, 3 >
lu(®)llz, < BedTHUOHas (1 + lluoliZ,)  for all ¢ € [0,7],

which completes the proof. |
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5.1. Biophysically plausible phase spaces. Although the spaces U,, and Us constructed
in (57) provide the theoretical phase spaces of the problem for the solutions constructed in
section 4, the evolution of the dynamics of the model is not biophysically plausible on the entire
spaces Uy, and Us. As described in section 3, i(z,t), w(z,t), and g(x,t) represent nonnegative
biophysical quantities. In fact, initial functions i, € £? and w), € £2, can be constructed such
that the solutions i(z,t) and w(z,t), despite starting from nonnegative initial values io € £?
and wg € H!, take negative values over a set 2~ C €2 of positive measure for a time interval
of positive length. In the following propositions, we establish conditions under which the
dynamics of the model is guaranteed to evolve in biophysically plausible subsets of Uy, and Us.

Proposition 5.3 (Nonnegativity of the solution w(z,t)). Suppose that w € L*(0,T;HL) is
the w-component of an Q-periodic weak solution u(t) = Sy (t)ug of (4)~(7) and define the set
Dy CHL x L2 as

(71) Dy := {(wo,wp) € Wr>® x L : wh + vAwg > 0 a.e. in Q,
and wo(y) + Oywo(y)(y — ) > 0 for almost every x € Q,y € B(x,t),t € (0,T]}.

Then, for every initial value (wo,w()) € Dy, the solution w(x,t) remains nonnegative almost
everywhere in Q for all t € (0,T].

Proof. First, note that the weak and strong solutions coincide for v(¢) and they satisfy
(4) and (5) almost everywhere in Q for all ¢t € [0,T], T' > 0; see the proof of Theorem 4.7.
Substituting v(t) into f, we can interpret f(v) in (6) as a function f(z,t) := f(v(z,t)) for
almost every = € ) and all t € [0,T]. Next, using (3), (8), and Proposition 4.6, it is implied
that f € L0, T; L) and f > 0 in Q x [0,7]. Now, replace f(v) in (6) by f and scale 2 by
the factor \/%l/ to obtain

02 + A8 — A+ VA2 — f =0 in Q x (0,7],

W=y, Oy = b on Q x {0},

where Q := \/qu, and W, g, W), and f denote w, wo, wh, and V2A2M.Js f in the scaled
domain €, respectively. Note that, with the new interpretation of f, the above equation is
a system of two decoupled telegraph equations. Therefore, applying the same arguments to
each of the two equations independently, in what follows we assume without loss of generality
that the above equation is a scalar equation.

Using the change of variable ¢ := "M, the problem can be transformed to the initial
value problem of the standard wave equation given by

(72) O2q— Ag=e"Mf in R? x (0, 7],
q=1wo, g =+ Ay on R? x {0}.

Here, the extension from Q to R? is done periodically due to the Q-periodicity of the functions.
Let woe, wy,, and fg denote, respectively, Wy, W), and f after mollification by the standard
positive mollifier ¢. € C°(R?); see [9, sect. 2.6]. Using Poisson’s formula for the homogeneous
wave equation in R?, along with Duhamel’s principle for the nonhomogeneous problem [16,
sect. 2.4], it follows that the function
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t[woe (y) + (Bytoc (), y — ) go | + 12 [W0 (y) + vADoc(y)]

1

(2= lly - 2li2.]°

1
(13 alot) = 5f
B(xz,t)

t
+1/ (t5)2€VAS][ fs(yas) - dde
2 Jo B(z,t—s) |: 2

(t =) = lly - o]

solves (72) classically for the forcing term e f- and initial values . and W

The second term in this solution is nonnegative for all ¢ € [0, T, since f and consequently,
f- are nonnegative on B(x,t) for all z € Q and all ¢ € [0,T]. Moreover, by [9, Thm. 2.6-1]
and the definition of the weak derivative, we can write

(3y@05(y), Yy— ‘T)R2 = </B(y N Oy =y — 2)wo(2)dz, y — 33)

R2

- <_/ azd)a(y - Z)’II)O(Z)dZ, Yy — x)
B(ye)

= (/ ¢:(y — 2)0,wo(z)dz, y — £C>
B(y,e) R2

- / 6oy — ) (Bwiin(2), 2 — ) odlz
B(y,e)

R2

T /B Ol O~ )

where, using Hélder’s inequality and the property | B(0.e) ¢e(x)dz = 1, we have

< 9o s / 6e(y — 2)lly — 2lhdz

B(y,e)

/ de(y — 2) (szo(z), Y — z)Rde
B(y.e)
< ﬂl!aﬂboﬂcgow&
Therefore, it follows that
][ t{woe(y) + (Oywoc(y),y — ) ps
B(x,t)

1
2= lly = 2l2.]°

dy

(12— lly - 2]2.]” 2= lly - =ll3 |

> —\/ﬁuaxwouggius for all (11)0,1116) S ﬁw,

>][ . fB(y@) Pe(y — 2) [“N)O(Z) + (82@0(Z)> z— x)Rz}dz \@Hazonﬁg’wE
n B(xz,t) 2

[NIES

where ﬁw denotes D,, in the scaled domain Q. Note that the last inequality holds since the first

_1
term in the integration on the right-hand side is nonnegative by (71), and ¢ [t? — ||y — z[|Z2] 2
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takes the average value 1 over the ball B(z,t). Finally, note that wy.(y) + vAwoee(y) in (73)
is nonnegative on B(x,t) when (g, ) € D,,. Therefore, it follows that

(74) Ge(,t) > —V/2||0ptbo]| 250 & for all (o, @) € Dy

Now, taking the limits as € — 0, it follows from [9, Thm. 2.6-3] that wo. — wo, W), — W),
and f. — f in L2(Q), where Q;, := {y € R? : y € B(x,t),z € Q}. Therefore, there exists
a subsequence {e,}0° |, convergent to 0, such that wp., — wo, 11)6571 — Wy, and fsn — f
almost everywhere on €, as n — oo [18, Thm. 2.30]. Moreover, since (W, W) € W™ x LE°
in Dy, f € L®(0,T; L), and the function (2 — |ly — x||§2}_% is integrable over B(z,t),
it follows that the integrands in (73) are uniformly bounded with respect to € by integrable
functions over B(z,t). Lebesgue’s dominated convergence theorem then implies that g(z,t) :=
lim,, o0 ge,, (%, t) exists on Q,; and, by uniqueness of the weak solution, is a weak solution of
the wave equation (72). Now, letting ¢ = &, — 0 in (74), it follows that if (o, wW)) € Dy,
then g(x,t) > 0 for almost every z € Q and all ¢ € (0,T]. This completes the proof, since the

change of variable W = e *Mg and space rescaling § = \/gy_lﬁ do not change the sign of
solutions. |

Corollary 5.4 (Boundedness of the weak solutions). Suppose g € L*>(0,T; L), vy € L,
io € L, il € L2, wg € W™, and w)y € L. Then, in addition to the regularities given by

Proposition 4.6, the weak solution (v(t),i(t), w(t)) of (4)—(7) satisfies

v € W20, 75 £3) N CH ([0, T); £3°),
i € Wh(0,T5.£3) N COM ([0, T): £3°),
w e LOO(O,T§ Eﬁ)

Proof. The boundedness of w follows immediately from the proof of Proposition 5.3, since
under the assumption wy € Wy™ and w(, € LY the integrands in (73) are integrable and each
component of the weak solution w(t) is achieved almost everywhere in €2 as the limit of (73)
when e — 0, followed by the space rescaling from € to €.

Now, to prove boundedness of v, i, and dsi, let g € Q be any Lebesgue point! of the
initial functions vy, 4o, if, wo, and g(0). Take the Ri-inner product of (5) at x¢ with di(xo,t)
for every t € (0,7] to obtain

(d?izov dtimo)RzL + 2(thizoa dtimo)Rzl + (inmoa dtizo)R4
- 6<TFJ6wx07dtixo)R4 - e(TFNJ7f(Umo)a dtizo)R4 = e(Tngoadtixo)R4a

where vy, (t) 1= v(xo, 1), iz (t) := i(x0,t), Wy, (t) = w(xo,t), and gz, (t) := g(zo,t). This
equality is similar to (29) in the proof of Proposition 4.4, with the £2-inner product being
replaced by the R*-inner product, and o™ (M) and w™) being replaced by vy, %sz,, and
Wy, , respectively. Therefore, similar arguments as in the proof of Proposition 4.4 imply that

(75) sup_([[dyiag (£)[3s + i ()]2a) < i,
t€[0,T

!The choice of a Lebesgue point is for the sake of definiteness. Almost every point in € can be used as xo.
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where, with r,, = ||w|]%oo(0 i) and for some a; > 0 independent of xg,
12 . i 2, €l o 2 2
ki = a1 | lligllizee + Ildollze + - T Jsll2 + —— (Fg + FOITTNT7[l3| T

2
€ 20 112
+ o TRl e )

min

and Ymin is the smallest eigenvalue of I'.
Similarly, taking the R2-inner product of (4) at xg with v,,(¢) and using the arguments
following (31) in the proof of Proposition 4.4 yields

(76) sup (J[oag(®)]2) < s,
te[0,7)

where, for some a9, f > 0 independent of x,

2 Ki

iy = arexp (0VERN1T) (ol + o).

Now, note that almost every point xg € €2 is a Lebesgue point for the locally integrable
initial functions, and the estimates x, and k; are independent of zg. Therefore, taking the
supremum over all Lebesgue points zp € © in (75) and (76) implies v € L*>(0,T; L) and
i € Whe°(0,T; £°), which, recalling (4), further imply v € W2°°(0,T; £L). Finally, it follows
by using Morrey’s inequality [16, Thm. 5.6-4 and Thm. 5.6-5] that v € C11([0,T]; L) and
i € CYL([0,T); £&°), which completes the proof. [ ]

Next, we recall and use the following standard result in the theory of ODEs to establish
conditions that guarantee nonnegativity of i(z,¢) for all biophysically plausible values of the
input g, that is, for all g € L?(0,T;D,), where

(77) D, :={lcL?:{>0ae. inQ}.

Proposition 5.5 (Invariance of the nonnegative cone [7, Prop. .1.1]). Let {S(t)}:c(0,00) be
the semigroup of solution operators associated with the ODE

diq(t) = P(q(t)), q(t) €eR", t€[0,00),

where P : R™ — R" is a continuous locally Lipschitz mapping. Then the nonnegative cone
R is invariant for {S(t) }iejo,00) if and only if P(q) is quasi-positive, that is, for every j €

{1,...77,1/}}
Pi(q1,...,qn) > 0 whenever g; =0 and g > 0 for all k # j.

Proposition 5.6 (Positively invariant region for the solution i(x,t)). Suppose g € L*(0,T; D)
and let u(t) = Sy (t)ug be an Q-periodic weak solution of (4)-(7). Suppose the w-component
of the weak solution, w(x,t), is nonnegative for almost every x € Q and all t € [0,T], T > 0,
and define the set

(78) Di:={(,0)eLIxL:0>0and l' +TL >0 a.e. inQ}.
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Then, for every (ig,i,) € Di, we have (i(t),dsi(t)) € D; almost everywhere in Q0 for all t €
[0,T]. An identical result holds for strong solutions u(t) = Ss(t)uo of (4)~(7) with nonnegative
w-component.

Proof. Let b:= d;i + I'i and rewrite (5) as the first-order system of equations

(79) dyi = —T% + b,
dib = —T'b+ eXTJgw + eXYI'NJ7 f(v) + eXTg.

Let zp € Q be a Lebesgue point of the initial functions vy, 4o, i, wo, and g(0), and define
Vo (1), Tao(t), way(t), and gy, (t) as given in the proof of Corollary 5.4. Accordingly, let
bao (t) := b(xo, t) = dyig, (t) + Tigy(L).

Now, (79) implies that the function ¢y, := (iz,, bz, ) satisfies the ODE d;qs, (t) = P(gx, (1)),
t € [0, T], where the mapping P : R® — R® given by

P(quy) = Plizg, bzy) := (—Tigy + by, =Ly, + YT Jgwy, + eYITNJI7 f(vg,) + €YT g, )

is Lipschitz continuous. Moreover, note that by assumption we have w,, > 0 and ¢z, > 0,
which, along with the definitions of f, T, I, N, Js, and J7 given by (3) and (8), implies
eYT Jswy, (t) > 0, eXYTNJ7f(vy(t)) > 0, and YT gy, (t) > 0 for all t € [0,7]. Therefore,
it follows that P is quasi-positive, and hence by Proposition 5.5 we have g, (t) > 0 for all
t € [0,7]. This completes the proof, since zg is an arbitrary Lebesgue point of the initial
functions and almost every point in €2 is a Lebesgue point for these functions.? |

Remark 5.7 (Biophysically plausible set of initial values). Propositions 5.3 and 5.6 ensure
that if g € L%(0, 00; D), where D, is given by (77), and the initial values lie in the set

(80) Dgio := L2 X D; X Dy,

where D,, and D; are given by (71) and (78), respectively, then i(z, t) and w(z, t) always remain
nonnegative at almost every point in €2 as they evolve in time. However, it should be noted
that this does not imply that the set Dpi, C U, is positively invariant, since Proposition 5.3
does not imply positive invariance of the set D,,. Therefore, Dg;, cannot serve as a phase
space for the semidynamical system framework of the problem.

In the analysis of the following sections, nonnegativity of the solution i(z,t) is essential.
Moreover, it would be of no practical value to analyze the dynamics of the model out of the
biophysical regions of the phase space. Therefore, we define

?Note that there are fairly standard results in the literature that ensure the positivity of a C*(Q x [0, T]; R™)
function as it evolves in time, provided its time derivative satisfies certain conditions on the boundary of the
positive cone; see, for example, [34, Lem. 6] and [8]. The proofs of these results are relatively geometrical
and usually use continuity of the functions and the compactness of 2. However, these proofs are by no means
applicable to functions in C*([0,T); L*(£;R™)). In fact, functions in C*([0, T]; L*(Q; R™)) are allowed to leak
through the boundary of the positive cone on sets of measure zero at every ¢ € [0, 7. Since any subinterval of
[0,T] is uncountable, it is not guaranteed that the uncountable union of such leakage sets will have measure
zero over a subinterval. In the proof of Proposition 5.6, we use the additional property that the functions are
governed by a system of ODEs. Therefore, for all ¢t € (0,77, the Banach space-valued function 4(t) is defined
at the same almost every points in €2 as it is initially defined at t = 0. In other words, the leakage set remains
unchanged for all ¢t € (0,77.
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(81) Dy = {ug € Uy, = i(t) > 0,w(t) > 0 a.e. in Q for all t € [0,00),u(t) = Syw(t)uo},
Ds :={up € Us : i(t) > 0,w(t) > 0 a.e. in Q for all t € [0, 00), u(t) = Ss(t)ug}

as the maximal closed subsets of Uy, and U for the initial values of the weak and strong
solutions, respectively, such that ¢ and w initiating from the points in these sets evolve non-
negatively over time. Note that Dy, and Dg are nonempty since Dpi, C Dy, and Dyj, NUs C Dq
when g € L?(0,00,D,). Moreover, Dy, and Dy are closed sets since {Sy(t)}ieo,00) and
{Ss(t) }ej0,00) are continuous semigroups, as given by Propositions 5.1 and 5.2. Moreover,
it follows immediately from the definitions given by (81) that Dy, and Dy are positively invari-
ant sets. Therefore, endowed with the metric induced by the norm in Uy, and Us, the sets Dy,
and Dy form positively invariant complete metric spaces and can be considered as biophys-
ically plausible phase spaces of the model, based on which we construct the semidynamical
systems

(P SuOictone))s (Por 15O hectone))

associated with the weak and strong solutions of (4)—(7), respectively, and investigate their
global dynamics in the remainder of the paper.

6. Existence of absorbing sets. In this section, we prove the existence of bounded absorb-
ing sets for the semigroups { Sy () }+[0,00) and {Ss() }1(0,00) acting on Dy, and D, respectively.
First, we recall the following definition of an absorbing set for an operator semigroup.

Definition 6.1 (Absorbing set [7, Def. 11.2.3]). A set %y in a complete metric space D is

called an absorbing set for the semigroup {S(t) : D — Dl}ycpo,00) if for every bounded set
A € D there exists to(A) € (0,00) such that S(t) B C By for allt > to(A).

Theorem 6.2 (Existence of absorbing sets in Dy,). Assume that g € L*°(0,00;D,) and that
there exists 6 > 271;?11 such that

(i) %QGQT%E’YmaX(VAEE)_g <1,

(ii) %962T%ﬁmax(1/1\m)_3 <1,
where Ymin = min{Ygg, Yer, Ve, Y} 0nd Ymax = mMax{Yee, Ve, Ve, Yu} are the smallest and
largest eigenvalues of T, respectively. Then the semigroup {Sw(t) : Dy — Dw}te[om) associ-

ated with the weak solutions of (4)~(7) has a bounded absorbing set By . Specifically, consider
the functions Qy, : Dy — [0,00) and QY : Dy, — [0,00) defined by

2 2
(82)  Qulu)=||@3o], +0 ‘ di+omi| + Loymifz. + ’ dw + SvAw
v 2l 4 ‘ 2 L3,
1 :
+ ZVQ min {63A12nin} Hng{}va
12 3 2 1 2 3 2
Qi (u) = ||®2v|, +0 ‘ dei+ STi|| + =0||Ti|| - + ’ diw + —vAw

max

1
+ 11/2 max {6, A2, } HwH%}ﬂ,
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and a scalar € such that

4 50 34, 900 -3
(83) max gee Y Ymax (VAek) ,§0€ Y5 Ymax (VAwr) < 29maxe < 1.

Let Tmax = max{7g, 71} denote the largest eigenvalue of ®, and let Apin = min{Agg, Ag}

and Apax := max{Agg, A} denote the smallest and largest eigenvalues of A, respectively. Let
2 . Bw

Py = o, where
(84) aw :=min 27'_1 1’7 ax — € ) Vanin: 30 (0min — 27, ) . VAmi
W 3 max? 2 max min» min min/ ? 2 min
2 fe? 29
3VAm§X min {A%E ~ 35 : T%E7A§;I e }
4062 2 2 3 2 32
(85) Oy i= = |11 + FDINIIIE + T3 oy | + 20 IR r(ACNE),

Then, for all p > py, the bounded sets By, := {u € Dy, : Qg (u) < p?} are absorbing in Dy.
Moreover, for every bounded set B C Dy, there exists R > 0 such that Q3 (up) < R? for all
ug € B, and S(t)AB C By, for all t > tw(A), where

(86) bo(B) = to(R) = max ] 0, log 1"
w = lw = XY, — S5 95 (-
Ay & /32 - p\2N
Proof. First, taking the inner product of (4) with v yields
1 12 . . .
idtH(pwHﬁ% - ||’UH%% - (le,v)[:g —|—/Q (v}t Ty + 03T U T5) dw = 0.

The integral term in this equation is nonnegative in Dy, for all ¢ € [0,00); see (8) and (81).
Therefore, dropping the integral term and using Young’s inequality yields, for every 1 > 0,

102 1.
(87) dtH‘PZUHEg < =201 —e1)|vlZ: + *WH%Z
1 .
< 2(1 - 51 machI) UH[:Q 1 2. HFZH%f
Next, let b := d;i + 3I'i and rewrite (5) as
1 1,
db + if‘b + ZF i —eYTJgw — eYT'NJ; f(v) = eXTg.
Taking the inner product of the above equality with b yields
dt”bHLz + = (I‘b b)LQ + dt"Fl”£2 + = HI‘ ZH£2

— e(TTJsw,b) oo — e(YTNJ7 f(v), )52 = e('rrg,b)
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Note that

(T6,0) 2 > Ymas ITBIIZ:
267 2 Yol Tl 2,
and, using similar arguments as in the proof of Proposition 4.4, it follows that for every
€92,€3,64 > 0,
o2

e(YDJsw,b) po < EQHFbuil2 t = HTJGwHi?

2 62’Q| 2 2 2
< &3 Tbll 2 + — — (Fg + FDIITNJ7 |3,

e(YTNJ7 f(v), b) I,

£2
2 e? 20 112
€(Trg,b)ﬁg < 54||Fb\|gg + E"THQHQH@'
Therefore,
2 | T—— —1 2 3 112
(88) d [[b12 + ZITilZs | < — (vmke = 2(e2 + 5 + ) T8 — JrminlITil22

e2

2
(&
+ 5, 1T J6wlze + 5 IQUE: + FAITNI7[l5 +

T3 g%.
- I3l

o2
254
Next, let ¢ := dyw + 2vAw and rewrite (6) as

2

1 3 1
(89) dig + il/Aq — 51/2Aw + 11/2A2w — V2 A°MJg f(v) = 0.

Taking the inner product of this equality with ¢ yields
1 1 1 3 9 1 1
§dtH(JH%gU + §VHA2CZH%3U + EVthHaszigw + 1V3||A2<9:rw\\igw + §V2dtHAw”%gu
3 3
SNl — A (APMUSS (0), ) gy = 0.
Using similar arguments as in the proof of Proposition 4.4, we can write, for every 5 > 0,
12 1
(APMIsF (o), ) gy < 5[ A%q] g + - IQIFE er(A™M),

and hence it follows that

3 1
(90) di |llglZs + Sv210pwllZe + <1 AwlfZs | < —v(1 - 2ves)|[AZq|
w 2 Aw 4 w w
“av (22| Abaulf + 22 Adw?
2 LG, 4 L3

2
+ 2 |Q|F2 tr(ASM2).
285
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Now, set £1 = 2 in (87), set £3 = €4 = £ (Ymay — 2€) in (88) with € := €5, and set e5 = -

4v
n (90). Then, multlplylng (88) by € > 0 and adding the result to (87) and (90) yields
2 2
dth = 3 maxHq)szLQ -0 ’Ymax —£& HFbHcg

3 - _ 1
1 (67min — 27min) HHH%g - iVHAQQH%gU

1 20
—3v §u2||A%8wa%2 + -2 A% - fiJgTQJG w, w + Bw,
2 ow 4 3 [:2

where [, is given by (85) and
91)  Quw(u —||<I>2UH£2+9||5H52+ QHFZngHIQng + V2H3 wllzy + VQHA’chz

Note that for 6 > 27;1111, we have 0vin — Q%;in > (, and for the range of values of € given by
(83), we have 3y, —e > 0. Moreover, assumptions (i) and (ii) along with (83) ensure that
A3 — 2@JgT2J6 > 0. Therefore, with the decay rate ay, given by (84),

3 v3e
(92) dth(u) < _anW(u) + Bw,
and hence, using Gronwall’s inequality [51, sect. I11.1.1.3.],
(93) Qy (u(t)) < Q% (u(0))e™™" 4 p§ (1 — ™),

where Q; and Q7 are given in (82) and limsup,_,. Qg (u(t)) < p2 := 2. Now, since the
mapping
. , 1 1o o1, 3|1 1 , 3
(94)  (v,i,i,w,w') — | P2u, 5021“2,02 i+ EFz '3V [maX{G Amax}] 2w, w + iqu
is a linear isomorphism over Uy, for every bounded set & C D,, there exists R > 0 such that

Qi (up) < R? for all uy € #. Hence, it is immediate from (93) that Sy (t)% C %, for all
t > tw(%A), where ty(A) is given by (86). [ ]

Theorem 6.3 (Existence of absorbing sets in Ds). Suppose the assumptions of Theorem 6.2
hold, namely, assume that g € L*°(0,00;D,) and that there exists 6 > 27;11311 such that the
biophysical parameters of the model satisfy

(i) %062T§E'ymax(l/AEE)*3 <1,

(i) 30 Y2 max(VAm) ™2 < 1,
where Ymin and Ymax are the smallest and largest eigenvalues of 1", respectively. Then the
semigroup {Ss(t) : Ds — Ds}iclo,00) associated with the strong solutions of (4)-(7) has a
bounded absorbing set Bs. Specifically, consider the function Q7 : Ds — [0,00) defined by

2

.3 1, . 3 2
(95) Q5 (u) = ||@2 0%, + 0| di + STil o+ ZHHF%HQ@ +||dew + SvAw
v £2 1

Haiy

1
+8V “min {6, A2} (A +1) wHﬁg,
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and denote by Amin and Anax the smallest and largest eigenvalues of A, respectively, and by
Tmax the largest eigenvalue of ®. Let p? := % with

2 1
(96) Qs = min { 3 mix, (2’ymix - 5> ’yfnin, 307! (9’Vmin — 2’}/;11211) VA min,

2 fe? 2 fe?
widemin { A%, - 3000 A% - ST

40¢*
OT) o= o (191 FIYNIE + X3 e s
max
+ 202 L Fg 2 tr(ATM)npd (1+ p2) + f\Q]FQ tr(ATM?) ! — 4
32¢1 02 W e e1 )]’
where 1 is a positive constant, p2, := gw s the same constant as given in Theorem 6.2, the

scalar € takes values within the same range as given by (83), and

2

—1
1 3 1
(98) €1 1= 3505 min {6, AZ;, } (1 + HQVA —al ) , €2= 1 min {6, A2, } -

2

Then, for all p > ps, the bounded sets Bs .= {u € Ds : Q5 (u) < p?} are absorbing in Ds.
Proof. Let A := —A + I and take the inner product of (89) with Ag to obtain

1 2 1 L2 3 9 2 9 3)aL 2 L, 2
§dthHH7}U + §VHAZQHH,1U + 17 dtuameH})w + i HA28meHéw + gl/ dtHAwHH}ﬂ
3 3
+ §V3||A2w‘|g'l%u - U2(A2MJ8f(v),Aq)L?U =0.

This equality, along with the inequalities (87) and (88) derived in the proof of Theorem 6.2
and the same values of €1,...,e4 therein, implies that

1 3 . 1
dth = TmaxH(I”UHﬁz —0 (2’71;;1»( - 8) HFbH%f - Z (07111111 - 2’71:1i2n) HFZH%f - V“Aéqu}U

3 9al 2 L s 5 20 1o
—3v (21/ HA?ébngH(l9 + 1Y A = 3,52 6 Yo Js | w,w »
+ 207 (A*Ms f (v), Aq) o + B,
where
1 2 2 1 12 2 3 2 2 1 2 2
Qu(w) 1= |03 ell3, + 01012 + ZOITil%: + llaldy, + Sv210awll3y + 307wl

40e
Bi= = |QFE + EDITNIS + [l w0 )|

Ymax —
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and e takes values within the range given by (83). Now, using similar arguments as in the
proof of Theorem 6.2, it follows from assumptions (i) and (i) with 6 > 272 that

(99) dth(u) < _ast(u) + 2V2 (AQMjgf(U), AQ) £2 + /6’

where the decay rate ag is given by (96). Then, Gronwall’s inequality [51, sect. I11.1.1.3.]
implies

(100)  Qs(u(t)) < Qs(u(0))e ! + 212 / (A°MJsf(v), Aq) e Dds + s (1—e o).

0 w o

Replacing ¢ := dyw + %VAU) in the integral term in the above inequality and integrating
by parts yields

t L
/ (AQMJSf(U)> AQ)L2 e s = — / (A2MJ8dsf(v), Aw)ﬁ2 e (=t dg
0 w 0 w

t
+/ <A2MJgf(v), <31/A - asI> Aw) e
0 2 £2

+ (A°MUs f(v), Aw) 1, — (A*MJs f(v0), Aw) o €7

Next, noting that ds f(v) = 0, f(v)dsv and sup,, ¢ )er [Ov, fu(vs)
that, for every e1,e9 > 0,

| < 2fa by (45), it follows

2 t
2/ Jo v

1 AN\ 12 t
+327517t A M / Hd U”Ezea ST

t
/ (A*MJs f(v), Aq)£2 e(=0ds < g (1 + H;)VA — el
0 w

1 1

AwlZa + 2IQIF2 tr(AM2 -

el AulEy + 1P e (ot
- (A2MJ8f(’U0), Awo)ﬁguefast.

Moreover, it follows from Theorem 6.2 that for every bounded set % C Dy there exists a
time ¢y (), given by (86), and positive constants 71 and 72 such that [[v(t)||2, < n1p3 and

||z(75)||i2 < nep? for all t > t,(%). Therefore, using the estimate (69), we can write

t tw((@) 1
(101) /0 HdsvHigeas(s—t)dS < /0 HdSvH%%eozs(s—t)dS + OTUP%v(l +p2)
S
1
< hio(B)e™ ! + —npi(1+py),
S

where 7 is a positive constant and, for some o > 0,

(%) 2 V12 2 a2 ) ass
ro(#) = a /0 (Ilo(s) 25 + ()22 + 0(3)]123 li(s) 22 ) €2+ds < oo.
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Now, using the above estimate for the integral term in (100) with £; and 5 given by (98)
yields

t
(102) Qs (u)e™! < ;aS/O Qg (u)e®**ds + k(%) + %eo‘st,

S

where [ := [+ 2’/2[%% tr(ATM?)npZ (1+ p2) + 5|Q[F2 tr(A4M2)(i + 22)] as given in (97),
Q3 (u) is given in (95), and

2
R(#) = QF (u(0)) +2? [32”;2 tr(AM2)o () — (APMLJs £ (vp), Awo)ﬁ%} -2

1,2 1 . 1
Q (u) = [ @30, + 0012 + JOITilI2s + llall3y, + v* max {6, A2} | Aw]2, .

Next, using Gronwall’s inequality for the function fg Q3 (u)e**ds in (102) gives

/t Qs_(u)eassds < [K(g) (eéast — 1) + &(east _ eéoést):| :
0

1
Eas Qs

which along with (102) implies

(103) Qs (u) < K(B)e 3% + 7 (1 - ) ’
where limsup;_, ., Q5 (u(t)) < p? = i—ﬁ:

Finally, considering the linear isomorphism (94) over Us, it follows that for every bounded
set B C Ds there exists R > 0 such that k(%) < R? for all ug € %. Therefore, (103) implies
that Ss(t)Z C %, for all t > t(A) and some t5(A#) > 0, which completes the proof. [ ]

Note that an estimate similar to (86) given in Theorem 6.2 can also be obtained for ¢5(%)
in the proof of Theorem 6.3. However, this would be of limited practical value since the bound
(101) is very conservative for times t < ty (4).

Remark 6.4 (Conditions on parameter sets). For the range of values given in Table 1,
the maximum value that the left-hand side of the inequalities in assumptions (i) and (ii)
of Theorems 6.2 and 6.3 may take is 39.4083 ¢, which is achieved when Ty = 2, Ty = 2,
Age = 0.1, Agr = 0.1, v = 100, and Ymax = 1000. Assumptions (i) and (ii) then require
that 0 < m = 0.0254. Moreover, Theorems 6.2 and 6.3 allow for 6 > 27n_1i3n > 0.002, in
accordance with Table 1. This implies that—for the entire range of values that the biophysical
parameters of the model may take—the conditions imposed by Theorems 6.2 and 6.3 are
satisfied at least for any 0.002 < 6 < 0.0254, and the model (2) possesses bounded absorbing
sets as given by these theorems.

7. Existence and nonexistence of a global attractor. In this section, we investigate the
problem of existence of a global attractor for the semigroups {Sw(t) : Dy — Dy }1e[0,00) and
{Ss(t) : Ds = Ds}icjo,00) Of solution operators of (4)—(7). First, we recall the definition of a
global attractor, and a widely used theorem for establishing the existence of a global attractor.
See [25, Chap. 1] for the motivation behind this definition, and [25, Chap. 3] for further results.
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Definition 7.1 (Attracting set [7, Def. 11.2.4]). A set & in a complete metric space D is
called an attracting set for a semigroup {S(t)}ic0,00) acting in D if, for every bounded set
% € D, distp(S(t)%, ) — 0 ast — oco. Here, distp(¥, ) 1= sup,ey infren g — hlp is
the Hausdorff distance between the two sets ¢, 7 C D.

Definition 7.2 (Global attractor [7, Def. 11.3.1]). A bounded set </ in a complete metric
space D is called a global attractor for a semigroup {S(t)}icp0,00) acting in D if it satisfies the
following conditions:

(i) & is compact in D,

(ii) @ is an attracting set for {S(t) }1e(0,00),

(iii) < is strictly invariant with respect to {S(t)}ieo,00), that is, S(t)«/ = </ for all t €
[0,00).

Definition 7.3 (Asymptotic compactness [7, Def. 11.2.5]). The semigroup {S(t)};cj0,00) act-
g in a complete metric space D is called asymptotically compact if it possesses a compact
attracting set # € D.

Theorem 7.4 (Global attractor [7, Thm. 11.3.1]).  Let {S(t)}eo0,00) be an asymptotically
compact continuous semigroup in a complete metric space D, possessing a compact attracting
set & € D. Then {S(t)}icjo,00) has a global attractor o/ C K given by o = w(X'), where
w(H) is the w-limit set of A .

7.1. Challenges in establishing a global attractor. In this section, we discuss some of
the standard approaches available in the literature for establishing a global attractor based
on Theorem 7.4, and identify reasons that make these approaches rather unpromising for the
model (4)—(6).

Continuity of {Sw(#)}ie[0,00) and {Ss(t) }re[o,0), as required by Theorem 7.4, is established
in Propositions 5.1 and 5.2, respectively. To prove asymptotic compactness of a semigroup
{S(t) }tej0,00) acting in D, a general approach is to first show that the semigroup possesses a
bounded absorbing set and then to show that the semigroup is x-contracting, meaning that
limy oo k(S(t)#) = 0 for any bounded set & € D, where k denotes the Kuratowski measure
of noncompactness; see [38, 56] and [25, Chap. 3]. An effective way to establish the latter
property is through a decomposition S(t) = Si(t) + S2(t) such that for every bounded set
% € D the component Si(t)# converges uniformly to 0 as ¢ — oo, and the component
So(t) A is k-contractive or is precompact in D for large ¢ [47, 51].

As the first step towards proving the asymptotic compactness property stated above,
existence of bounded absorbing sets for {Sw(t)}cjo,00) and {Ss(t)}tefo,c) is established in
Theorems 6.2 and 6.3, respectively. However, it turns out that the x-contracting property is
hard to achieve for the model (4)—(6) with parameter values in the range given in Table 1,
due to the lack of space-dissipative terms in the ODEs (4) and (5), the nature of nonlinear
couplings in (4) and (5), and the range of values of the biophysical parameters of the model.

The uniform compactness of the component S3(t) in the decomposition approach stated
above is usually verified by establishing energy estimates in more regular function spaces and
then deducing compactness from compact embedding theorems. This approach, although
successfully used in [39] to prove existence of a global attractor for a coupled ODE-PDE
reaction-diffusion system, is not very promising here. In [39], the ODE subsystem is linear
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and the energy estimates in a higher regular space are achieved by taking space derivatives
of the ODEs and constructing energy functionals for the resulting equations. As seen in the
proof of Theorem 6.2, the nonnegativity of i(x,t) is a key property that permits elimination
of the sign-indefinite quadratic term in the energy equation of (4), which results in the en-
ergy variation inequality (87). This nonnegativity property, however, is not preserved in the
derivative or any other variations of i(x, t), leaving some sign-indefinite quadratic terms in the
analysis. Moreover, it can be observed from the range of parameter values given in Table 1
that the sign-indefinite nonlinear terms that would appear in the energy equations of any
variations of (4) and (5) have significantly larger coefficients compared with the sign-definite
dissipative terms. This makes it challenging to balance the terms in the energy functional in
order to absorb the nondissipative terms into dissipative ones. Finally, the nonlinear terms
appearing in (4) and (5) do not satisfy the usual assumptions, as in, e.g., [14, sect. 11.1],
that enable shaping the energy functional to eliminate the nondissipative terms that would
otherwise appear in the equations.

Some other techniques are available in the literature to avoid energy estimations in higher
regular spaces. In [38], for instance, the notion of w-limit compactness is used to develop
necessary and sufficient conditions for existence of a global attractor. This is accomplished
by decomposing the phase space into two spaces, one of which is finite-dimensional, and
then showing that for every bounded set 4 C D the canonical projection of S(t)% onto
the finite-dimensional space is bounded, and the canonical projection on the complement
space remains arbitrarily small for sufficiently large ¢t > ¢y for some tg = to(#) > 0. These
decomposition techniques, however, rely on the spectral decomposition of the space-acting
operators to construct the desired phase space decomposition. Such operators do not exist in
the ODE subsystems (4) and (5) in our problem.

7.2. Nonexistence of a global attractor. As discussed in section 7.1, establishing a global
attractor for (4)—(6) is a challenging problem. In fact, in this section we show that there exist
sets of parameter values, leading to physiologically reasonable behavior in the model, for which
the semigroups {Sw () }ic(0,00) and {Ss(t)}1e[0,00) do N0t possess a global attractor.

We first use [14, Prop. 11.11] to prove Theorem 7.5 below, which gives sufficient conditions
for noncompactness of the equilibrium sets of (4)—(6) in Uy, and Us. However, before embarking
on the technical details of this theorem, we delineate the main idea using the following intuitive
discussion.

Assume that the ODE components (4) and (5) are decoupled from the PDE component
(6) by freezing w(x,t) in space and time in (5). In this case, (4) and (5) can be viewed
pointwise as an uncountable set of dynamical systems governed by ODEs that are enumerated
by points x € Q. To distinguish this pointwise view, let (v;(t),i,(t)) denote the solution of the
dynamical system located at x € €, in contrast with (v(z,t),i(x,t)) that denotes the solution
of the decoupled ODEs (4) and (5) defined over 2. Note that the pointwise-defined dynamical
systems are fully decoupled from each other, which means the solutions (vs(t),i,(t)) and
(vy(t),1y(t)) evolve totally independently in time for every z # y € Q.

Now, assume further that the decoupled ODE system (4) and (5) possesses more than one
equilibrium, two of which are denoted by (ve,ie) and (vg,ip). Then, all pointwise defined dy-
namical systems correspondingly possess more than one equilibrium, in particular (vge, iz0) =
(Ve(),ie(x)) and (vgg,iz0) = (vo(x),i0(x)) for the system located at z. This implies that
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the solutions (v, (t),i,(t)) can converge independently to different values at different points
x € ). Therefore, when composed together, they form a solution (v(x,t),i(z,t)) for the de-
coupled ODE system (4) and (5), which can possibly develop drastic discontinuities over 2 as
it evolves in time. Note that such discontinuities in the solutions can occur even though the
initial values are smooth. Moreover, it follows in particular that the ODE system (4) and (5)
possesses an uncountable discrete equilibrium set. In fact, any function composed arbitrarily
of either values (Vye,ize) and (vgzg,iz0) at each point x € £ would be an equilibrium.

The idea of Theorem 7.5 is to prove that the space-smoothing effect of the coupling with
the PDE component (6) is not sufficiently strong to rule out the discontinuities of the above
nature in (v, ) and, in particular, having a noncompact equilibrium set. Define the mappings

(104) P,(v,4) := v — Jyi + Jovi " Wy + J3vit W,
Pi(v,i) := (eX)"'Ti — NJ7 f(v) — g,

and let (ve, i, we) be an equilibrium of (4)—(6), that is, P,(ve,ie) = 0 and P;j(ve, ie) = Jowe.
Assume that there exists (vo,20) # (Ve, ie) such that P,(vg,i0) = 0 and P;(vo, o) = P;(ve, ie)-
In this case, (ve, ie) and (v, ig) are both equilibria of the system (4) and (5) if we assume that it
is decoupled from (6) by freezing w at w = we. Therefore, motivated by the discussion above,
we can construct a new equilibrium (,4) for this decoupled system by letting (v,4) = (vo, ig)
over an arbitrary set Qg, and (9,7) = (ve,ie) over the complement set . This construction
is illustrated in Figure 4.

Since w is not actually frozen at w = we, the function (,14) is not necessarily a component
of a new equilibrium of the coupled system (4)-(6). However, if it is certain that w remains
close to we, then we can expect that there exists a new equilibrium (v*,*, w*) of (4)—(6) whose
component (v*,i*) is close to (¥,7). Since the w-component of an equilibrium of (4)—(6) is
continuous over €, we may postulate that, provided the sets Qg are sufficiently small, updating
(Ve,de) by (,4) in the equilibrium equations would not greately deviate the w-component from

(vo,70)

Figure 4. Illustrative construction of new equilibria as given by Theorem 7.5. To avoid unnecessary
complexity in the graph, only one representative curve out of the siz curves in the (v,i) components of the
solutions is shown.
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we and the above expectation is satisfied. This postulation is indeed true, and it is proved
in Theorem 7.5 that under certain conditions a new equilibrium (v*,7*, w*) exists such that
(v*,i*) are arbitrarily close to (7,7) provided € is sufficiently small. The proof is relatively
involved and constitutes the core part of the proof of Theorem 7.5. It relies strongly on the
L2°-boundedness of the space-acting operator A~! that appears in the equilibrium equations,
and on assumption (iv) of Theorem 7.5. Figure 4 gives an illustration of the component (v*,i*)
lying uniformly closer than ¢ to (o,1).

Finally, the noncompactness of the equilibrium set of (4)—(6) follows if we show that the
existence of equilibria (v*,4*, w*) is uniform with respect to the shape of the sets 2, that is,
as long as only the size of g is smaller than a uniform bound. In this case, we take ¢ small
enough such that the distance between (ve(z),%(x)) and (vg(x), ig(x)) is larger than 3e. Then,
for any two sufficiently small sets Qg and €, we can construct new equilibria as discussed
above, having components closer than ¢ to their associated estimates (v,4). It can be observed
from Figure 4 that the associated components (v*,i*) of these two equilibria would certainly
be at a distance larger than e from each other, at least on the difference between the two sets
Qo and €. Therefore, since this construction is independent of the shape of the sets Qy and
Qo and we have uncountably different choices for these sets, it follows that we can construct
an uncountable set of disjoint equilibria. This implies noncompactness of the equilibrium set
of (4)—(6). Theorem 7.5 below gives rigorous arguments for the above discussion.

Theorem 7.5 (Noncompactness of equilibrium sets). Suppose g is bounded and constant in
time, that is, g(z,t) = g(x) for all (x,t) € Q x [0,00) and g € L°. Let ue := (Ve, ie, 0, we, 0)
be an equilibrium of (4)—(6) such that ve € L, i € L, and we € H2,. Define the mapping

P=(P,P): L x L3 — L x L as in (104) and let A= —3A + A%I. Assume that the
following conditions hold.

(i) Age and Ag take the same values, that is, A = Agplaxo = Apilaxa.

(ii) There ezists (vo,ig) € LI X LI such that

essinf [| (ve(2), ie(x)) — (vo(x), i0(2)) oo > O
and
(105) PU(UQ, io) = 0, PZ'(U(], io) = PZ‘('Ue, ie).

(iil) O(v,iyP(ve,ic) and Oy, ;)P (vo,i0) are nonsingular almost everywhere in €.
(iv) There exists o > 0 such that, for every b = (by,b;) € LI° XL, the system of equations

(106) D(v,i) Po (e, ie)d = by,
O,y Pi(vesie)d — Je AT A*MJIgy f (ve) o = bi
has a unique solution ¢ = (py, ¢;) € L° x L that satisfies
(107) 16l wese < allbllcsencse.
Then, for a measurable partition = Q. U Qg and

(108) V1= VeXQ, + V0XQp; = leXQ, + 10X
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the following assertions hold.
(I) For every e > 0 there exists 6 > 0 and an equilibrium u* := (v*,i*,0,w*,0) of (4)-(6)
such that

1(v*, %) = (0,1) |l cooxcoe < € whenever [Q| < 6.

(IT) The equilibrium sets of (4)~(6) are noncompact in Us and Uy, .

Proof. The proof is organized in three steps.
Step 1. We show that there exists & > 0 such that, for every b = (by, b;) € L x L°, the
system of equations

(109) a(v,i)Pv(@j)Qb = by,

iy Pi(0, 1) — Je A~ A*MJIg0, f (V) = by
has a unique solution ¢ € L£3° x L° that satisfies ||¢[|zoexcoe < @[[b|ggexcoe. This provides
the required conditions of the implicit function theorem that is used in Step 2 to prove the

existence of the equilibrium u*. The proof proceeds by iteratively constructing a solution by
starting from the solution of (106) and applying certain corrections at each iteration.

Let ¢(©) = (¢£°), qﬁgo)) be the solution of (106) for a given b € L5° x L£° and construct an
approximate solution for (109) of the form o) = qﬁ(o) + (ﬁl(rl), where ¢£1) = ( S}), S)) is the
unique solution of

(110) 8.0 P (v0,i0) ) = (00 iy P (Ve ie) — 9.0y P (v, i0)) 6 xqp-

Note that by assumption (iii) the unique solution ¢§1) exists and belongs to £5° x £°. The
approximate solution ¢! solves

a(v,i)Pv(ﬂj)ﬁﬁ(l) = by,
Doy Pi(0, )9 — Jo A M50, £ (0) 80 = by + b,
where bl(fl) = (0, bS)),
(111) B = Jo AT APMIs [ (D0 (ve) = 00 (10)) 6 = D0 f (v0) (1) | X

is the remainder resulting from the approximation error in ¢(!).
Now, note that by assumption (iv) there exists ag := a > 0 such that

(112) 16| 3o x e < aollbll czox e

Moreover, since by assumption (ii) we have (vg,ip) € L£5° x L£°, it is immediate from the

definition of P, and P;, given by (104), that 9, ; P(vo,i) is bounded. This, along with
assumption (iii) and (112), implies that the solution ¢§1) of (110) satisfies

(113) H¢£1)H£5°><£i°° < C1H¢(O)Hcg<vxcg° < ar|bll oz

for some (7,1 > 0.
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Next, note that since A=' : £2 — H2 is a bounded operator and f is smooth, the

o . o 1
definition of bﬁi), given by (111), implies that bgi) €H,
by the Sobolev embedding theorems [9, Thm. 6.6-1] that b{") € C92(Q,R?) for all A € (0,1)
and, in particular, Hbg)HE;"’ < CgHbg)Hngr(Q;Ra;) for some (o > 0. Therefore, using (112) and

(113), there exist (3,4, (5, 41 > 0 such that
)

(£; R*). Moreover, it further implies

(114) |6V

L2 X L = CZHbS) HZ,, (S;R%) <G <H¢1()0)Hcg + Hd’g)
< Gllo O 2z < G112 0] oo e
< 61|Q0|%HbHLg°><E;?°'

Now, for m = 2,3,..., let ¢ := ¢(m=D 4 ¢{™ where ¢{™ is the unique solution of
Owyiy P(v0,0) ™ = b Vxqy.
It follows immediately that, for some 75 > 0,

(115) o™

L XL = n“bﬁm_l)uchcgov m=23,....

Moreover, ¢§m) solves the system of equations

8(v,i)Pv('Daz)¢(m) = by,
Oy Pi(0, 1)p\™ — Je ATLAPMI3D, f (D)™ = b; + ™,

where

D™ = — Jg AT AP Mg 0, f (v0) o™ Xy, M =2,3,....

Using the Sobolev embedding theorems and (115), the remainder ™ = (0, bﬁj’”‘)) satisfies, for
some Cﬁa <77 CB) /8 >0,

65

LOXLX = CGHbIE:n)Hngr(Q;R‘l) = C7||¢£m)||ch£§ = C8|QO|%H¢§m)Hcgox£g°

SﬂIQo!%Hbﬁm‘l m=23,...,

)Hcgowgo’
which, letting x := ﬁ\Qoﬁ and recalling (114), implies

1 —
(s) e < BN D e, m =25,

Now, let || < 0, § > 0, and choose § such that x < 1. Note that 3, and consequently
the choice of 6 and the value of &, do not depend on b and the specific form of the partition
Q = Q.U Qy. Therefore, it follows that Hbgm)Hggoxg?o — 0 as m — oo, and hence ¢(™
converges to a solution ¢ for (109) when || < 6. Moreover, (112)—(116) imply
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m
167N oo xeze < N6 poorceze + 168 | oo + DN oo e
=2
1 m
< lao+ a1 +n811Q]2 > k| Ib]l o xee,

=2

and hence, taking the limit as m — oo, there exists & > 0, independent of the form of the
partition, such that

(117) 19l cgexze < allbllzgexeee-

To prove that the solution constructed above for (109) is unique, first note that by as-
sumption (i) the operator A becomes a scalar operator given by A = (—3A + AZ.T). Then,
considering the structure of the matrix parameters given by (8) and reinspecting the ex-
panded form (2), the system of equations (109) can be transformed to a system composed of
five algebraic equations and one PDE by pre-multiplying the second equation in (109) by the
elementary matrix

1 0
_MEI 1 O2x2
MEE
O2x2 | Lox2

This follows from the fact that the scalar operator (—%A + A2,.I)~1 acts only on one of the
unknowns, namely, ¢,,. Now, since 9, ;P (v,) is nonsingular by assumption (iii), the five
unknowns ¢; = (¢;.., Gi,s Gy, Piy) and ¢, can be uniquely determined in terms of ¢, by
elementary algebraic operations. Consequently, (109) is reduced to a scalar PDE of the form

- 3 ! _ 7
0.0, ~ (<A +AAT) AL M (00)0n, = b

where h € L5e: (€, R) is given by the same elementary operations on b, and p(,14) is nonzero
almost everywhere in 2, since elementary operations do not disrupt the nonsingularity of
a(vyi)P(ﬁ,i). -

Next, dividing by p(v, 1), the above equation can be written as

(118) (I = K)¢u, = h,

where K = p(v,1) 'AZ Mupdy, f(0s)(—3A + A2, 1)~" and h := p(,7)"th. The operator
K : L%er(Q,]R) — Lger(Q,R) is linear, self-adjoint, and compact by the Rellich-Kondrachov
compact embedding theorems [9, Thm. 6.6-3]. The existence of solutions of (109) proved above

guarantees the existence of a solution ¢, € L5g, (€, R) for every h € L33, (2, R), which implies

L32.(€,R) C Range(] — K). However, Range(I — K) = Kernel(I — K*)* = Kernel(I — K)* by
the Fredholm alternative [16, Thm. 5, App. D], and hence L2 (€2, R) N Kernel(/ — K) = {0}.

per
This proves the uniqueness of bounded solutions of (118), and consequently the uniqueness

of solutions of (109) for every b = (by, b;) € L3 x L.
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Step 2. We prove assertion (I) using the implicit function theorem. Note that since
Ue := (Ve, le, 0, we, 0) is an equilibrium of (4)—(6), we have

(119) Py(Ve,ic) =0,  Pi(ve,ie) = Jowe, we = A"TAZMJgf(ve).
We seek an equilibrium v* := (v*,i*,0,w*, 0) such that
V=04 ¢y, i =1+ ¢,

where ¢ := (¢y, ¢i) € LI x L3 is a small corrector function that satisfies
(120) Py(v*,i*) =0, Pj(v*,i) = Jow*, w*=ATTA*MJIgf(v*).
Note that (105), (108), and (119) imply

Py(v,i) =0, Py(v,i) = Jewe, ve=10— (V9 — Ve)Xp-
Therefore, the system of equations (120) is equivalent to

(121) Py(0 + ¢p,i + &) — Py(v,1) = 0,
Py(0+ ¢o, i+ ¢i) — Pi(0,1) = JoAT A’ MJIs (f(0 + ¢o) — f(0 = (v0 — ve) X))

which, by the implicit function theorem [9, Thm. 7.13-1], has a unique solution ¢ € L° x L,
since (109) has a unique solution in £5° x L for every b € L£° x L, as proved in Step 1.
Moreover, it is immediate from the definition of the Fréchet derivative of the mappings P; and

P, that the solution of (121) is arbitrarily close to the solution of (109) with
b:= (0, JeA A2 MJgdy £ (0) (v0 — ve)) X0

provided these solutions are sufficiently small. This is ensured by (117) for small ||, since
[0/l zgexcee < € |Qo|% for some ¢ > 0. Therefore, it follows that assertion (I) holds for some
§=0d(e) <.

Step 3. We prove assertion (II) using the fact that 6 = d(¢) > 0 in assertion (I) is
independent of the specific form of the partition Q = Q. U Q. Figure 4 can be used to
visualize the arguments of the proof.

Let

(122) = = g s inf | (ve(0).#e(@)) — (10(), (@) > 0

in assertion (I), and let § = d(¢) > 0 be the corresponding bound on the size of the partitions
that satisfies the result of assertion (I). Note that e > 0 by assumption (ii). Moreover, let
A () denote the set of all measurable subsets of {2 and define

Ds(Q) 1= {(Qe, V) € () x () : Ve =2\ Q. | Q] < 5}

Let ©5(2) C Z5(€2) such that, for every 0 = (Qe, Q) € Os5(Q) and 6 = (e, ) € O5(), we
have €29 A Qo| > 30. Note that ©4(€2) is an uncountable set that can be viewed as an index
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set enumerating all measurable partitions Q = Qg U Qq, || < 0, which are distinct in the
sense of measure by a factor of at least %5 .

Now, it follows from assertion (I) that, for every 8 # 6 € ©5(f), there exist equilibria
ug = (vg,1g,0,wg,0) and vy := (vy,1i4,0,w;,0) such that

esssup ||(vy(z),i5(z)) — (vo(2), i0(2))lloo < €,
z€(2eN0)

esssup |[[(vy(2),ig(x)) — (ve(z),ie(2))]lo0 < e,
z€(Q0M)

esssup |[|(v5(2),ig(x)) — (ve(z),%e)) o0 <€,
z€(QeNQ0)

esssup | (v5(x), i5(x)) — (vo (), i0))]loo < e
z€(QoNk)

Therefore, noting that Qg A Qp = (Qo N Qe) U (Qe N Qo) and recalling the definition of ¢ given

by (122),
essinf | (vg(x), ig(x)) — (v5(2),i5(2))ll0 = &,
zE(QoAQo)
which further implies
1
. . ~ AL . . . 102
(v 3g) = (v9:3) [l 23, 2 =190 A& Qo> essinf [|(v5(), i(x)) — (v5(2),3g(2)) || > (25> e.
v v IE(Q()AQ())

Since 6 and 6 are arbitrary, it follows that the set £ := {ug}pco,(Q) composed of the equilibria
ug constructed as above is an uncountable discrete subset of the equilibrium sets of (4)—(6)
in Uy and Uy,. This completes the proof. |

Remark 7.6 (Alternative assumptions for Theorem 7.5). According to the proof of
Theorem 7.5, some of the assumptions of this theorem can be relaxed or replaced by al-
ternative assumptions as follows.

e Assumption (i) is used to prove the uniqueness of solutions of (109). Without this

assumption, the operator A is not a scalar operator and (109) cannot be reduced to
a scalar PDE using elementary algebraic operations. The operator K representing
the system of PDEs in this case would not be self-adjoint, and hence application of
the Fredholm alternative would not immediately imply uniqueness of the solutions.
However, an alternative assumption to assumption (i) can be made on the adjoint
of the operator K, so that the uniqueness of the solutions of (109) is still ensured
using the Fredholm alternative. We avoid this complication, since the fiber decay scale
constants Ag; and Ay are always assumed to be equal in the practical applications of
the model [3].

In assumption (ii), it suffices to have essinf,c g ||(ve(z),te(x) — (vo(x),i0(x))|lcc > O,
where 2" is any measurable subset of  with positive measure. Correspondingly, it
suffices that the nonsingularity in assumption (iii) holds almost everywhere on an open
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subset % O 2 of Q. In this case, the proof is modified by restricting Z5(Q2) to its
subset consisting of partitions with Q¢ C 2". The index set O5(£2) remains uncountable,
and the noncompactness result of the theorem holds with no change.

Remark 7.7 (Nonexistence of a global attractor). Suppose that the assumptions of
Theorem 7.5 hold for an input g and an equilibrium w, that further satisfy e, we > €1,61 > 0,
almost everywhere in 2 and g € Dy, where D, is given by (77). Note that u. then belongs
to Dg. Then, the equation P;(ve,ie) = Jswe in the equilibrium equations (119) implies that
P;(ve, i) > 0, and hence P;(vg,i9) > 0 in (105). Therefore, it follows from the definition of P,
given by (104) that every solution ig of (105) satisfies ig > €2,e2 > 0, almost everywhere in
Q. Then, by definition of (7,4), given by (108), all equilibria u* constructed by assertion (I)
of Theorem 7.5 satisfy i* > 0 almost everywhere in 2 when § is sufficiently small. Also, the
equilibrium equations we = A~'A?M.Jg f(ve) and w* = A7 A2MJg f(v*) imply that

[w* = wel|gge < Brllw™ — wellpz, < Ballv™ — vel 22

for some (31,32 >0, and hence w* >0 almost everywhere in €2, when ¢ is sufficiently small.
Therefore, assertion (II) of Theorem 7.5 ensures existence of a biophysically plausible
noncompact set of equilibria &€ C Dy C Dy,. This, in particular, implies that in the case
where the assumptions of Theorem 7.5 are satisfied for some u, and ¢ as given above, the
semigroups {Sy(t) : Dw — Dy }efo,00) and {Ss(t) : Ds — Ds}iejo,0) are not asymptotically
compact, and hence they do not possess a global attractor.

The assumptions of Theorem 7.5 are relatively straightforward to check for the space-
homogeneous equilibria of (4)—(6). Consider the set of values given in Table 2 for the param-
eters of the model, which are suggested in [3, Table VI, col. 2] as a set of parameter values
leading to physiologically reasonable behavior of the model. The parameters gy, Ggr, G,
and g, are the mean values of the physiologically shaped random signals used in [3] as the
subcortical inputs geg, ger, gie, and gy, respectively. Here, we set g(t,z) = (geg, Je1s Gie, gu) for
all z and ¢, and check the assumptions of Theorem 7.5 for a space-homogeneous equilibrium

of (4)(6).

Table 2
A set of biophysically plausible parameter values for the model (2) for which Theorem 7.5 implies nonexis-
tence of a global attractor [3, Table VI, col. 2|. The parameters Jes, Gei, Gie, and gu are, respectively, the mean
values of the physiologically shaped random inputs gee, gu, g, and gn used in [3].

Parameter Ti T Vi Vi Vie Vi Ve Yer
Value 11.787x10=%  138.25x1073 61.264 51.703 —7.127  —12.679 816.04 261.29
Parameter Ve o T T T Ty Ngg N
Value 219.09 40.575 0.92695 1.3012  0.19053 0.94921 3893.0 3326.8
Parameter Nig Ny v Agg, g Mg My, Fy F,
Value 839.39 682.41 101.78  0.96545  4013.5 1544.3  266.44  300.65
Parameter e L Ok oy Jee G e gu
Value 30.628 19.383 5.6536 3.3140 83.190 6407.5 0 0
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Assumption (i) holds with Agy = Agg = 0.96545, as given in Table 2. Solving the equations
Py(veyie) = 0, Pi(ve,ie) = Jowe, and we = MJgf(ve), a space-homogeneous equilibrium is
calculated as

ve = (1.9629,6.5150), i, = (5.2552,100.2372,2.4493, 53.5665), w. = (821.7136,316.1760).

Note that the numbers given here should actually be regarded as constant functions over ).

Assumption (ii) then holds by finding a solution (v, ip) 7# (ve, %e) for (105) as
vo = (10.9417,7.7148), i = (25.9005, 177.5837, 4.0757, 89.1352).

Assumption (iii) also holds with the following nonsingular matrix-valued functions:

o 1.4294 0 —0.9680 0 1.2754 0
0 7.1635 0 —0.8740 0 1.5138
, ~199.2222 0 323.8625 0 0 0
OwarP(Vesie) = | 170 9479 0 0 73.8727 0 0
0 —440.3409 0 0 423.0237 0
0 —357.9898 0 0 0 15.7254 |
o 1.9946 0 —0.8214 0 2.5352 0
0 11.4648 0 —0.8508 0 1.6085
, ~1858.395 0 323.8625 0 0 0
OwaP(vo:i0) = | _y5e8 109 0 0 73.8727 0 0
0 —730.7260 0 0  423.0237 0
L0 —594.0680 0 0 0 15.7254 |

To check assumption (iv), note that, for every b = (by, b;) € L°x L, elementary algebraic
operations reduce (106) to

(123) ¢y, = 0.6287¢ins + ho,,

¢iEI = 24834¢7’EE + hiEI7

¢v1 — 0‘0521¢2EE + h‘U[?

i, = 0.0543Gins + hi, . i = 1.1870¢ixs + hi,

and the scalar PDE

(124) (I - D)éy,, = h

-1

iy D :=0.6060 (;)A + 0.9654521> :
where h = (hy, h;) € L x L is the result of the same algebraic operations on b. Now, note
that since —A is a nonnegative operator in ngr(Q; R), it follows from the spectral theory of
bounded linear self-adjoint operators [16, App. D.6] that the spectrum of the operator (I —D) :
L2 (G R) — L2 (2 R) lies entirely above 1 — 0.6060 x 0.965452 = 0.3498 > 0. Therefore,
the PDE (124) has a unique solution ¢;,, € L2, (Q;R) for every hy,, € L2 (€ R) D LR (%4 R),
and hence it follows from (123) that (106) has a unique solution ¢ = (¢,, ¢;) € L x L for
every b € L x L.

It remains to check (107). Using the spectral theory of bounded linear self-adjoint opera-
tors and the Cauchy—Schwarz inequality, we can write
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2 1 _ 1
H¢’LEE ||L;2)er(Q;R) S 0.3498 ((I — D)¢’LEE7 d)iEE)L;%er(Q;R) — 0.3498 (higg’ ¢iEE)L%er(Q§R)

IN

m H hZFF HLIZ)er(Q;R) H¢lpp ”L2 (R)-

per

Therefore, there exists a; = Wzms > 0 such that

@il 2

pcr(Q;R) S athlEE||L2 (Q,R)

per

Now, using (124) and the Sobolev embedding theorems, we can write, for some a9, ag > 0,

||¢imHngr(Q;R) < HhiEEHLOO (R) + HD¢1FFHL°° (R) < thFFHLO" (R) + Oé2HD¢ZFFHH2 (R)

per per per per
S H hil-}l-] HLOO

per

1
< (1 + 0410(3’9‘5) thFFHLO"

per

@R) + | Pill 22 @r) < Nige |l e, (r) + a1as||hig |2 )

per per per

(SBR)s

which, along with the algebraic equalities (123), implies (107). Hence, assumption (iv) holds.

It is now implied by Theorem 7.5 that the equilibrium sets of (4)—(6) are noncompact in
Us and Uy,. Moreover, it follows immediately from the equilibrium equations (119) and the
definition of P; given by (104) that, in general, all space-homogeneous equilibria i, and w, are
positive and, in particular, belong to Dpij, N Ds. Therefore, by Remark 7.7, the semigroups
{Sw(t) : Dw — Dy }refo,00) and {Ss(t) : Ds — Ds}iefo,0) associated with (4)-(6) with parame-
ter values given by Table 2 do not possess a global attractor.

It can be shown by similar calculations as above that the assumptions of Theorem 7.5 are
satisfied by space-homogeneous equilibria of the model for 3 other sets of parameter values
out the 24 sets available in [3, Tables V and VI], namely, the sets given in [3, Table V, col.
2] and [3, Table VI, col. 10 and col. 12]. Moreover, it is likely that these assumptions or
their possible alternatives suggested in Remark 7.6 would also hold for other sets of parameter
values if we consider equilibria u, and inputs g that are not homogeneous over ). Checking
the assumptions of Theorem 7.5 in this case is, however, not straightforward.

8. Discussion and conclusion. In this paper, we developed basic analytical results to
establish a global attractor theory for the mean field model of the electroencephalogram
(EEG) proposed by Liley, Cadusch, and Dafilis [36]. We showed that the initial-boundary
value problem associated with the model is well-posed in the weak and strong sense, and
established sufficient conditions for the nonnegativity of the i(x,t) and w(z,t) components of
the solution over the entire time horizon. Moreover, we proved existence of bounded absorbing
sets for semigroups of weak and strong solutions, and discussed the challenges involved in
proving the asymptotic compactness property for these semigroups. Finally, we showed that
the equilibrium sets of the model are noncompact for some physiologically reasonable sets of
parameter values which, in particular, implies nonexistence of a global attractor.

The conditions developed in this paper for ensuring nonnegativity of the solution compo-
nents i(x,t) and w(z,t) over the entire infinite time horizon can be useful for computational
analysis of the model. Without using such mathematical analysis, it is impossible to ensure
that the solutions computed numerically over a finite time horizon are biophysically plausible
since, evidently, negativity might occur for time intervals beyond the finite time horizon of
numerical computations. This fact has been overlooked in most of the available computational
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analysis of the model. However, in these computational studies, the initial values are usually
set equal to a numerically computed space-homogeneous equilibrium of the model, or equal to
zero when no equilibrium is found numerically. In both cases, the preset initial values satisfy
the sufficient conditions developed in section 5.1 of this paper for biophysical plausibility of
the solutions. It is perhaps an intractable problem to specify a set of biophysical initial values
for a model of the EEG; however, analyzing a more diverse set of reasonable initial values sat-
isfying the sufficient conditions developed in section 5.1 can be beneficial in observing different
behaviors of the model.

Existence of bounded absorbing sets is a desirable global property for a model of electrical
activity in the neocortex. As stated in Remark 6.4, the EEG model investigated in this
paper possesses this global property for its entire range of parameter values given in Table 1.
Moreover, this property holds independently of the parameters of the firing rate functions, the
number of intracortical and corticocortical connections, the mean Nernst potentials, and the
membrane time constants, as observed in assumptions (i) and (ii) of Theorems 6.2 and 6.3.

The lack of space-dissipative terms in the ODE components (4) and (5) of the model is
one of the major sources of difficulty in establishing a global attractor. Indeed, as discussed
in section 7.2, the v(z,t) and i(x,t) components of the solution can evolve discontinuously
in space despite continuous evolution of the w(x,t) component. Other than disrupting the
asymptotic compactness property of the semigroups of solution operators, these space irreg-
ularities can predict sharp transitions in the v(z,t) and i(z,t) components of the solution,
which can potentially be problematic in numerical computation of the solutions.

Slight modifications to the model that result in the presence of additional space-dissipative
terms in the ODEs can improve the regularity of the solutions and can be of particular ad-
vantage in numerical computations. The fact that some of the equations of the model appear
as ODEs is partially due to the simplifying assumption of instantaneous conduction through
short-range fibers. Removing such simplifying assumptions, or considering a singularly per-
turbed version of (4) and (5) by artificially including additional diffusion terms A, with
sufficiently small ¢, can be considered as potential modifications. Any such modifications
should, however, maintain the neurophysiological plausibility of the model.

The regularization made by appropriate modifications to the model may result in the
possibility of establishing the asymptotic compactness property. However, the analysis in sec-
tion 7.2 suggests that the resulting compact attractor would be of very high dimension for some
sets of parameter values. Based on this observation, we speculate that the noncompactness of
the attracting sets shown in this paper can provide an explanation for the possibility of having
a rich variety of behaviors for this model, some of which are already shown by computational
analysis in the literature; see, for example, [4, 5, 11, 12, 13, 20, 21, 52, 53]. Such diversity of
complicated behaviors is indeed what one would expect from a model of the neocortex, the
part of the brain that is presumed to be responsible for the extremely complicated perceptual
and cognitive functionality of the brain.
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