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STABILITY ANALYSIS AND ERROR ESTIMATES OF ARBITRARY

LAGRANGIAN-EULERIAN DISCONTINUOUS GALERKIN METHOD COUPLED

WITH RUNGE-KUTTA TIME-MARCHING FOR LINEAR CONSERVATION
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Abstract. In this paper, we discuss the stability and error estimates of the fully discrete schemes for
linear conservation laws, which consists of an arbitrary Lagrangian-Eulerian discontinuous Galerkin
method in space and explicit total variation diminishing Runge-Kutta (TVD-RK) methods up to third
order accuracy in time. The scaling arguments and the standard energy analysis are the key techniques
used in our work. We present a rigorous proof to obtain stability for the three fully discrete schemes
under suitable CFL conditions. With the help of the reference cell, the error equations are easy to
establish and we derive the quasi-optimal error estimates in space and optimal convergence rates in
time. For the Euler-forward scheme with piecewise constant elements, the second order TVD-RK
method with piecewise linear elements and the third order TVD-RK scheme with polynomials of any
order, the usual CFL condition is required, while for other cases, stronger time step restrictions are
needed for the results to hold true. More precisely, the Euler-forward scheme needs τ ≤ ρh2 and the

second order TVD-RK scheme needs τ ≤ ρh
4
3 for higher order polynomials in space, where τ and h

are the time and maximum space step, respectively, and ρ is a positive constant independent of τ and
h.
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.

1. Introduction

In this paper, we consider the stability analysis and error estimates of an arbitrary Lagrangian-Eulerian dis-
continuous Galerkin (ALE-DG) method coupled with Runge-Kutta time-marching schemes for one-dimensional
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linear conservation laws

ut + (βu)x = 0, (x, t) ∈ [a, b]× (0, T ],

u(x, 0) = u0(x), x ∈ [a, b]
(1.1)

with the periodic boundary condition. Here β is a constant. We only pay attention to the smooth solution of
(1.1).

The discontinuous Galerkin (DG) method is a class of finite element methods, in which the basis functions
are completely discontinuous, piecewise polynomials. Reed and Hill introduced the first DG method to solve
the neutron equation [19] and later, Cockburn et al. extended the method to Runge-Kutta DG (RKDG) for
nonlinear conservation laws in a series of papers [2, 4–6]. The DG method has a wide range of applications
owing to some advantages like parallelization capability, the strong stability and high-order accuracy, and so
on. We refer to [3, 7, 8, 12,20] and the references therein for more references of the DG method.

For the theoretical analysis of the fully discrete DG method, Zhang et al. have done a lot of work for
conservation laws [22–26], where the time discretization is the explicit second or third order total variation
diminishing Runge-Kutta (TVD-RK) method. For the smooth solutions, they obtained (quasi)-optimal error
estimates for both the second and third order TVD-RK time-marching schemes with periodic boundary condi-
tions and suitable CFL conditions. The stability of the third order TVD-RK (TVD-RK3) was shown in [25].
They also considered the inflow boundary condition as well as the discontinuous initial data [22,26]. Moreover,
Burman, Ern, Fernández [10] analyzed the explicit RK schemes in combination with stabilized finite element
methods for first-order linear partial differential equation systems and established sub-optimal error estimates
for smooth solutions, which presented a unified analysis for several high-order symmetrically stabilized finite
element methods encountered in the literature. We refer to [15, 21] for the energy analysis, which is the main
technique for all work listed above.

However, all the analysis listed above are considered on the static grids. The ALE-DG method discussed here
is a moving mesh DG method and the grid moving methodology belongs to the class of arbitrary Lagrangian-
Eulerian (ALE) methods [9], which allows the motion of the mesh to be like either the Lagrangian or the
Eulerian description of motion and should satisfy the geometric conservation law (GCL). The significance of
the GCL has been analyzed by Guillard and Farhat [11]. There have been works about the implementation
and applications of the ALE-DG method in the literature, e.g., [14, 16–18]. Klingenberg, Schnücke, and Xia
developed an ALE-DG method for one-dimensional conservation laws [13], where local affine linear mappings
connecting the cells for the current and next time level are defined and yield the time-dependent approximation
space. They showed that the ALE-DG method satisfies the GCL for any Runge-Kutta scheme and is efficient
for the conservation law. They also showed that the ALE-DG method shares many good properties of the DG
method defined on static grids, e.g., the L2 stability, the local maximum principle, high order accuracy, and so
on.

The main purpose of our work is to study the stability and the error estimates for the ALE-DG method
combined with the explicit Runge-Kutta time-marching schemes, in which the Euler-forward, the second order
TVD-RK (TVD-RK2) and TVD-RK3 methods are considered. Compared with the work on the static grids,
our analysis is similar but more technical. Owing to the time-dependent functional space, the scaling arguments
play an important role in this work. With the energy estimates, we prove that all three fully discrete schemes
are stable under suitable CFL conditions. More precisely, for the Euler-forward scheme with P 0 (piecewise
constant) elements, the TVD-RK2 scheme with P 1 (piecewise linear) elements and the TVD-RK3 approach
with polynomials of any order in space, the usual CFL condition is needed, while the Euler-forward scheme
with P k elements for k ≥ 1 requires τ ≤ ρh2 and the TVD-RK2 approach with P k elements for k ≥ 2 needs
τ ≤ ρh 4

3 for the results to hold true. Here τ and h are the time and maximum spatial mesh sizes, respectively,
and ρ is a positive constant independent of τ and h. To best understand the error equations, we reformulate
the Eq. (1.1) in terms of a suitable coordinate transformation. Then we proceed to obtain quasi-optimal error
estimates in space and optimal convergence rates in time under the same CFL condition as the stability. To the
best of our knowledge, the above results are the first for high order ALE methods with minimum smoothness
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assumptions on mesh movements (only assuming uniform Lipschitz continuity of the mesh movements) and
without the need of remapping.

The organization of our paper is as follows. In Section 2, we list some notations adopted throughout the
paper. The semi-discrete ALE-DG scheme for the linear conservation law is given in Section 3, where we also
show some properties of the scheme. Section 4 presents the stability of the ALE-DG scheme in combination
with the explicit RK time-marching methods up to third order. The error estimates for the three corresponding
fully discrete schemes are proven in Section 5. We conclude our results in Section 6.

2. Notations

In this section, we will introduce some notations adopted throughout the paper.

2.1. Notations for the distribution of the mesh

Let Ω = [a, b]. In order to describe the semi-discrete ALE-DG scheme of Eq. (1.1), we first introduce some

notations for the distribution of the mesh. Assume that the mesh generating points
{
xn
j− 1

2

}N
j=1

are given at

any time level tn, n = 0, · · · , M , and the points xn
j− 1

2

and xn+1
j− 1

2

are connected by time-dependent straight lines

xj− 1
2
(t) := xnj− 1

2
+ ωj− 1

2
(t− tn), ∀t ∈ [tn, tn+1], (2.1)

where

ωj− 1
2

:=
xn+1
j− 1

2

− xn
j− 1

2

tn+1 − tn
. (2.2)

Note that for any time t, the first point x 1
2
(t) and the last point xN+ 1

2
(t) stay the same for compactly supported

problems and could move with the same speed d
dtx 1

2
(t) = d

dtxN+ 1
2
(t) for periodic boundary problems. We

provide an example to show the distribution of the ALE mesh in Figure 2.1. The straight lines (2.1) provide

a b

bx
j+1/2

nx
j-1/2

n

x
j-1/2

n+1
x

j+1/2

n+1

t
n

t
n+1

a

Figure 2.1. An example of the ALE mesh

the time-dependent cells

Kj(t) := [xj− 1
2
(t), xj+ 1

2
(t)], ∀t ∈ [tn, tn+1] and j = 1, · · · , N.
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The length of each cell Kj(t) is denoted by ∆j(t) := xj+ 1
2
(t)− xj− 1

2
(t). Moreover, we set h(t) := max

1≤j≤N
∆j(t)

and h := max
t∈[0,T ]

h(t). We assume that the mesh is quasi-uniform in the sense that h ≤ C∆j(t) for j = 1, 2, · · · , N ,

where C is a positive constant and independent of h. In addition, the grid velocity field for all t ∈ [tn, tn+1] and
x ∈ Kj(t) is defined by

ω(x, t) = ωj+ 1
2

x− xj− 1
2
(t)

∆j(t)
+ ωj− 1

2

xj+ 1
2
(t)− x

∆j(t)
, (2.3)

and the weak derivative of ω with respect to x is given by

∂x(ω(x, t)) =
ωj+ 1

2
− ωj− 1

2

∆j(t)
=

∆′j(t)

∆j(t)
, (x, t) ∈ Kj(t)× [tn, tn+1]. (2.4)

Note that ∂x(ω(x, t)) is independent of x. The quasi-uniformity assumption for the meshes implies that ∆j(t)
satisfies the following property, for all t ∈ [tn, tn+1], n = 0, · · · , M − 1,

∆j(t) = (ωj+ 1
2
− ωj− 1

2
)(t− tn) + ∆j(tn) > 0. (2.5)

In addition, we assume that ω(x, t) satisfies the following properties:

(ω1): There exists a constant Cw ≥ 0, independent of h, such that,

max
(x,t)∈[a,b]×[0,T ]

|ω(x, t)| ≤ Cw; (2.6)

(ω2): There exists a constant Cwx ≥ 0, independent of h, such that,

max
(x,t)∈[a,b]×[0,T ]

|∂x(ω(x, t))| ≤ Cwx. (2.7)

For any Kj(t), we define the following time-dependent linear mapping

χj : [−1, 1] −→ Kj(t), χj(ξ, t) =
∆j(t)

2
(ξ + 1) + xj− 1

2
(t), (2.8)

which yields a characterization of the grid velocity

∂t(χj(ξ, t)) = ω(χj(ξ, t), t), ∀(ξ, t) ∈ [−1, 1]× [tn, tn+1].

For simplicity, we denote Kn
j ≡ Kj(tn) and ∆n

j ≡ ∆j(tn), for any n = 1, · · · , M .

2.2. Notations for function space and norms

For any t ∈ [tn, tn+1], the finite element space is defined by

Vh(t) := {v ∈ L2(Ω) : v(χj(·, t)) ∈ P k([−1, 1]), j = 1, 2, · · · , N},

where P k([−1, 1]) denotes the space of polynomials of degree at most k on [−1, 1]. We denote the inner product
over the interval Kj(t) and the associated norm by

(v, r)Kj(t) =

∫
Kj(t)

vrdx, ‖v‖Kj(t) =
√

(v, v)Kj(t).
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We also use the usual notations of Sobolev space. Let Hs(D) be the Sobolev space on sub-domain D ⊂ Ω,
which is equipped with the norm ‖ · ‖Hs(D) for any integer s ≥ 0. Then we define the broken Sobolev space

H1
h(t) := {v : v(χj(·, t)) ∈ H1([−1, 1]), j = 1, 2, · · · , N},

which contains the finite element space. Moreover, the left and right limits of v at the point xj− 1
2
(t) are denoted

by v−
j− 1

2

and v+
j− 1

2

, respectively, where

v±
j− 1

2

= lim
ε→0+

v(xj− 1
2
(t)± ε, t).

Thus the cell average and the jump at the point xj− 1
2
(t) are defined by

{{v}}j− 1
2

=
1

2

(
v+
j− 1

2

+ v−
j− 1

2

)
, [[v]]j− 1

2
= v+

j− 1
2

− v−
j− 1

2

.

Summing over all the elements, we denote

(v, r) =
N∑
j=1

(v, r)Kj(t), ‖v‖2 =
N∑
j=1

‖v‖2Kj(t), [[v]]2 =
N∑
j=1

[[v]]2j− 1
2
.

Let Γh(t) be the union of all elements interface points and define the L2-norm on Γh(t) by

‖v‖Γh(t) =

 N∑
j=1

(
|v+
j− 1

2

|2 + |v−
j+ 1

2

|2
)1/2

.

2.3. Notations for coordinate transformation

In the following, we will introduce some notations for coordinate transformations, which are often used in
our stability analysis. For simplicity, we only consider the uniform partition of the time interval [0, T ], namely
{tn = nτ}Mn=0 with the time step τ and Mτ = T . With the time-dependent linear mapping (2.8), we have, for
three different time stages tn, tn+ 1

2
= tn + τ

2 , and tn+1,

[−1, 1] 7−→ Kn
j , χj(ξ, tn) =

∆n
j

2
(ξ + 1) + xnj− 1

2
, (2.9)

[−1, 1] 7−→ K
n+ 1

2
j , χj(ξ, tn+ 1

2
) =

∆
n+ 1

2
j

2
(ξ + 1) + x

n+ 1
2

j− 1
2

, (2.10)

[−1, 1] 7−→ Kn+1
j , χj(ξ, tn+1) =

∆n+1
j

2
(ξ + 1) + xn+1

j− 1
2

. (2.11)

Thus ∀φ ∈ Vh(tn), ϕ ∈ Vh(tn+ 1
2
), and ψ ∈ Vh(tn+1), define

φ̂

(
χj(·, tn+1)

)
:= φ

(
χj(·, tn)

)
, φ̄

(
χj(·, tn+ 1

2
)

)
:= φ

(
χj(·, tn)

)
, (2.12)

ϕ̂

(
χj(·, tn+1)

)
:= ϕ

(
χj(·, tn+ 1

2
)

)
, ϕ̃

(
χj(·, tn)

)
:= ϕ

(
χj(·, tn+ 1

2
)

)
, (2.13)

ψ̃

(
χj(·, tn)

)
:= ψ

(
χj(·, tn+1)

)
, ψ̄

(
χj(·, tn+ 1

2
)

)
:= ψ

(
χj(·, tn+1)

)
. (2.14)
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Moreover, from (2.4) and (2.5), we get

∆n
j

∆n+1
j

= 1− s2 > 0,
∆n+1
j

∆n
j

= 1 + s1 > 0, (2.15)

∆n
j

∆
n+ 1

2
j

= 1− s3

2
> 0,

∆
n+ 1

2
j

∆n
j

= 1 +
s1

2
> 0, (2.16)

∆
n+ 1

2
j

∆n+1
j

= 1− s2

2
> 0,

∆n+1
j

∆
n+ 1

2
j

= 1 +
s3

2
> 0, (2.17)

where

s1 = τωx(tn), s2 = τωx(tn+1), s3 = τωx(tn+ 1
2
), (2.18)

and ωx(t) ≡ ∂xω(x, t) is given by (2.4). Note that

∆n
j

∆n+1
j

·
∆n+1
j

∆n
j

= 1,
∆n
j

∆
n+ 1

2
j

·
∆
n+ 1

2
j

∆n
j

= 1,
∆
n+ 1

2
j

∆n+1
j

·
∆n+1
j

∆
n+ 1

2
j

= 1,

we have

s1 = s2 + s1s2, s1 = s3 +
s1s3

2
, s3 = s2 +

s2s3

2
. (2.19)

In the end, we present some properties. For any function vnh ∈ Vh(tn), the scaling arguments and the assumption
(2.7) of ωx indicate that,

‖vnh‖2Kn
j

=
∆n
j

∆n+1
j

‖v̂nh‖
2
Kn+1

j

= (1− s2)‖v̂nh‖
2
Kn+1

j

≤ (1 + Cwxτ)‖v̂nh‖
2
Kn+1

j

, (2.20)

‖v̂nh‖
2
Kn+1

j

=
∆n+1
j

∆n
j

‖vnh‖2Kn
j

= (1 + s1)‖vnh‖2Kn
j
≤ (1 + Cwxτ)‖vnh‖2Kn

j
. (2.21)

Similarly, we also have

‖vnh‖
2

K
n+1

2
j

≤ (1 +
Cwx

2
τ)‖v̂nh‖

2
Kn+1

j

, ‖v̂nh‖
2
Kn+1

j

≤ (1 +
Cwx

2
τ)‖vnh‖

2

K
n+1

2
j

. (2.22)

Remark 1. The introduction of coordinate transformations (2.9)-(2.11) is to make the presentations simplified

and clear. With the help of them, the relation between φ, φ̂ and φ̄ in (2.12), the representations of the same
function at different time stages, is easy to be understood. Moreover, it is straightforward to obtain properties
(2.20)-(2.22), which are frequently used in our analysis.

2.4. Projections and inverse properties

In this section, we will present two types of projections. The L2 projection Ph and Gauss-Radau projections
P±h into Vh(t), which are often used to derive the quasi-optimal and optimal L2 error bounds of the DG method.
For a function u ∈ L2(Ω), the L2 projection is defined by

(Phu, v)Kj(t) = (u, v)Kj(t), ∀v ∈ Vh(t). (2.23)
6



For k ≥ 1 and v(χ(·, t)) ∈ P k−1([−1, 1]), the Gauss-Radau projections are defined by

(P−h u, v)Kj(t) = (u, v)Kj(t), P−h u
(
x−
j+ 1

2

(t)
)

= u
(
x−
j+ 1

2

(t)
)
,

(P+
h u, v)Kj(t) = (u, v)Kj(t), P+

h u
(
x+
j− 1

2

(t)
)

= u
(
x+
j− 1

2

(t)
)
.

(2.24)

Let Qhu be either Phu or P±h u. Suppose u ∈ Hk+1(Ω), then by a standard scaling argument, it is easy to show
(c.f. [1]) for both projections that

‖η‖+ h1/2‖η‖Γh(t) + h‖∂xη‖ ≤ Chk+1, (2.25)

where η = Qhu − u and the positive constant C depends on u and its derivatives, but it is independent of h.
Finally, we present the well-known inverse properties of the finite element space Vh(t). For any v ∈ Vh(t), there
exists positive constants µ1 and µ2, independent of v and h, such that

h‖vx‖ ≤ µ1‖v‖, h
1
2 ‖v‖Γh(t) ≤ µ2‖v‖. (2.26)

In the following, we denote µ = max{µ1, µ
2
2}. For more details of the inverse property, we refer the reader to [1].

3. Semi-discrete ALE-DG method

3.1. ALE-DG scheme

To derive the semi-discrete ALE-DG method, we first list the following lemma, which has been proven in [13].

Lemma 3.1. Let u be a sufficiently smooth function in any cell Kj(t). Then for all v ∈ Vh(t), there holds the
transport equation

d

dt
(u, v)Kj(t) = (∂tu, v)Kj(t) + (∂x(ωu), v)Kj(t), ∀j = 1, · · · , N. (3.1)

Next, multiply the Eq. (1.1) by a test function v ∈ Vh(t) and apply the integration by parts as well as the
transport equation (3.1), we obtain the semi-discrete ALE-DG method for arbitrary Kj(t), t ∈ [tn, tn+1]: find
uh ∈ Vh(t) such that for all test functions v ∈ Vh(t), we have

d

dt
(uh, v)Kj(t) = (g(ω, uh), vx)Kj(t) − ĝ(ω, uh)j+ 1

2
v−
j+ 1

2

+ ĝ(ω, uh)j− 1
2
v+
j− 1

2

, (3.2)

where g(ω, uh) = (β − ω)uh and the numerical flux ĝ(ω, uh)j− 1
2

can be chosen as the Lax-Friedrichs flux, for

j = 1, · · · , N ,

ĝ(ω, uh)j− 1
2

= (β − ωj− 1
2
){{uh}}j− 1

2
− α

2
[[uh]]j− 1

2
, α = max

Ω×[tn,tn+1]
|β − ω|. (3.3)

For simplicity, we define the ALE-DG spatial operator A as

A(v, r)(t) =
N∑
j=1

A(v, r)Kj(t), ∀v, r ∈ H1
h(t), (3.4)

where

A(v, r)Kj(t) = −
(

(β − ω)v, rx

)
Kj(t)

+ ĝ(ω, v)j+ 1
2
r−
j+ 1

2

− ĝ(ω, v)j− 1
2
r+
j− 1

2

, (3.5)
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and ĝ(ω, v)j− 1
2

is the Lax-Friedrichs flux defined by (3.3). Then by the above notations, the semi-discrete

ALE-DG scheme (3.2) can be rewritten as

d

dt
(uh, v)Kj(t) = −A(uh, v)Kj(t), ∀v ∈ Vh(t).

3.2. The properties of the ALE-DG scheme

In this subsection, we shall present some properties of the operator A defined by (3.4), which implies the
properties of the ALE-DG spatial discretization.

Lemma 3.2 (Boundedness of the operator A). Suppose A is defined by (3.4), then for any v, r ∈ Vh(t) and
t ∈ [tn, tn+1], we have

|A(v, r)(t)| ≤ 3αµh−1‖v‖‖r‖, (3.6)

|A(v, r)(t)| ≤
(
α‖vx‖+ Cwx‖v‖+

√
2αµh−

1
2 [[v]]

)
‖r‖. (3.7)

Moreover, for the piecewise linear case, i.e., k = 1 in the finite element space Vh(t), there holds

|A(v, r − P 0
hr)(t)| ≤

(
(µ+ 1)Cwx‖v‖+

√
2αµh−

1
2 [[v]]

)
‖r − P 0

hr‖, (3.8)

where P 0
hr denotes the L2 projection of r onto the piecewise constant finite element space.

Proof. By the periodic boundary condition, we first obtain

A(v, r)(t) = −
(

(β − ω)v, rx

)
−

N∑
j=1

ĝ(ω, v)j+ 1
2
[[r]]j+ 1

2
. (3.9)

The definition (3.3) yields,

|ĝ(ω, v)j+ 1
2
| ≤ α(|v+

j+ 1
2

|+ |v−
j+ 1

2

|).

Then sum over all j to get

N∑
j=1

ĝ(ω, v)2
j+ 1

2
≤ 2

N∑
j=1

α2
(
|v+
j+ 1

2

|2 + |v−
j+ 1

2

|2
)

= 2α2‖v‖2Γh(t). (3.10)

In addition, we have the following estimates

N∑
j=1

[[r]]2j+ 1
2
≤ 2

N∑
j=1

(
|r+
j+ 1

2

|2 + |r−
j+ 1

2

|2
)

= 2‖r‖2Γh(t), (3.11)

N∑
j=1

{{r}}2j+ 1
2
≤ 1

2

N∑
j=1

(
|r+
j+ 1

2

|2 + |r−
j+ 1

2

|2
)

=
1

2
‖r‖2Γh(t). (3.12)

Thus we can obtain the first inequality (3.6),

|A(v, r)(t)| ≤ α‖v‖‖rx‖+

( N∑
j=1

ĝ(ω, v)2
j+ 1

2

) 1
2
( N∑
j=1

[[r]]2j+ 1
2

) 1
2
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≤ αµ1h
−1‖v‖‖r‖+ 2α‖v‖Γh(t)‖r‖Γh(t)

≤ 3αµh−1‖v‖‖r‖.

Here we use the Cauchy-Schwarz inequality as well as the inverse property (2.26). To obtain the second inequality
(3.7), we integrate (3.5) by parts and sum over all j,

A(v, r)(t) =

(
(β − ω)vx, r

)
+

(
∂x(β − ω)v, r

)
+

N∑
j=1

(β − ωj+ 1
2
)[[v]]j+ 1

2
{{r}}j+ 1

2
+

N∑
j=1

α

2
[[v]]j+ 1

2
[[r]]j+ 1

2

= −ωx(t)(v, r) + B(v, r)(t),

(3.13)

where

B(v, r)(t) =

(
(β − ω)vx, r

)
+

N∑
j=1

(β − ωj+ 1
2
)[[v]]j+ 1

2
{{r}}j+ 1

2
+

N∑
j=1

α

2
[[v]]j+ 1

2
[[r]]j+ 1

2
.

Here we use the fact that the quantity ωx(t) defined by (2.4) only depends on t. By (3.12) and the similar
arguments to estimate (3.6), we get

|B(v, r)(t)| ≤ α‖vx‖‖r‖+
√

2α[[v]]‖r‖Γh(t)

≤
(
α‖vx‖+

√
2αµh−

1
2 [[v]]

)
‖r‖, (3.14)

which yields the desired result (3.7),

|A(v, r)(t)| ≤
(
α‖vx‖+ Cwx‖v‖+

√
2αµh−

1
2 [[v]]

)
‖r‖.

Here we use the property (2.7) of ∂xω(x, t). Finally, we analyze the inequality (3.8). By the property of the
piecewise constant L2 projection,

(r − P 0
hr, vx)Kj(t) = 0, ∀v(χj(·, t)) ∈ P 1([−1, 1]),

we have (
(β − ω)vx, r − P 0

hr

)
Kj(t)

=

(
(ωj− 1

2
− ω)vx, r − P 0

hr

)
Kj(t)

,

which yields (
(β − ω)vx, r − P 0

hr

)
≤ Cwxh‖vx‖‖r − P 0

hr‖

≤ µCwx‖v‖‖r − P 0
hr‖.

Henceforth, replacing r with r − P 0
hr in (3.13) and by similar arguments, we obtain

|A(v, r − P 0
hr)(t)| ≤

(
(µ+ 1)Cwx‖v‖+

√
2αµh−

1
2 [[v]]

)
‖r − P 0

hr‖.

�
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Lemma 3.3. Suppose A is defined by (3.4) and Phv is the L2 projection defined by (2.23). Denote η = Phv−v,
then for any v ∈ H1

h(t), r ∈ Vh(t) and t ∈ [tn, tn+1], we have

|A(η, r)(t)| ≤ µCwx‖η‖‖r‖+
√

2α‖η‖Γh(t)[[r]], (3.15)

|A(η, r)(t)| ≤ µCwx‖η‖‖r‖+ 2αµh−
1
2 ‖η‖Γh(t)‖r‖. (3.16)

Proof. From (3.9) and the definition of the L2 projection (2.23), we have

A(η, r)(t) = −
(

(β − ω)η, rx

)
−

N∑
j=1

ĝ(ω, η)j+ 1
2
[[r]]j+ 1

2

=

(
(ω − ωj− 1

2
)η, rx

)
−

N∑
j=1

ĝ(ω, η)j+ 1
2
[[r]]j+ 1

2
,

which implies that

|A(η, r)(t)| ≤ Cwxh‖η‖‖rx‖+

( N∑
j=1

ĝ(ω, η)2
j+ 1

2

) 1
2

[[r]]

≤ µCwx‖η‖‖r‖+
√

2α‖η‖Γh(t)[[r]].

Here we use the Cauchy-Schwarz inequality, the inverse inequality (2.26) as well as the estimate (3.10). It is
easy to obtain (3.16) from (3.15) by using the estimate (3.11) and the inverse property (2.26). �

Lemma 3.4. For any v, r ∈ H1
h(t) and t ∈ [tn, tn+1], we have

A(v, r)(t) +A(r, v)(t) =

N∑
j=1

α[[v]]j+ 1
2
[[r]]j+ 1

2
−

N∑
j=1

ωx(t)(v, r)Kj(t), (3.17)

A(v, v)(t) =

N∑
j=1

α

2
[[v]]2j+ 1

2
−

N∑
j=1

ωx(t)

2
‖v‖2Kj(t). (3.18)

Proof. With the representation of A(v, r)(t) in (3.9) and integration by parts, we can easily obtain

A(v, r)(t) +A(r, v)(t) =−
(

(β − ω)v, rx

)
−

N∑
j=1

ĝ(ω, v)j+ 1
2
[[r]]j+ 1

2

−
(

(β − ω)r, vx

)
−

N∑
j=1

ĝ(ω, r)j+ 1
2
[[v]]j+ 1

2

=−
N∑
j=1

ωx(t)(v, r)Kj(t) +
N∑
j=1

α[[v]]j+ 1
2
[[r]]j+ 1

2

−
N∑
j=1

(β − ωj+ 1
2
)v−
j+ 1

2

r−
j+ 1

2

+
N∑
j=1

(β − ωj− 1
2
)v+
j− 1

2

r+
j− 1

2

−
N∑
j=1

(β − ωj+ 1
2
)({{v}}j+ 1

2
[[r]]j+ 1

2
+ {{r}}j+ 1

2
[[v]]j+ 1

2
)

10



=−
N∑
j=1

ωx(t)(v, r)Kj(t) +
N∑
j=1

α[[v]]j+ 1
2
[[r]]j+ 1

2
.

Here in the last step we use the periodic boundary condition and [[r]]{{v}} + [[v]]{{r}} = [[rv]]. It is clear that
(3.17) implies (3.18) if r = v. �

It is worth pointing out that the properties of A in Lemmas 3.2-3.4 are similar to those in Zhang and Shu [25]
developed for the static grids, which play very important roles in obtaining stability.

4. Stability analysis for linear conservation laws

In this section, we would like to analyze the stability of three fully discrete schemes, that is, the ALE-DG
method coupled with Euler-forward, TVD-RK2 and TVD-RK3 time-marching schemes. In what follows, we
denote the approximation of uh(tn) by unh.

4.1. First order scheme

The ALE-DG with the Euler-forward scheme is given in the following form: find un+1
h ∈ Vh(tn+1), such that

for any vnh ≡ vh(·, tn) ∈ Vh(tn) and 1 ≤ j ≤ N , there holds

(un+1
h , v̂nh)Kn+1

j
= (unh, v

n
h)Kn

j
− τA(unh, v

n
h)Kn

j
. (4.1)

Here v̂nh is defined by (2.12).

Theorem 2. Let un+1
h be the numerical solution of the fully discrete scheme (4.1), then we have for any n,

that

‖un+1
h ‖2 ≤ (1 + Cτ)‖unh‖2,

under the CFL condition

α2µ2τh−2 ≤ 1

9
. (4.2)

In particular, for the piecewise constant finite element space, Vh(t) = {v(χj(·, t)) ∈ P 0([−1, 1])}, we have the
strong stability

‖un+1
h ‖ ≤ ‖unh‖,

with the usual CFL condition

αµ2τh−1 ≤ 1

4
. (4.3)

Here α is defined by (3.3), µ is the inverse constant (2.26), and C is a positive constant depending solely on
Cwx.

Proof. To analyze the stability of the scheme (4.1), we need first to obtain the energy identity. Take vnh = unh
in the scheme (4.1) to yield

(un+1
h , ûnh)Kn+1

j
= ‖unh‖2Kn

j
− τA(unh, u

n
h)Kn

j
. (4.4)

11



By the scaling argument with (2.15), we have

‖ûnh‖
2
Kn+1

j

=
∆n+1
j

∆n
j

‖unh‖2Kn
j

= (1 + s1)‖unh‖2Kn
j
. (4.5)

Noting that

(un+1
h , ûnh)Kn+1

j
=

1

2
‖un+1

h ‖2
Kn+1

j

+
1

2
‖ûnh‖

2
Kn+1

j

− 1

2
‖un+1

h − ûnh‖
2
Kn+1

j

,

we get the energy identity by summing up (4.4) over j,

1

2
‖un+1

h ‖2 − 1

2
‖unh‖2 =

1

2
‖un+1

h − ûnh‖
2 −

N∑
j=1

s1

2
‖unh‖2Kn

j
− τA(unh, u

n
h)(tn)

=
1

2
‖un+1

h − ûnh‖
2 − τ

2
α[[unh]]2. (4.6)

Here in the last step we use the property (3.18) of A as well as the definition (2.18) of s1. Next, we only need
to analyze the first term of the right hand side in (4.6). Apply the scaling arguments and (2.15) again to get

(unh, v
n
h)Kn

j
=

∆n
j

∆n+1
j

(ûnh, v̂
n
h)Kn+1

j
= (1− s2)(ûnh, v̂

n
h)Kn+1

j
, (4.7)

and

A(unh, v
n
h)Kn

j
= A(ûnh, v̂

n
h)Kn+1

j
. (4.8)

It implies the equivalent form of (4.1),

(un+1
h − ûnh, v̂nh)Kn+1

j
= −s2(ûnh, v̂

n
h)Kn+1

j
− τA(ûnh, v̂

n
h)Kn+1

j
. (4.9)

Pk case. Take the test function v̂nh = un+1
h − ûnh in (4.9) and sum all over j to obtain

‖un+1
h − ûnh‖

2 = −
N∑
j=1

s2(ûnh, u
n+1
h − ûnh)Kn+1

j
− τA(ûnh, u

n+1
h − ûnh)(tn+1). (4.10)

Using the Cauchy-Schwarz inequality and the boundedness (3.6) of the operator A, we have

‖un+1
h − ûnh‖

2 ≤ (Cwxτ + 3αµτh−1)‖ûnh‖‖u
n+1
h − ûnh‖.

Here we use the fact that |s2| ≤ Cwxτ . Then divide both sides of the above inequality by ‖un+1
h − ûnh‖ to get,

‖un+1
h − ûnh‖ ≤ (Cwxτ + 3αµτh−1)‖ûnh‖, (4.11)

which yields that

1

2
‖un+1

h − ûnh‖
2 ≤ (C2

wxτ
2 + 9α2µ2τ2h−2)‖ûnh‖

2.

12



Under the CFL condition (4.2), we obtain the following inequality,

1

2
‖un+1

h − ûnh‖
2 ≤ (C2

wxτ
2 + τ)‖ûnh‖

2

≤ Cτ‖unh‖2.

Here the last step uses (2.21) and τ ≤ 1. Consequently, the energy identity (4.6) implies that

1

2
‖un+1

h ‖2 − 1

2
‖unh‖2 ≤ Cτ‖unh‖2.

P0 case. Apply the equivalent form (3.13) of the operator A to rewrite (4.9),

(un+1
h − ûnh, v̂nh)Kn+1

j
= −τB(ûnh, v̂

n
h)Kn+1

j
,

due to the fact that s2 = τωx(tn+1). Since the finite element space is piecewise constant, we have ∂xv
n
h = 0,

which is not available for k ≥ 1. Take the test function v̂nh = un+1
h − ûnh in the above equality and use the

boundedness (3.14) of the operator B to yield,

‖un+1
h − ûnh‖ ≤

√
2αµτh−

1
2 [[unh]], (4.12)

which leads to

1

2
‖un+1

h − ûnh‖
2 ≤ α2µ2τh−1[[unh]]2. (4.13)

If

α2µ2τ2h−1 − τ

4
α ≤ 0, that is, αµ2τh−1 ≤ 1

4
,

we finish the proof by combining (4.6) and (4.13) together,

1

2
‖un+1

h ‖2 − 1

2
‖unh‖2 ≤ 0.

�

In the following, we provide a remark to summarize the main difference between the case P 0 and P k, k ≥ 1
in the stability analysis of the first order scheme.

Remark 3. For the piecewise constant finite element space, Vh(t) = {v(χj(·, t)) ∈ P 0([−1, 1])}, we have the
property ∂xvh = 0 with vh ∈ Vh(t), which can not be extended to the finite element space with polynomial degree
k ≥ 1. Thus, the bound (4.12) is no longer available for the case P k, k ≥ 1. Instead, we use the inverse
inequality to control ∂xvh and get the bound (4.11). In the end, two different CFL conditions are obtained for
the stability of the first order scheme.

4.2. Second order scheme

The ALE-DG with TVD-RK2 scheme is given in the following form: find un+1
h ∈ Vh(tn+1), such that for any

vnh ≡ vh(·, tn) ∈ Vh(tn) and 1 ≤ j ≤ N , there hold

(u1
h, v̂

n
h)Kn+1

j
= (unh, v

n
h)Kn

j
− τA(unh, v

n
h)Kn

j
,

(un+1
h , v̂nh)Kn+1

j
=

1

2
(unh, v

n
h)Kn

j
+

1

2
(u1
h, v̂

n
h)Kn+1

j
− τ

2
A(u1

h, v̂
n
h)Kn+1

j
.

(4.14)
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Here v̂nh is defined by (2.12).

Theorem 4. Let un+1
h be the numerical solution of the fully discrete scheme (4.14), then for any n, there holds

‖un+1
h ‖2 ≤ (1 + Cτ)‖unh‖2,

under the CFL condition

τh−4/3 ≤ 3

√
4

81(αµ)4
.

In particular, for the piecewise linear finite element space, Vh(t) = {v(χj(·, t)) ∈ P 1([−1, 1])}, we just need the
usual CFL condition,

αµτh−1 ≤ min{ 1

32µ
,

1
3
√

16µ
}. (4.15)

Here α is defined by (3.3), µ is the inverse constant (2.26), and C is a positive constant depending solely on
Cwx and µ.

Proof. Rewrite the scheme (4.14) such that all of the terms are in the same cell Kn+1
j ,

(u1
h, v̂

n
h)Kn+1

j
=(1− s2)(ûnh, v̂

n
h)Kn+1

j
− τA(ûnh, v̂

n
h)Kn+1

j
,

(un+1
h , v̂nh)Kn+1

j
=

1− s2

2
(ûnh, v̂

n
h)Kn+1

j
+

1

2
(u1
h, v̂

n
h)Kn+1

j
− τ

2
A(u1

h, v̂
n
h)Kn+1

j
.

(4.16)

Here we use (4.7) and (4.8). By taking v̂nh = 1
2 û

n
h, u1

h in the above equalities, respectively, and adding them
together, we have

1

2
‖un+1

h ‖2
Kn+1

j

− 1− s2

2
‖ûnh‖

2
Kn+1

j

=
1

2
‖un+1

h − u1
h‖2Kn+1

j

+
s2

4
‖u1

h − ûnh‖
2
Kn+1

j

− s2

4
‖ûnh‖

2
Kn+1

j

− s2

4
‖u1

h‖2Kn+1
j

− τ

2
A(ûnh, û

n
h)Kn+1

j
− τ

2
A(u1

h, u
1
h)Kn+1

j
. (4.17)

Noticing that

‖unh‖2Kn
j

= (1− s2)‖ûnh‖
2
Kn+1

j

, s2 = τωx(tn+1), (4.18)

we obtain the energy identity by summing (4.17) over all j and using the property (3.18) of A,

1

2
‖un+1

h ‖2 − 1

2
‖unh‖2 =

1

2
‖un+1

h − u1
h‖2 +

N∑
j=1

s2

4
‖u1

h − ûnh‖
2
Kn+1

j

− τ

4
α[[unh]]2 − τ

4
α[[u1

h]]2. (4.19)

In order to obtain the stability, we just need to analyze the first two terms of the right hand side in the above
equality. From (4.16), it is straightforward to get

(u1
h − ûnh, v̂nh)Kn+1

j
=− τA(ûnh, v̂

n
h)Kn+1

j
− s2(ûnh, v̂

n
h)Kn+1

j
, (4.20)

(un+1
h − u1

h, v̂
n
h)Kn+1

j
=− τ

2
A(u1

h − ûnh, v̂nh)Kn+1
j

. (4.21)
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Pk case. Take the test function v̂nh = un+1
h − u1

h in (4.21) and sum up all over j to yield,

‖un+1
h − u1

h‖2 = −τ
2
A(u1

h − ûnh, u
n+1
h − u1

h)(tn+1). (4.22)

Using the boundedness (3.6) of A, we have

‖un+1
h − u1

h‖ ≤
3

2
αµτh−1‖u1

h − ûnh‖. (4.23)

Then by the similar arguments, taking the test function v̂nh = u1
h− ûnh in (4.20) and using the boundedness (3.6)

lead to

‖u1
h − ûnh‖ ≤ (Cwxτ + 3αµτh−1)‖ûnh‖. (4.24)

Denote λ = αµτh−1. Combine (4.23) and (4.24) to get that

1

2
‖un+1

h − u1
h‖2 ≤

9

4
λ2(C2

wxτ
2 + 9λ2)‖ûnh‖

2.

If

81

4
λ4 ≤ τ, that is, τh−

4
3 ≤ 3

√
4

81(αµ)4
, (4.25)

then we have

1

2
‖un+1

h − u1
h‖2 ≤ (

C2
wx

2
τ

5
2 + τ)‖ûnh‖

2 ≤ Cτ‖unh‖2, (4.26)

where we use the property (2.21) and τ ≤ 1. Under the CFL condition (4.25), the estimate (4.24) turns out to
be

‖u1
h − ûnh‖

2 ≤ 2(C2
wxτ

2 + 2
√
τ)‖ûnh‖

2,

which indicates that

N∑
j=1

s2

4
‖u1

h − ûnh‖
2
Kn+1

j

≤ Cwx
2
τ(C2

wxτ
2 + 2

√
τ)‖ûnh‖

2

≤ Cτ‖unh‖2. (4.27)

Thus we combine (4.19), (4.26) and (4.27) to obtain

1

2
‖un+1

h ‖2 − 1

2
‖unh‖2 ≤ Cτ‖unh‖2.

P1 case. Denote z = u1
h − ûnh. Using the boundedness (3.7) of A in (4.22), we get

‖un+1
h − u1

h‖ ≤
τ

2
α‖zx‖+

Cwx
2
τ‖z‖+

√
2

2
αµτh−

1
2 [[z]]. (4.28)
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Now we will analyze ‖zx‖. Let y = z − P 0
hz, where P 0

hz denotes the L2 projection of z onto the piecewise
constant finite element space. It follows from the property of the L2 projection and the identity (4.20) as well
as the boundedness (3.8) of A,

‖y‖2 =
N∑
j=1

(z − P 0
hz, y)Kn+1

j
=

N∑
j=1

(z, y)Kn+1
j

= −τA(ûnh, y)(tn+1)−
N∑
j=1

s2(ûnh, y)Kn+1
j

≤
(

(µ+ 2)Cwxτ‖ûnh‖+
√

2αµτh−
1
2 [[unh]]

)
‖y‖.

Here we also use the Cauchy-Schwarz inequality and |s2| ≤ Cwxτ for the last step. Divide both sides of the
above inequality by ‖y‖ to yield,

‖y‖ ≤ (µ+ 2)Cwxτ‖ûnh‖+
√

2αµτh−
1
2 [[unh]].

Noting that ∂x(P 0
hz) = 0 and the inverse property (2.26), we get

‖zx‖ = ‖yx‖ ≤ µh−1‖y‖,

which implies that

‖zx‖ ≤ (µ+ 2)Cwxµτh
−1‖ûnh‖+

√
2αµ2τh−

3
2 [[unh]].

In addition, it is clear to observe that

[[z]] ≤
√

2([[unh]] + [[u1
h]]).

Thus the estimates (4.24) and (4.28) give that,

‖un+1
h − u1

h‖ ≤
α

2
τ
(

(µ+ 2)Cwxµτh
−1‖ûnh‖+

√
2αµ2τh−

3
2 [[unh]]

)
+
Cwx

2
τ
(

(Cwxτ + 3αµτh−1)‖ûnh‖
)

+

√
2

2
αµτh−

1
2 [[z]]

≤ C1τ‖ûnh‖+ C2[[unh]] + C3[[u1
h]], (4.29)

where

C1 =
(µ+ 5)λ+ Cwxτ

2
Cwx, C2 = αµτh−

1
2 +

√
2

2
α2µ2τ2h−

3
2 , C3 = αµτh−

1
2 ,

and λ = αµτh−1. Squaring the above inequality, we have

1

2
‖un+1

h − u1
h‖2 ≤ C2

2 [[unh]]2 + 2C2
3 [[u1

h]]2 + 2C2
1τ

2‖ûnh‖
2.

If we let

C2
2 ≤

α

8
τ, 2C2

3 ≤
α

8
τ,
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or furthermore,

2α2µ2τ2h−1 ≤ α

16
τ, α4µ4τ4h−3 ≤ α

16
τ, that is, λ ≤ min{ 1

32µ
,

1
3
√

16µ
}, (4.30)

then

1

2
‖un+1

h − u1
h‖2 ≤

α

8
τ [[unh]]2 +

α

8
τ [[u1

h]]2 + Cτ‖unh‖2. (4.31)

Here we use the property (2.21) and τ ≤ 1. Owing to the choice of the CFL condition (4.30) and the estimate
(4.24), we obtain

N∑
j=1

s2

4
‖u1

h − ûnh‖
2
Kn+1

j

≤ Cwx
4
τ(Cwxτ + 3λ)2‖ûnh‖

2

≤ Cτ‖unh‖2. (4.32)

Finally, we finish the proof by combining (4.19), (4.31) and (4.32),

1

2
‖un+1

h ‖2 − 1

2
‖unh‖2 ≤ Cτ‖unh‖2.

�

Similar to the first order scheme, we provide a remark to summarize the main difference between the case
P 1 and P k, k ≥ 2 in the stability analysis for the second order scheme.

Remark 5. For the piecewise linear finite element space, Vh(t) = {v(χj(·, t)) ∈ P 1([−1, 1])}, we have the
orthogonal property

(r − P 0
hr, vx)Kj(t) = 0, ∀v(χj(·, t)) ∈ P 1([−1, 1]),

where P 0
hr is the L2 projection of r onto the piecewise constant finite element space. With the help of this

property, we can obtain a sharp estimate for ‖un+1
h −u1

h‖, namely, the bound (4.29). Under the usual CFL con-
dition, we derive the stability for piecewise linear polynomials. However, for higher order piecewise polynomials
(k ≥ 2), the above treatment breaks down since the orthogonal property is invalid. Thus we use the boundedness
(3.6) of A directly and obtain the stability for the case P k, k ≥ 2 under a stronger time step restriction.

4.3. Third order scheme

The ALE-DG with TVD-RK3 scheme is given in the following form: find un+1
h ∈ Vh(tn+1), such that for any

vnh ≡ vh(·, tn) ∈ Vh(tn) and 1 ≤ j ≤ N , there hold

(u1
h, v̂

n
h)Kn+1

j
= (unh, v

n
h)Kn

j
− τA(unh, v

n
h)Kn

j
,

(u2
h, v

n
h)
K

n+1
2

j

=
3

4
(unh, v

n
h)Kn

j
+

1

4
(u1
h, v̂

n
h)Kn+1

j
− 1

4
τA(u1

h, v̂
n
h)Kn+1

j
,

(un+1
h , v̂nh)Kn+1

j
=

1

3
(unh, v

n
h)Kn

j
+

2

3
(u2
h, v

n
h)
K

n+1
2

j

− 2

3
τA(u2

h, v
n
h)
K

n+1
2

j

,

(4.33)

where v̂nh , vnh are defined by (2.12). In this subsection, we are going to obtain the L2-norm stability for the fully
discrete scheme (4.33). Similar to the second order case, we first rewrite the scheme (4.33) such that all of the
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terms are in the same cell Kn+1
j ,

(u1
h, v̂

n
h)Kn+1

j
= (ûnh, v̂

n
h)Kn+1

j
− τA(ûnh, v̂

n
h)Kn+1

j
− s2(ûnh, v̂

n
h)Kn+1

j
,

(û2
h, v̂

n
h)Kn+1

j
=

3

4
(ûnh, v̂

n
h)Kn+1

j
+

1

4
(u1
h, v̂

n
h)Kn+1

j
− τ

4
A(u1

h, v̂
n
h)Kn+1

j
+
s2

2
(û2
h −

3

2
ûnh, v̂

n
h)Kn+1

j
,

(un+1
h , v̂nh)Kn+1

j
=

1

3
(ûnh, v̂

n
h)Kn+1

j
+

2

3
(û2
h, v̂

n
h)Kn+1

j
− 2τ

3
A(û2

h, v̂
n
h)Kn+1

j
− s2

3
(ûnh + û2

h, v̂
n
h)Kn+1

j
.

(4.34)

Here we use the scaling arguments and (2.15)-(2.17). Next, for the convenience of the analysis, we define

E1 = u1
h − ûnh, E2 = 2û2

h − u
1
h − ûnh, E3 = un+1

h − 2û2
h + ûnh. (4.35)

Then we can achieve the following identities by a direct calculation,

(E1, v̂nh)Kn+1
j

=− s2(ûnh, v̂
n
h)Kn+1

j
− τA(ûnh, v̂

n
h)Kn+1

j
,

(E2, v̂nh)Kn+1
j

=− s2(ûnh − û2
h, v̂

n
h)Kn+1

j
− τ

2
A(E1, v̂nh)Kn+1

j
,

(E3, v̂nh)Kn+1
j

=− s2(û2
h − ûnh, v̂nh)Kn+1

j
− τ

3
A(E2, v̂nh)Kn+1

j
.

(4.36)

For the last identity, we rewrite E3 = (un+1
h − 1

3 û
n
h −

2
3 û

2
h)− 4

3 (û2
h − ûnh), and

(û2
h − ûnh, v̂nh)Kn+1

j
= −s2(ûnh, v̂

n
h)Kn+1

j
+
s2

2
(û2
h, v̂

n
h)Kn+1

j
− τ

4
A(u1

h + ûnh, v̂
n
h)Kn+1

j
. (4.37)

In the following, we will present the stability for the fully discrete scheme (4.33).

Theorem 6. Let un+1
h be the numerical solution of the fully discrete scheme (4.33), then we have for any n,

that

‖un+1
h ‖2 ≤ (1 + Cτ)‖unh‖2,

under the CFL condition

αµτh−1 ≤ 1

3
, (4.38)

where α is defined by the Lax-Friedrichs numerical flux (3.3), µ is the inverse constant (2.26), and C is a
positive constant depending solely on Cwx.

Proof. Similar to the second order scheme (4.14), we need first obtain the energy identity. Taking the test

functions v̂nh = ûnh, 4u1
h, and 6û2

h in the identities (4.34), respectively, and adding them together, we have∫
Kn+1

j

Fdx = −s2‖ûnh‖
2
Kn+1

j

− 2s2‖û2
h‖

2
Kn+1

j

+ s2R1 − τR2,

where

F = −2u1
hû

n
h − (ûnh)2 + 4û2

hu
1
h − (u1

h)2 + 6un+1
h û2

h − 2û2
hû

n
h − 4(û2

h)2,

R1 = 2(û2
h, u

1
h − ûnh)Kn+1

j
− 3(ûnh, u

1
h)Kn+1

j
,

R2 = A(ûnh, û
n
h)Kn+1

j
+A(u1

h, u
1
h)Kn+1

j
+ 4A(û2

h, û
2
h)Kn+1

j
.
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Noting that

F = 3[(un+1
h )2 − (ûnh)2]− E2

2 − 3(un+1
h − ûnh)E3,

we get the following identity by summing over all j,

3‖un+1
h ‖2 − 3‖ûnh‖

2 = ‖E2‖2 + 3(un+1
h − ûnh,E3) +

N∑
j=1

s2R1

−
N∑
j=1

s2‖ûnh‖
2
Kn+1

j

− 2
N∑
j=1

s2‖û2
h‖

2
Kn+1

j

− τ
N∑
j=1

R2. (4.39)

Denote each line of the right hand side in the above equality by Θ1, Θ2, respectively. The definitions (4.35),
the identities (4.36) and the properties (3.17)-(3.18) of A yield,

Θ1 =‖E2‖2 + 3(E3,E1 + E2 + E3) +

N∑
j=1

s2R1

=− ‖E2‖2 + 2(E2,E2) + 3(E3,E1) + 3(E3,E2) + 3‖E3‖2 +

N∑
j=1

s2R1

=− ‖E2‖2 + 3‖E3‖2 − τA(E1,E2)− τA(E2,E1)− τA(E2,E2)

+
N∑
j=1

s2(ûnh − û2
h,E2 + 3E1)Kn+1

j
+

N∑
j=1

s2R1

=− ‖E2‖2 + 3‖E3‖2 − τα
N∑
j=1

[[E1]]j+ 1
2
[[E2]]j+ 1

2
− α

2
τ [[E2]]2 +

N∑
j=1

s2Θ11,

and

Θ11 = (ûnh − û2
h,E2 + 3E1)Kn+1

j
+ R1 + (E1,E2)Kn+1

j
+

1

2
‖E2‖2Kn+1

j

= −5

2
‖ûnh‖

2
Kn+1

j

− 1

2
‖u1

h‖2Kn+1
j

.

On the other hand, the property (3.18) of A implies that

Θ2 =− α

2
τ [[unh]]2 − α

2
τ [[u1

h]]2 − 2ατ [[u2
h]]2

−
N∑
j=1

s2

2
‖ûnh‖

2
Kn+1

j

+
N∑
j=1

s2

2
‖u1

h‖2Kn+1
j

.

Recalling the relationship (4.18), we add Θ1 and Θ2 to the equality (4.39) and obtain the energy identity

3‖un+1
h ‖2 − 3‖unh‖2 = I1 + I2, (4.40)

where

I1 =− ‖E2‖2 + 3‖E3‖2 − ατ
N∑
j=1

[[E1]]j+ 1
2
[[E2]]j+ 1

2
− α

2
τ [[E2]]2, (4.41)
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I2 =− α

2
τ [[unh]]2 − α

2
τ [[u1

h]]2 − 2ατ [[u2
h]]2. (4.42)

Denote the last two terms on the right hand side of (4.41) by I11 and we have the following estimate by applying
the Young’s inequality,

I11 ≤
α

4
τ [[E1]]2 +

α

2
τ [[E2]]2

≤ α

2
τ [[u1

h]]2 +
α

2
τ [[unh]]2 + ατ‖E2‖2Γh(tn+1)

≤ α

2
τ [[u1

h]]2 +
α

2
τ [[unh]]2 + αµτh−1‖E2‖2, (4.43)

where we use the estimate (3.11) for the second inequality and the last inequality uses the inverse inequality
(2.26). Next, we will analyze 3‖E3‖2 with the identity (4.36). Denote λ = αµτh−1 as before. Take the test

function v̂nh = E3 in the third equality of (4.36), sum over all j and use the boundedness (3.6) of A to derive,

‖E3‖2 ≤
(
Cwxτ‖û2

h − ûnh‖+ λ‖E2‖
)
‖E3‖,

which implies that,

3‖E3‖2 ≤ 6λ2‖E2‖2 + 6C2
wxτ

2‖û2
h − ûnh‖

2. (4.44)

Here we use |s2| = |ωx(tn+1)τ | ≤ Cwxτ . Then from (4.41)-(4.44) and under the CFL condition (4.38), we get,

I1 + I2 ≤6C2
wxτ

2‖û2
h − ûnh‖

2 − (1− 6λ2 − λ)‖E2‖2

≤6C2
wxτ‖û2

h − ûnh‖
2, (4.45)

since τ ≤ 1. In addition, it is clear to obtain the following equality from (4.37),

(1− s2

2
)(û2

h − ûnh, v̂nh)Kn+1
j

= −s2

2
(ûnh, v̂

n
h)Kn+1

j
− τ

4
A(u1

h + ûnh, v̂
n
h)Kn+1

j
,

which yields,

(û2
h − ûnh, v̂nh)Kn+1

j
= −s3

2
(ûnh, v̂

n
h)Kn+1

j
− τ

4
(1 +

s3

2
)A(u1

h + ûnh, v̂
n
h)Kn+1

j

= −s3

2
(ûnh, v̂

n
h)Kn+1

j
− τ

4
(1 +

s3

2
)A(E1, v̂nh)Kn+1

j

− τ

2
(1 +

s3

2
)A(ûnh, v̂

n
h)Kn+1

j
.

Here we use the relationship (2.19) between s2 and s3 for the first step. Taking the test function v̂nh = û2
h − ûnh

in the above equality, summing it over all elements, and applying the boundedness (3.6) of A, we have

‖û2
h − ûnh‖ ≤ (

1

2
+

3Cwx
4

τ)‖ûnh‖+
1

4
(1 +

Cwx
2
τ)‖E1‖. (4.46)

Here for the first step we use |s3| = |ωx(tn+ 1
2
)τ | ≤ Cwxτ and the last step uses the CFL condition (4.38). For

the estimate of ‖E1‖, we take v̂nh = E1 in the first equality of (4.36) and use the similar arguments to derive,

‖E1‖ ≤ (Cwxτ + 3λ)‖ûnh‖ ≤ (Cwxτ + 1)‖ûnh‖. (4.47)
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As a result, we collect the estimates from (4.45) to (4.47) to achieve,

I1 + I2 ≤ C1τ‖ûnh‖
2,

where C1 depends solely on Cwx. Recalling the energy identity (4.40), we will finish the proof,

3‖un+1
h ‖2 − 3‖unh‖2 ≤ C1τ‖ûnh‖

2 ≤ Cτ‖unh‖2,

where we use the property (2.21) and τ ≤ 1. �

5. Error estimates for linear conservation laws

In this section, we will present error estimates for the fully discrete schemes with the help of the stability
analysis in the previous section. We begin with some preliminaries. To make it clear to construct the error
equation, we first show the representation of Eq. (1.1) after a time-dependent coordinate transformation x =
x(ξ, t) defined by (2.8). For simplicity, we denote v̌(ξ, t) = v(x(ξ, t), t) for any function v(x, t). Then by the
chain rule,

ǔξ = uxxξ, ǔt = ut + uxxt,

where xξ =
∆j(t)

2 and xt = ω̌. Thus in the reference coordinates (ξ, t), the Eq. (1.1) of Kj(t), t ∈ [tn, tn+1]
becomes

ǔt +
2

∆j(t)
(β − ω̌)ǔξ = 0, (ξ, t) ∈ [−1, 1]× [tn, tn+1]. (5.1)

On the other hand, by (2.3), (2.8) and (2.5), we have

ω̌ξ =
1

2
(ωj+ 1

2
− ωj− 1

2
) =

∆
′

j(t)

2
. (5.2)

Combine (5.1) and (5.2) to derive,

∂t

(
ǔ∆j(t)

)
+ ∂ξ

(
2(β − ω̌)ǔ

)
= 0,

which is equivalent to the form,

Ǔt + (aǓ)ξ = 0, Ǔ(ξ, t) = ǔ∆j(t), a(ξ, t) =
2(β − ω̌)

∆j(t)
. (5.3)

5.1. First order scheme

In this subsection, we would like to show the error estimates for the ALE-DG spatial discretization coupled
with the Euler-forward time marching scheme. Following the idea of analyzing the error estimates for static
meshes [25], we first present the error equation.

5.1.1. Error equation

Denote un = u(x, tn) for any time level n. To proceed with the error equation, we need the following lemma,
which describes the local truncation error in time.
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Lemma 5.1. Let u be the exact solution of Eq. (1.1). Suppose u is sufficiently smooth with bounded derivatives,
then for any vnh ∈ Vh(tn) and 1 ≤ j ≤ N , there holds,

(un+1, v̂nh)Kn+1
j

= (un, vnh)Kn
j
− τA(un, vnh)Kn

j
+ (εn1 , v

n
h)Kn

j
, (5.4)

where v̂nh is defined by (2.12), εn1 is the local truncation error in time and ‖εn1‖Kn
j

= O(τ2) for any j and n.

Proof. By the Taylor expansion with Lagrange form of the remainder, we obviously have,

Ǔ(ξ, t+ τ) = Ǔ(ξ, t)− τ(aǓ)ξ(ξ, t) +
τ2

2
Ǔtt(ξ, t1), t1 ∈ (t, t+ τ),

where we use the definition of Ǔ in (5.3). Let t = tn and we still use the notation t1 to stand for a fixed value
between tn and tn+1. Multiply the test function v̌nh ∈ P k([−1, 1]) on both sides of the above equation, and
integrate by parts to yield,∫ 1

−1

Ǔn+1v̌nhdξ =

∫ 1

−1

Ǔnv̌nhdξ − τǍ(Ǔn, v̌nh) +
τ2

2

∫ 1

−1

Ǔtt(ξ, t1)v̌nhdξ,

where

Ǎ(Ǔn, v̌nh) = −
∫ 1

−1

anǓn∂ξ(v̌
n
h)dξ + anǓnv̌nh |−ξ=1 − a

nǓnv̌nh |+ξ=−1.

Noting that xξ =
∆j(t)

2 , we can easily get, by the scaling arguments and (5.3),∫ 1

−1

Ǔn+1v̌nhdξ = 2(un+1, v̂nh)Kn+1
j

,

∫ 1

−1

Ǔnv̌nhdξ = 2(un, vnh)Kn
j
. (5.5)

Owing to the smooth exact solution, we have [[u]]j− 1
2

= 0 at each element boundary point, which implies that,

Ǎ(Ǔn, v̌nh) = 2A(un, vnh)Kn
j
. (5.6)

Moreover, from the definition (5.3) of Ǔ and ∆
′

j(t) = ωj+ 1
2
− ωj− 1

2
, we obtain,

Ǔt = ∆j(t)ǔt + ∆
′

j(t)ǔ, Ǔtt = ∆j(t)ǔtt + 2∆
′

j(t)ǔt.

It is inferred that

τ2

2

∫ 1

−1

Ǔtt(ξ, t1)v̌nhdξ =
τ2

2

∫ 1

−1

(
∆j ǔtt + 2∆

′

j ǔt

)
(ξ, t1)v̌nhdξ

=
∆j(t1)

∆n
j

τ2

(
ũtt(χ(·, tn)), vnh

)
Kn

j

+
2∆

′

j

∆n
j

τ2

(
ũt(χ(·, tn)), vnh

)
Kn

j

=2(εn1 , v
n
h)Kn

j
, (5.7)

where ũtt(χ(·, tn)) = utt(x(·, t1)), ũt(χ(·, tn)) = ut(x(·, t1)) for χ(·, tn) ∈ Kn
j , x ∈ Kj(t1), and

εn1 =
∆j(t1)

2∆n
j

τ2ũtt +
∆

′

j

∆n
j

τ2ũt.
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By the quantity (2.4), (2.5) and (2.7), there hold,

∆j(t1)

∆n
j

= 1 + ωx(tn)(t1 − tn) ≤ 1 + Cwx, |
∆

′

j

∆n
j

| = |ωx(tn)| ≤ Cwx,

which implies that

‖εn1‖Kn
j
≤ Cτ2.

Here C is a positive constant independent of h and τ . Finally, we combine (5.5), (5.6) and (5.7) to finish the
proof,

(un+1, v̂nh)Kn+1
j

= (un, vnh)Kn
j
− τA(un, vnh)Kn

j
+ (εn1 , v

n
h)Kn

j
.

�

For the convenience of analysis, we introduce some notations. The error between the exact solution and
the numerical solution of the first order scheme (4.1) is denoted by en = u(x, tn) − unh for any stage n. Let
ζn = Phu

n − unh and ηn = Phu
n − un, where Phu

n is the L2 projection defined by (2.23). Subtracting (5.4) for
the first order scheme (4.1), we obtain the error equation for any vnh ∈ Vh(tn) and 1 ≤ j ≤ N ,

(en+1, v̂nh)Kn+1
j

= (en, vnh)Kn
j
− τA(en, vnh)Kn

j
+ (εn1 , v

n
h)Kn

j
.

Moreover, en = ζn − ηn yields that

(ζn+1, v̂nh)Kn+1
j

= (ζn, vnh)Kn
j
− τA(ζn, vnh)Kn

j
+Hj(η, vnh), (5.8)

where

Hj(η, vnh) = (ηn+1, v̂nh)Kn+1
j
− (ηn, vnh)Kn

j
+ τA(ηn, vnh)Kn

j
+ (εn1 , v

n
h)Kn

j
. (5.9)

In the end, we present the following estimates for the projection error.

Lemma 5.2. Suppose u is sufficiently smooth with bounded derivatives, then there exists a positive constant C
independent of h, τ and n, such that for any vnh ∈ H1

h(tn) and ∀n ≤M ,

‖ηn‖+ h1/2‖ηn‖Γh(tn) + h‖∂xηn‖ ≤ Chk+1, (5.10)

(ηn+1, v̂nh)− (ηn, vnh) ≤ Cτhk+1‖vnh‖. (5.11)

Proof. The estimate (5.10) can be obtained directly from (2.25). By the scaling arguments, the definition
ηn = Phu

n − un and (5.3), we get,

(ηn+1, v̂nh)Kn+1
j
− (ηn, vnh)Kn

j
=

∆n+1
j

2

∫ 1

−1

η̌n+1v̌nhdξ −
∆n
j

2

∫ 1

−1

η̌nv̌nhdξ

=
1

2

∫ 1

−1

[
(PhǓ

n+1 − Ǔn+1)− (PhǓ
n − Ǔn)

]
v̌nhdξ

=
1

2

∫ 1

−1

[
Ph(Ǔn+1 − Ǔn)− (Ǔn+1 − Ǔn)

]
v̌nhdξ
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≤C1

2
τ‖∂k+2

ξ (aǓ)(ξ, tn)‖L2([−1,1])‖v̌nh‖L2([−1,1]).

Here we use the fact that the L2 projection is linear in time on the static mesh as well as the exact solution is
smooth enough. Noting that aǓ = 2(β − ω̌)ǔ from (5.3), we apply the scaling arguments again to derive,

‖∂k+2
ξ (aǓ)(ξ, tn)‖2L2([−1,1]) =

∫ 1

−1

(
∂k+2
ξ (aǓ)(ξ, tn)

)2

dξ

=4

∫
Kn

j

(
∂k+2
x ((β − ω)un)

)2

(xξ)
2k+3dx

=4(
∆n
j

2
)2k+3

∫
Kn

j

(
∂k+2
x ((β − ω)un)

)2

dx,

and

‖v̌nh‖2L2([−1,1]) =

∫ 1

−1

(v̌nh)2dξ =
2

∆n
j

∫
Kn

j

(vnh)2dx.

Finally, the above estimates yield,

(ηn+1, v̂nh)− (ηn, vnh) ≤ Cτhk+1‖vnh‖.

The proof is completed. �

In the following, we use the notation C to stand for a generic positive constant independent of τ , h, n and
unh, but may depends on the exact solution u, the mesh speed function ω and the inverse constant µ in (2.26).
It may have a different value in each occurrence.

5.1.2. Error estimate for the first order scheme

Theorem 7. Let unh be the numerical solution of the fully discrete scheme (4.1) with Euler-forward time-
marching method, and u be the exact solution of Eq.(1.1). Suppose u is sufficiently smooth with bounded
derivatives, then we have the following error estimate,

max
nτ≤T

‖u(x, tn)− unh‖ ≤ C(hk+ 1
2 + τ),

under the CFL condition

α2µ2τh−2 ≤ 1

9
. (5.12)

In particular, for the piecewise constant finite element space, Vh(t) = {v(χj(·, t)) ∈ P 0([−1, 1])}, we just need
the usual CFL condition

αµ2τh−1 ≤ 1

8
. (5.13)

Here α is defined by (3.3), µ is the inverse constant (2.26). The positive constant C is independent of h, τ , n
and uh.
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Proof. Similar to the stability analysis, we take the test function vnh = ζn in the error equation (5.8) to derive
the energy identity for ζn,

1

2
‖ζn+1‖2 − 1

2
‖ζn‖2 =

1

2
‖ζn+1 − ζ̂n‖2 − τ

2
α[[ζn]]2 +

N∑
j=1

Hj(η, ζn). (5.14)

In the following, we will estimate ‖ζn+1 − ζ̂n‖2 and
∑N
j=1Hj(η, ζn) separately. From the estimate (5.11) and

Lemma 5.1, it is easy to conclude that,

(ηn+1, v̂nh)− (ηn, v̂nh) + (εn1 , v̂
n
h) ≤ C(τhk+1 + τ2)‖vnh‖. (5.15)

By the scaling arguments with (2.15), we have,

(ζn, vnh)Kn
j

=
∆n
j

∆n+1
j

(ζ̂n, v̂nh)Kn+1
j

= (1− s2)(ζ̂n, v̂nh)Kn+1
j

.

Then the error equation (5.8) can be rewritten as

(ζn+1 − ζ̂n, v̂nh)Kn+1
j

= −s2(ζ̂n, v̂nh)Kn+1
j
− τA(ζ̂n, v̂nh)Kn

j
+Hj(η, vnh).

Choose v̂nh = ζn+1 − ζ̂n in the above equality and sum over all j to obtain

‖ζn+1 − ζ̂n‖2 =−
N∑
j=1

s2(ζ̂n, ζn+1 − ζ̂n)Kn+1
j
− τA(ζ̂n, ζn+1 − ζ̂n)(tn+1)

+
N∑
j=1

Hj(η, ζ̃n+1 − ζn), (5.16)

where ζ̃n+1 is defined by (2.14). Now we will divide the analysis into two cases as in the stability analysis.
Pk case. The boundedness (3.15) of A firstly gives that

A(ηn, ζn) ≤ µCwx‖ηn‖‖ζn‖+
√

2α‖ηn‖Γh(tn)[[ζ
n]]

≤ Chk+1‖ζn‖+ Cαhk+ 1
2 [[ζn]]

≤ ‖ζn‖2 +
α

2
[[ζn]]2 + Ch2k+1.

Here we use the estimate (5.10) for the second step and Young’s inequality for the last step. Take vnh = ζn in
(5.15) to infer that

N∑
j=1

Hj(η, ζn) = (ηn+1, ζ̂n)− (ηn, ζn) + τA(ηn, ζn) + (εn1 , ζ
n)

≤ 2τ‖ζn‖2 +
α

2
τ [[ζn]]2 + Cτ(h2k+1 + τ2). (5.17)

Here we use the Young’s inequality again. As for the estimate of ‖ζn+1 − ζ̂n‖2, we will use the equality (5.16).
By the boundedness (3.16) of A and (2.20), we have,

A(ηn, ζ̃n+1 − ζn)(tn) ≤
(
µCwx‖ηn‖+ 2αµh−

1
2 ‖ηn‖Γh(tn)

)
‖ζ̃n+1 − ζn‖
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≤ C
(
hk+1 + αµhk

)
‖ζn+1 − ζ̂n‖.

Owing to τ ≤ 1, it follows from taking v̂nh = ζn+1 − ζ̂n in (5.15) and (2.20) that

N∑
j=1

Hj(η, ζ̃n+1 − ζn) ≤ C
(
τhk+1 + αµτhk + τ2

)
‖ζn+1 − ζ̂n‖.

In addition, by the boundedness (3.6) of A, we get,

τ |A(ζ̂n, ζn+1 − ζ̂n)(tn+1)| ≤ 3αµτh−1‖ζ̂n‖‖ζn+1 − ζ̂n‖.

Recalling the equality (5.16), we obtain the following estimate by dividing both sides by ‖ζn+1 − ζ̂n‖,

‖ζn+1 − ζ̂n‖ ≤ Cwxτ‖ζ̂n‖+ 3αµτh−1‖ζ̂n‖+ C(τhk+1 + αµτhk + τ2),

which implies that

1

2
‖ζn+1 − ζ̂n‖2 ≤

(
Cτ2 + (3αµτh−1)2

)
‖ζ̂n‖2 + C

(
τhk+1 + αµτhk + τ2

)2

≤ Cτ‖ζ̂n‖2 + Cτ(h2k+2 + τ2)

≤ Cτ‖ζn‖2 + Cτ(h2k+2 + τ2). (5.18)

Here we use the CFL condition (5.12), the relationship (2.21) and τ ≤ 1. Hence, we combine (5.14), (5.17) and
(5.18) to derive

‖ζn+1‖2 − ‖ζn‖2 ≤ Cτ‖ζn‖2 + Cτ(h2k+1 + τ2).

Summing over n and using Gronwall’s inequality, we obtain,

‖ζn‖2 ≤ C(h2k+1 + τ2), n ≤M,

if we choose the initial condition uh(x, 0) = Phu(x, 0). Finally, apply the estimate (5.10) to yield,

‖en‖2 ≤ C(h2k+1 + τ2), n ≤M.

P0 case. Since the finite element space is piecewise constant, we have ∂xv
n
h = 0, which indicates that

A(ηn, vnh)(tn) = −
N∑
j=1

ĝ(ω, ηn)j+ 1
2
[[vnh ]]j+ 1

2

≤
√

2α‖ηn‖Γh(tn)[[v
n
h ]] (5.19)

≤ α

4
[[vnh ]]2 + Ch. (5.20)

Here we use the estimate (3.10) for the second step, Young’s inequality and the estimate (5.10) are used for the
third step. Then recalling the definition (5.9) of Hj and taking vnh = ζn in (5.15) and (5.20), we get

N∑
j=1

Hj(η, ζn) ≤ τ‖ζn‖2 +
α

4
τ [[ζn]]2 + Cτ(h+ τ2). (5.21)
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On the other hand, choose vnh = ζ̃n+1 − ζn in (5.19) to derive,

A(ηn, ζ̃n+1 − ζn)(tn) ≤
√

2α‖ηn‖Γh(tn)[[ζ̃n+1 − ζn]]

≤ 2αµh−
1
2 ‖ηn‖Γh(tn)‖ζ̃n+1 − ζn‖

≤ Cαµ‖ζn+1 − ζ̂n‖,

where the same reasons for obtaining (3.16) are used in the second step, and for the last step we use the estimates

(5.10) and (2.20). It is inferred from taking v̂nh = ζn+1 − ζ̂n in (5.15) and (2.20) that

N∑
j=1

Hj(η, ζ̃n+1 − ζn) ≤ C
(
τh+ αµτ + τ2

)
‖ζn+1 − ζ̂n‖.

Moreover, by the boundedness (3.7) of A, we obtain,

τ |A(ζ̂n, ζn+1 − ζ̂n)(tn+1)| ≤
(
Cwxτ‖ζ̂n‖+

√
2αµτh−

1
2 [[ζn]]

)
‖ζn+1 − ζ̂n‖.

In light of the equality (5.16), divide both sides by ‖ζn+1 − ζ̂n‖ to yield,

‖ζn+1 − ζ̂n‖ ≤ 2Cwxτ‖ζ̂n‖+
√

2αµτh−
1
2 [[ζn]] + C(τh+ αµτ + τ2).

Under the CFL condition (5.13), the above estimate leads to

1

2
‖ζn+1 − ζ̂n‖2 ≤ α

4
τ [[ζn]]2 + Cτ‖ζn‖2 + Cτ(h+ τ2). (5.22)

Here we also use (2.21). Consequently, the estimates (5.21)-(5.22) together with the energy identity (5.14) imply

‖ζn+1‖2 − ‖ζn‖2 ≤ Cτ‖ζn‖2 + Cτ(h+ τ2).

Thus by the same arguments as in the P k case, we can obtain the desired results for the case P 0,

‖en‖2 ≤ C(h+ τ2), n ≤M.

The proof is completed. �

5.2. Second order scheme

In this subsection, we will present the error estimate for the fully discrete scheme (4.14) with TVD-RK2
time-marching method. Similar to the first order case, we need first obtain the error equation.

5.2.1. Error equation

To obtain the error equation, we introduce the reference functions, which are in parallel to the TVD-RK2
time discretization stages. Similar to the first order case, we consider on the reference cell. To be more specific,
let Ǔ (0)(ξ, t) = ∆j(t)ǔ(ξ, t) be the exact solution of the equation (5.3) in the j-th cell, and

Ǔ (1)(ξ, t) = Ǔ (0)(ξ, t) + τǓ
(0)
t (ξ, t). (5.23)
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Then define

ǔ(0)(ξ, t) =
1

∆j(t)
Ǔ (0)(ξ, t), ǔ(1)(ξ, t) =

1

∆j(t+ τ)
Ǔ (1)(ξ, t).

Denote un,l = u(l)(x, tn) = ǔ(l)(ξ, tn) for any time level n and l = 0, 1. Now we are ready to state the following
lemma, which describes the local truncation error in time.

Lemma 5.3. Let u be the exact solution of Eq. (1.1). Suppose u is sufficiently smooth with bounded derivatives,
then for any vnh ∈ Vh(tn) and 1 ≤ j ≤ N , there hold,

(un,1, v̂nh)Kn+1
j

=(un, vnh)Kn
j
− τA(un, vnh)Kn

j
, (5.24)

(un+1, v̂nh)Kn+1
j

=
1

2
(un, vnh)Kn

j
+

1

2
(un,1, v̂nh)Kn+1

j

− τ

2
A(un,1, v̂nh)Kn+1

j
+ (εn2 , v

n
h)Kn

j
, (5.25)

where v̂nh is defined by (2.12), εn2 is the local truncation error in time and ‖εn2‖Kn
j

= O(τ3) for any j and n.

Proof. By the Taylor expansion with Lagrange form of the remainder and the definitions of the reference
functions (5.23), it is not difficult to derive,

Ǔ (1)(ξ, t) = Ǔ (0)(ξ, t)− τ(aǓ (0))ξ(ξ, t),

Ǔ(ξ, t+ τ) =
1

2
Ǔ (0)(ξ, t) +

1

2
Ǔ (1)(ξ, t)− τ

2
[a(ξ, t+ τ)Ǔ (1)(ξ, t)]ξ + ε(ξ, t),

where

ε(ξ, t) =
τ3

6
Ǔttt(t21) +

τ3

2
[(atǓt)(t) +

1

2
att(t22)Ǔ (1)(t)]ξ, t21, t22 ∈ (t, t+ τ).

Recalling the definition of Ǔ and a in (5.3) as well as ∆
′

j(t) = ωj+ 1
2
− ωj− 1

2
, we have,

Ǔt = ∆j(t)ǔt + ∆
′

j(t)ǔ, Ǔttt = ∆j(t)ǔttt + 3∆
′

j(t)ǔtt,

at = −
2∆

′

j

∆2
j (t)

(β − ω̌), att =
(2∆

′

j)
2

∆3
j (t)

(β − ω̌).

Let t = tn and we still use the notations t21 and t22 to stand for fixed values between tn and tn+1. The scaling
arguments imply that ∫ 1

−1

Ǔttt(t21)v̌nhdξ =

∫ 1

−1

[∆j ǔttt + 3∆
′

j(t)ǔtt](t21)v̌nhdξ

=
2∆j(t21)

∆n
j

(ũttt, v
n
h)Kn

j
+

6∆
′

j

∆n
j

(ũtt, v
n
h)Kn

j
,

where ũttt(χ(·, tn)) = uttt(x(·, t21)), ũtt(χ(·, tn)) = utt(x(·, t21)) for χ(·, tn) ∈ Kn
j , x ∈ Kj(t21). Similarly,

∫ 1

−1

[atǓt]ξ(tn)v̌nhdξ = −
2∆

′

j

∆n
j

∫ 1

−1

[(β − ω̌)ǔt]ξ(tn)v̌nhdξ − 2(
∆

′

j

∆n
j

)2

∫ 1

−1

[(β − ω̌)ǔ]ξ(tn)v̌nhdξ
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= −
2∆

′

j

∆n
j

(
[(β − ω)ut]x, v

n
h

)
Kn

j

− 2(
∆

′

j

∆n
j

)2

(
[(β − ω)u]x, v

n
h

)
Kn

j

,

and ∫ 1

−1

[att(t22)Ǔ (1)(tn)]ξ v̌
n
hdξ =

(2∆
′

j)
2

∆3
j (t22)

∫ 1

−1

[(β − ω̌)(Ǔ + τǓt)(tn)]ξ v̌
n
hdξ

=
(2∆

′

j)
2∆n

j

∆3
j (t22)

∫ 1

−1

[(β − ω̌)(ǔ+ τ ǔt)]ξ(tn)v̌nhdξ

+
(2∆

′

j)
3

∆3
j (t22)

τ

∫ 1

−1

[(β − ω̌)ǔ]ξ(tn)v̌nhdξ

=
(2∆

′

j)
2∆n

j

∆3
j (t22)

(
[(β − ω)(u+ τut)]x(tn), vnh

)
Kn

j

+
(2∆

′

j)
3

∆3
j (t22)

τ

(
[(β − ω)u]x(tn), vnh

)
Kn

j

.

As a result, we know that ∫ 1

−1

ε(ξ, tn)v̌nhdξ = 2(εn2 , v
n
h)Kn

j
,

where εn2 can be obtained by the above analysis and

‖εn2‖Kn
j
≤ Cτ3.

Here we use the assumption that u is smooth enough, the quantity (2.4), (2.5)-(2.7) and the fact that τ ≤ 1.
The positive constant C is independent of τ , h and n. Finally, by the same arguments as Lemma 5.1, we obtain
the desired results (5.24)-(5.25). �

As is customary in the error estimates, we introduce some notations. Denote the error at each stage by
en,0 = un − unh and en,1 = un,1 − u1

h, where unh and u1
h are the solutions of the fully discrete scheme (4.14). For

simplicity, denote un,0h = uh and un,1h = u1
h. Let

ζn,l = Phu
n,l − un,lh , ηn,l = Phu

n,l − un,l, l = 0, 1,

where Phu
n,l is the L2 projection defined by (2.23). Noting that en,l = ζn,l− ηn,l, we obtain the error equation

for any vnh ∈ Vh(tn) and 1 ≤ j ≤ N by Lemma 5.3 and the scheme (4.14),

(ζn,1, v̂nh)Kn+1
j

= (ζn, vnh)Kn
j
− τA(ζn, vnh)Kn

j
+ L1

j (η, v
n
h), (5.26)

(ζn+1, v̂nh)Kn+1
j

=
1

2
(ζn, vnh)Kn

j
+

1

2
(ζn,1, v̂nh)Kn+1

j
− τ

2
A(ζn,1, v̂nh)Kn+1

j
+ L2

j (η, v
n
h), (5.27)

where

L1
j (η, v

n
h) =(ηn,1, v̂nh)Kn+1

j
− (ηn, vnh)Kn

j
+ τA(ηn, vnh)Kn

j
, (5.28)

L2
j (η, v

n
h) =(ηn+1, v̂nh)Kn+1

j
− 1

2
(ηn, vnh)Kn

j
− 1

2
(ηn,1, v̂nh)Kn+1

j
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+
τ

2
A(ηn,1, v̂nh)Kn+1

j
+ (εn2 , v

n
h)Kn

j
. (5.29)

By the scaling arguments, we have

(ζn, vnh)Kn
j

= (1− s2)(ζ̂n, v̂nh)Kn+1
j

, A(ζn, vnh)Kn
j

= A(ζ̂n, v̂nh)Kn+1
j

,

which indicates by a direct calculation,

(ζn,1 − ζ̂n, v̂nh)Kn+1
j

= −s2(ζ̂n, v̂nh)Kn+1
j
− τA(ζ̂n, v̂nh)Kn+1

j
+ L1

j (η, v
n
h), (5.30)

(ζn+1 − ζn,1, v̂nh)Kn+1
j

= −τ
2
A(ζn,1 − ζ̂n, v̂nh)Kn+1

j
+ L2

j (η, v
n
h)− 1

2
L1
j (η, v

n
h). (5.31)

Next, we will list some estimates for the projection error. The analysis is the same as that in Lemma 5.2, thus
we only present the results without the detailed proof.

Lemma 5.4. Suppose u is sufficiently smooth with bounded derivatives, then there exists a positive constant C
independent of h, τ and n, such that for any vnh ∈ H1

h(tn) and ∀n ≤M ,

‖ηn,l‖+ h1/2‖ηn,l‖Γh(tn+l) + h‖∂xηn,l‖ ≤ Chk+1, l = 0, 1, (5.32)

d1(ηn+1, v̂nh) + d2(ηn,1, v̂nh) + d3(ηn, vnh) ≤ Cτhk+1‖vnh‖, (5.33)

with any three constants restricted by d1 + d2 + d3 = 0.

Based on the above estimates, we can easily get the following estimates, which is important for our analysis.

Lemma 5.5. Suppose u is sufficiently smooth with bounded derivatives, then we have the following estimates,
for m = 1, 2,

N∑
j=1

Lmj (η, vnh) ≤ C(τhk+1 + δ2mτ
3)‖vnh‖+ Cατhk+ 1

2 [[vnh ]], (5.34)

N∑
j=1

Lmj (η, vnh) ≤ C(τhk+1 + δ2mτ
3 + αµτhk)‖vnh‖, (5.35)

where δ2m is the Kronecker symbol.

Proof. It is straightforward to obtain the desired results by a combination of the estimates in Lemma 3.3,
Lemma 5.3 and Lemma 5.4. Here we also need use the property (2.21). �

5.2.2. Error estimate for the second order scheme

Theorem 8. Let unh be the numerical solution of the fully discrete scheme (4.14) with TVD-RK2 time-marching
method, and u be the exact solution of Eq. (1.1). Suppose u is sufficiently smooth with bounded derivatives,
then we have the following error estimate,

max
nτ≤T

‖u(x, tn)− unh‖ ≤ C(hk+ 1
2 + τ2),

under the CFL condition

τ ≤ ρh 4
3 , (5.36)
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with any given positive constant ρ. In particular, for the piecewise linear finite element space, Vh(t) = {v(χj(·, t)) ∈
P 1([−1, 1])}, we just need the usual CFL condition,

τ ≤ ρh. (5.37)

Here ρ is a suitable positive constant depends solely on α and µ, where α is defined by (3.3) and µ is the inverse
constant (2.26). The positive constant C is independent of h, τ , n and uh.

Proof. To derive the energy identity for ζn, we take the test function v̂nh = 1
2 ζ̂
n, ζn,1 in the error equation (5.26)

and (5.27), respectively, and add them together to yield,

1

2
‖ζn+1‖2 − 1

2
‖ζn‖2 =

1

2
‖ζn+1 − ζn,1‖2 +

N∑
j=1

s2

4
‖ζn,1 − ζ̂n‖2

Kn+1
j

− α

4
τ [[ζn]]2 − α

4
τ [[ζn,1]]2 +

N∑
j=1

L4
j (η, ζ

n, ζn,1), (5.38)

where

L4
j (η, ζ

n, ζn,1) =
1

2
L1
j (η, ζ

n) + L2
j (η, ζ̃

n,1).

The following proof is decomposed into four steps.

Step 1. Bound on
∑N
j=1 L4

j . By the estimate (5.34) in Lemma 5.5, we get,

N∑
j=1

L4
j (η, ζ

n, ζn,1) ≤Cτhk+1(‖ζn‖+ ‖ζ̃n,1‖) + Cτ3‖ζ̃n,1‖+ Cατhk+ 1
2 ([[ζn]] + [[ζ̃n,1]])

≤τ‖ζn‖2 + τ‖ζn,1‖2 +
α

8
τ([[ζn]]2 + [[ζn,1]]2) + Cτ(h2k+1 + τ4), (5.39)

here we use the Young’s inequality and (2.20).

Step 2. Bound on ‖ζn,1 − ζ̂n‖. Take the test function v̂nh = ζn,1 − ζ̂n in the equality (5.30) and sum over all j
to yield,

‖ζn,1 − ζ̂n‖2 ≤(Cwxτ + 3αµτh−1)‖ζ̂n‖‖ζn,1 − ζ̂n‖

+ C(τhk+1 + αµτhk)‖ζ̃n,1 − ζn‖.

Here we use the Cauchy-Schwarz inequality, the boundedness (3.6) of A and the estimate (5.35). We also use
the fact that s2 = ωx(tn+1)τ and the assumption (2.7). By the property (2.20) and dividing both sides by

‖ζn,1 − ζ̂n‖, we have,

‖ζn,1 − ζ̂n‖ ≤(Cwxτ + 3αµτh−1)‖ζ̂n‖+ C(τhk+1 + αµτhk). (5.40)

Step 3. Bound on ‖ζn,1‖. Taking the test function v̂nh = ζn,1 in the error equation (5.26) and following the
same lines as that in Step 2, we can easily get the boundedness of ‖ζn,1‖,

‖ζn,1‖ ≤C(1 + 3αµτh−1)‖ζn‖+ C(τhk+1 + αµτhk). (5.41)

Step 4. Bound on ‖ζn+1− ζn,1‖. This step will be divided into two cases, the general P k case and the P 1 case,
which is the same as in the stability analysis. Denote λ = αµτh−1 for simplicity.
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Pk case. Take the test function v̂nh = ζn+1− ζn,1 in the equality (5.31) and apply the estimate (3.6) of A as
well as (5.35) to derive,

‖ζn+1 − ζn,1‖ ≤3

2
αµτh−1‖ζn,1 − ζ̂n‖+ C(τhk+1 + αµτhk + τ3)

≤3

2
λ(Cwxτ + 3λ)‖ζ̂n‖+ C(1 +

3

2
λ)(τhk+1 + αµτhk + τ3).

Here we use the estimate (5.40). If the time-step satisfies λ4 ≤ ρτ for any positive constant ρ, the above
inequality indicates that

1

2
‖ζn+1 − ζn,1‖2 ≤Cτ‖ζ̂n‖2 + C(τh2k+1 + τ5)

≤Cτ‖ζn‖2 + C(τh2k+1 + τ5), (5.42)

where we use (2.21) and τ ≤ 1. In addition, the estimates (5.40)-(5.41) turn out to be

‖ζn,1 − ζ̂n‖ ≤C‖ζ̂n‖+ Chk+1 ≤ C‖ζn‖+ Chk+1,

‖ζn,1‖ ≤C‖ζn‖+ Chk+1,

under the CFL condition (5.36). Then combine the energy identity (5.38), the estimates (5.39) and (5.42) to
get,

1

2
‖ζn+1‖2 − 1

2
‖ζn‖2 ≤Cτ‖ζn‖2 + τ‖ζn,1‖2 + Cτ(h2k+1 + τ4) +

Cwx
4
τ‖ζn,1 − ζ̂n‖2

≤Cτ‖ζn‖2 + Cτ(h2k+1 + τ4).

Summing over n, using Gronwall’s inequality and choosing the initial condition uh(x, 0) = Phu(x, 0), we obtain,

‖ζn‖2 ≤ C(h2k+1 + τ4), n ≤M.

Finally, apply the estimate (5.32) to yield,

‖en‖2 ≤ C(h2k+1 + τ4), n ≤M.

P1 case. Denote z = ζn,1− ζ̂n. Choosing the test function v̂nh = ζn+1− ζn,1 in the equality (5.31) and using
the estimate (3.7) of A as well as (5.35), we have,

‖ζn+1 − ζn,1‖ ≤α
2
τ‖zx‖+

Cwx
2
τ‖z‖+

√
2

2
αµτh−

1
2 [[z]] + C(τh2 + αµτh+ τ3). (5.43)

Now we analyze ‖zx‖. Similar to the stability analysis, let y = z − P 0
hz and P 0

hz is the L2 projection into the

piecewise constant space. By the property of the L2 projection and taking v̂nh = y in the equality (5.30), we get,

‖y‖2 =
N∑
j=1

(z, y)Kn+1
j
≤
(

(µ+ 2)Cwxτ‖ζ̂n‖+
√

2αµτh−
1
2 [[ζn]]

)
‖y‖

+ C(τh2 + αµτh)‖y‖. (5.44)
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Here we use the boundedness (3.8) of A and the estimate (5.35). Divide both sides of the above inequality by
‖y‖ to obtain the estimate of ‖y‖. In addition,

‖zx‖ = ‖yx‖ ≤ µh−1‖y‖. (5.45)

Let τ ≤ ρh with a positive constant ρ independent of τ and h, we will show the restriction of ρ in the following.
Collect the estimates (5.43)-(5.45) to yield,

‖ζn+1 − ζn,1‖ ≤(1 +

√
2

2
αµρ)αµτh−

1
2 [[ζn]] + αµτh−

1
2 [[ζn,1]] + L,

where

L = Cρτ‖ζ̂n‖+
Cwx

2
τ‖z‖+ C(1 +

αµ

2
ρ)(τh2 + αµτh+ τ3).

Hence,

1

2
‖ζn+1 − ζn,1‖2 ≤(1 +

√
2

2
αµρ)2(αµ)2τ2h−1[[ζn]]2

+ 2(αµ)2τ2h−1[[ζn,1]]2 + 2L2.

If

2(αµ)2τ2h−1 ≤ α

16
τ, (αµ)4ρ2τ2h−1 ≤ α

16
τ, 2(αµ)2τ2h−1 ≤ α

8
τ,

that is,

ρ ≤ min{ 1

32αµ2
,

1

α 3
√

16µ4
},

then we have

1

2
‖ζn+1 − ζn,1‖2 ≤ α

8
τ [[ζn]]2 +

α

8
τ [[ζn,1]]2 + 2L2. (5.46)

With the CFL condition (5.37) and the property (2.21), the estimates (5.40)-(5.41) turn out to be,

‖z‖ ≤ C‖ζn‖+ Ch2, ‖ζn,1‖ ≤ C‖ζn‖+ Ch2, (5.47)

which imply that,

L2 ≤Cτ‖ζn‖2 + Cτh3 + τ5. (5.48)

In light of the energy identity (5.38), we combine the estimates (5.39) and (5.46)-(5.48) to obtain,

1

2
‖ζn+1‖2 − 1

2
‖ζn‖2 ≤Cτ‖ζn‖2 + Cτ‖ζn,1‖2 +

Cwx
4
τ‖z‖2 + Cτh3 + τ5

≤Cτ‖ζn‖2 + Cτh3 + τ5.

In the end, by the same arguments as the general P k case, we can obtain the desired results for the case P 1,

‖en‖2 ≤ C(h3 + τ4), n ≤M.

The proof is completed. �
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5.3. Third order scheme

In this subsection, we will present the error estimate for the fully discrete scheme (4.33) with TVD-RK3
time-marching method. We begin with the error equation.

5.3.1. Error equation

Similar to second order case, the reference functions will be introduced to obtain the error equation. Con-
sidering the equation (5.3), define Ǔ (0)(ξ, t) = ∆j(t)ǔ(ξ, t) as the exact equation, and

Ǔ (1)(ξ, t) =Ǔ (0)(ξ, t)− τ(aǓ (0))ξ(ξ, t),

Ǔ (2)(ξ, t) =
3

4
Ǔ (0)(ξ, t) +

1

4
Ǔ (1)(ξ, t)− τ

4

(
a(ξ, t+ τ)Ǔ (1)(ξ, t)

)
ξ

.

Then let

ǔ(0) =
1

∆j(t)
Ǔ (0), ǔ(1) =

1

∆j(t+ τ)
Ǔ (1), ǔ(2) =

1

∆j(t+ τ
2 )
Ǔ (2),

here we omit the same symbol (ξ, t) on both sides of the above equalities. By the standard explicit TVD-
RK3 scheme for the equation (5.3) and the same idea as that in Lemma 5.1 and Lemma 5.3, we can easily
obtain the following lemma, which describes the local truncation error in time. Before doing that, denote
un,l = u(l)(x, tn) = ǔ(l)(ξ, tn) for any time level n and l = 0, 1, 2.

Lemma 5.6. Let u be the exact solution of Eq. (1.1). Suppose u is sufficiently smooth with bounded derivatives,
then for any vnh ∈ Vh(tn) and 1 ≤ j ≤ N , there hold,

(un,1, v̂nh)Kn+1
j

= (un, vnh)Kn
j
− τA(un, vnh)Kn

j
,

(un,2, vnh)
K

n+1
2

j

=
3

4
(un, vnh)Kn

j
+

1

4
(un,1, v̂nh)Kn+1

j
− τ

4
A(un,1, v̂nh)Kn+1

j
,

(un+1, v̂nh)Kn+1
j

=
1

3
(un, vnh)Kn

j
+

2

3
(un,2, vnh)

K
n+1

2
j

− 2τ

3
A(un,2, vnh)

K
n+1

2
j

+ (εn3 , v
n
h)Kn

j
,

where v̂nh and vnh are defined by (2.12), εn3 is the local truncation error in time and ‖εn3‖Kn
j

= O(τ4) for any j

and n.

Similar to the second order case, we denote the error at each stage by en,l = un,l−un,lh for any n and l = 0, 1,

2, where un,lh = ulh with l = 1, 2 are the solutions of the fully discrete scheme (4.33) and un,0h = unh. In addition,

the error can be rewritten as en,l = ζn,l − ηn,l with

ζn,l = Phu
n,l − un,lh , ηn,l = Phu

n,l − un,l, l = 0, 1, 2.

Here Phu
n,l is the L2 projection of un,l defined by (2.23). We can obtain the error equation along with the

scheme (4.33) and Lemma 5.6, for any vnh ∈ Vh(tn) and 1 ≤ j ≤ N ,

(ζn,1, v̂nh)Kn+1
j

= (ζn, vnh)Kn
j
− τA(ζn, vnh)Kn

j
+ T 1

j (vnh),

(ζn,2, vnh)
K

n+1
2

j

=
3

4
(ζn, vnh)Kn

j
+

1

4
(ζn,1, v̂nh)Kn+1

j
− τ

4
A(ζn,1, v̂nh)Kn+1

j
+ T 2

j (vnh),

(ζn+1, v̂nh)Kn+1
j

=
1

3
(ζn, vnh)Kn

j
+

2

3
(ζn,2, vnh)

K
n+1

2
j

− 2τ

3
A(ζn,2, vnh)

K
n+1

2
j

+ T 3
j (vnh),

(5.49)
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where

T 1
j (vnh) =(ηn,1, v̂nh)Kn+1

j
− (ηn, vnh)Kn

j
+ τA(ηn, vnh)Kn

j
,

T 2
j (vnh) =(ηn,2, vnh)

K
n+1

2
j

− 3

4
(ηn, vnh)Kn

j
− 1

4
(ηn,1, v̂nh)Kn+1

j
+
τ

4
A(ηn,1, v̂nh)Kn+1

j
,

T 3
j (vnh) =(ηn+1, v̂nh)Kn+1

j
− 1

3
(ηn, vnh)Kn

j
− 2

3
(ηn,2, vnh)

K
n+1

2
j

+
2τ

3
A(ηn,2, vnh)

K
n+1

2
j

+ (εn3 , v
n
h)Kn

j
.

Similar to the stability analysis, we introduce some notations for simplicity,

D1 = ζn,1 − ζ̂n, D2 = 2ζ̂n,2 − ζn,1 − ζ̂n, D3 = ζn+1 − 2ζ̂n,2 + ζ̂n. (5.50)

Recalling the fact that

(ζn, vnh)Kn
j

= (1− s2)(ζ̂n, v̂nh)Kn+1
j

, (ζn,2, vnh)
K

n+1
2

j

= (1− s2

2
)(ζ̂n,2, v̂nh)Kn+1

j
,

we follow the same lines as that in obtaining (4.36) to derive,

(D1, v̂nh)Kn+1
j

=− s2(ζ̂n, v̂nh)Kn+1
j
− τA(ζ̂n, v̂nh)Kn+1

j
+ T 1

j (vnh),

(D2, v̂nh)Kn+1
j

=− s2(ζ̂n − ζ̂n,2, v̂nh)Kn+1
j
− τ

2
A(D1, v̂nh)Kn+1

j
+ T 4

j (vnh),

(D3, v̂nh)Kn+1
j

=− s2(ζ̂n,2 − ζ̂n, v̂nh)Kn+1
j
− τ

3
A(D2, v̂nh)Kn+1

j
+ T 5

j (vnh),

(5.51)

where

T 4
j (vnh) =2(ηn,2, vnh)

K
n+1

2
j

− (ηn, vnh)Kn
j
− (ηn,1, v̂nh)Kn+1

j
+
τ

2
A(ηn,1 − η̂n, v̂nh)Kn+1

j
,

T 5
j (vnh) =(ηn+1, v̂nh)Kn+1

j
− 2(ηn,2, vnh)

K
n+1

2
j

+ (ηn, vnh)Kn
j

+ (εn3 , v
n
h)Kn

j

+
τ

3
A(2η̂n,2 − ηn,1 − η̂n, v̂nh)Kn+1

j
.

(5.52)

Similar to the first and second order case, some estimates for the projection error will be shown. The proof
follows the same lines as that in proving Lemma 5.2, therefore we just list the results without the detailed proof.

Lemma 5.7. Suppose u is sufficiently smooth with bounded derivatives, then there exists a positive constant C
independent of h, τ and n, such that for ∀n ≤M ,

‖ηn,l‖+ h1/2‖ηn,l‖Γh(tn+l) + h‖∂xηn,l‖ ≤Chk+1, l = 0, 1, (5.53)

‖ηn,2‖+ h1/2‖ηn,2‖Γh(t
n+1

2
) + h‖∂xηn,2‖ ≤Chk+1. (5.54)

Moreover, for any vnh ∈ H1
h(tn),

(d1η
n+1 + d2η

n,1, v̂nh) + d3(ηn,2, vnh) + d4(ηn, vnh) ≤ Cτhk+1‖vnh‖,

with any four constants restricted by d1 + d2 + d3 + d4 = 0.

Denote T m(vnh) =
∑N
j=1 T mj (vnh) for m = 1, · · · , 5. It is straightforward to derive the following results by a

combination of the estimates in Lemmas 3.3, 5.6 and 5.7 as well as in (2.20)-(2.22).
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Lemma 5.8. Suppose u is sufficiently smooth with bounded derivatives, then we have the following estimates,
for m = 1, · · · , 5,

T m(vnh) ≤ C(τhk+1 + δ3mτ
4 + δ5mτ

4)‖v̂nh‖+ Cατhk+ 1
2 [[vnh ]], (5.55)

T m(vnh) ≤ C(τhk+1 + δ3mτ
4 + δ5mτ

4 + αµτhk)‖v̂nh‖, (5.56)

where δ3m and δ5m are the Kronecker symbols.

In particular, we also get the following results of the estimates for T 4 and T 5.

Lemma 5.9. Suppose u is sufficiently smooth with bounded derivatives, then we have the following estimates,
for m = 4, 5,

T m(vnh) ≤ C(τhk+1 + δ5mτ
4 + αµτ2hk)‖v̂nh‖. (5.57)

Proof. By the scaling arguments and the quantities (2.15)-(2.17), we have,

(ηn, vnh)Kn
j

= (1− s2)(η̂n, v̂nh)Kn+1
j

, (ηn,2, vnh)
K

n+1
2

j

= (1− s2

2
)(η̂n,2, v̂nh)Kn+1

j
,

which implies

(ηn,1 − η̂n, v̂nh)Kn+1
j

=(ηn,1, v̂nh)Kn+1
j
− (ηn, vnh)Kn

j
− s2(η̂n, v̂nh)Kn+1

j
,

(2η̂n,2 − ηn,1 − η̂n, v̂nh)Kn+1
j

=2(ηn,2, vnh)
K

n+1
2

j

− (ηn,1, v̂nh)Kn+1
j
− (ηn, vnh)Kn

j

+ s2(η̂n,2 − η̂n, v̂nh)Kn+1
j

.

It follows from the estimates in Lemma 5.7 and s2 = ωx(tn+1)τ that

(ηn,1 − η̂n, v̂nh) ≤Cτhk+1‖v̂nh‖, (5.58)

(2η̂n,2 − ηn,1 − η̂n, v̂nh) ≤Cτhk+1‖v̂nh‖.

Here we use the relationship (2.20)-(2.22) and τ ≤ 1. Take v̂nh = ηn,1 − η̂n in (5.58) and divide both sides by

‖ηn,1 − η̂n‖ to obtain,

‖ηn,1 − η̂n‖ ≤ Cτhk+1.

By the inverse equality (2.26), we derive,

‖ηn,1 − η̂n‖Γh(tn+1) ≤ Cτhk+ 1
2 .

Similarly, we have

‖2η̂n,2 − ηn,1 − η̂n‖ ≤ Cτhk+1, ‖2η̂n,2 − ηn,1 − η̂n‖Γh(tn+1) ≤ Cτhk+ 1
2 .

Thus the boundedness (3.16) of A yields ,

A(ηn,1 − η̂n, v̂nh)(tn+1) ≤
(
µCwx‖ηn,1 − η̂n‖+ 2αµh−

1
2 ‖ηn,1 − η̂n‖Γh(tn+1)

)
‖v̂nh‖
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≤τ
(
Chk+1 + 2Cαµhk

)
‖v̂nh‖.

Together with Lemma 5.7, we can easily get,

T 4(vnh) ≤ C(τhk+1 + τ2hk+1 + αµτ2hk)‖v̂nh‖

≤ C(τhk+1 + αµτ2hk)‖v̂nh‖,

Since τ ≤ 1. We follow the same lines and use Lemma 5.6 to obtain,

T 5(vnh) ≤ C(τhk+1 + τ4 + αµτ2hk)‖v̂nh‖.

The proof is completed. �

5.3.2. Error estimate for the third order scheme

Theorem 9. Let unh be the numerical solution of the fully discrete scheme (4.33) with TVD-RK3 time-marching
method, and u be the exact solution of Eq.(1.1). Suppose u is sufficiently smooth with bounded derivatives, then
we have the following error estimate,

max
nτ≤T

‖u(x, tn)− unh‖ ≤ C(hk+ 1
2 + τ3),

under the CFL condition τh−1 ≤ ρ with a fixed constant ρ > 0. Here the positive constant C is independent of
h, τ , n and uh.

Proof. Similar to the stability analysis, we take the test function vnh = ζn, 4ζn,1 and 6ζn,2 in the error equation
(5.49), respectively, and add them together to obtain the identity for ζn,

3‖ζn+1‖2 − 3‖ζ̂n‖2 =‖D2‖2 + 3(ζn+1 − ζ̂n,D3) +
N∑
j=1

s2G1

−
N∑
j=1

s2‖ζ̂n‖2Kn+1
j

− 2
N∑
j=1

s2‖ζ̂n,2‖2Kn+1
j

− τ
N∑
j=1

G2 + T 6, (5.59)

where

G1 = 2(ζ̂n,2, ζn,1 − ζ̂n)Kn+1
j
− 3(ζ̂n, ζn,1)Kn+1

j
,

G2 = A(ζ̂n, ζ̂n)Kn+1
j

+A(ζn,1, ζn,1)Kn+1
j

+ 4A(ζ̂n,2, ζ̂n,2)Kn+1
j

,

T 6 = T 1(ζn) + 4T 2(ζ̃n,1) + 6T 3(ζ̃n,2). (5.60)

Denote each line on the right hand side of (5.59) by Φ1 and Φ2, respectively. In light of the definitions (5.50),
the equalities (5.51) and the properties (3.17)-(3.18) of A, we follow the same lines as that in the stability
analysis to derive,

Φ1 =‖D2‖2 + 3(D3,D1 + D2 + D3) +
N∑
j=1

s2G1

=− ‖D2‖2 + 2(D2,D2) + 3(D3,D1) + 3(D3,D2) + 3(D3,D3) +
N∑
j=1

s2G1
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=− ‖D2‖2 + 3‖D3‖2 − τA(D1,D2)− τA(D2,D1)− τA(D2,D2)

+
N∑
j=1

s2(ζ̂n − ζ̂2,D2 + 3D1)Kn+1
j

+
N∑
j=1

s2G1 + T 7

=− ‖D2‖2 + 3‖D3‖2 − τα
N∑
j=1

[[D1]]j+ 1
2
[[D2]]j+ 1

2
− α

2
τ [[D2]]2 +

N∑
j=1

s2Φ11 + T 7,

and

Φ11 = (ζ̂n − ζ̂n,2,D2 + 3D1)Kn+1
j

+ G1 + (D1,D2)Kn+1
j

+
1

2
‖D2‖2Kn+1

j

,

T 7 = 2T 4(D̃2) + 3T 5(D̃1) + 3T 5(D̃2). (5.61)

A direct calculation of Φ11 gives that,

Φ11 = −5

2
‖ζ̂n‖2

Kn+1
j

− 1

2
‖ζn,1‖2

Kn+1
j

.

Moreover, by the property (3.18) of A, we get,

Φ2 =− α

2
τ [[ζn]]2 − α

2
τ [[ζn,1]]2 − 2ατ [[ζn,2]]2

−
N∑
j=1

s2

2
‖ζ̂n‖2

Kn+1
j

+
N∑
j=1

s2

2
‖ζn,1‖2

Kn+1
j

+ T 6.

Plug Φ1 and Φ2 in the identity (5.59) to obtain the energy equality for ζn,

3‖ζn+1‖2 − 3‖ζn‖2 = Λ1 + Λ2 + Λ3, (5.62)

where

Λ1 =− ‖D2‖2 + 3‖D3‖2 − τα
N∑
j=1

[[D1]]j+ 1
2
[[D2]]j+ 1

2
− α

2
τ [[D2]]2,

Λ2 =− α

2
τ [[ζn]]2 − α

2
τ [[ζn,1]]2 − 2ατ [[ζn,2]]2,

Λ3 =T 6 + T 7.

Here T 6 and T 7 are defined by (5.60) and (5.61), respectively. The following proof is decomposed into five
steps.

Step 1. Bound on ‖D3‖. Take the test function v̂nh = D3 in the third equality of (5.51), sum all over all j and
apply the boundedness (3.6) of A to obtain,

‖D3‖ ≤Cwxτ
(
‖ζ̂n,2‖+ ‖ζ̂n‖

)
+ αµτh−1‖D2‖

+ C(τhk+1 + αµτhk + τ4).

Here we use the estimate (5.56). Denote λ = αµτh−1 as before. It is inferred that

3‖D3‖2 ≤6λ2‖D2‖2 + Cτ2

(
‖ζ̂n,2‖2 + ‖ζ̂n‖2

)
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+ C(τhk+1 + αµτhk + τ4)2.

Step 2. Bound on Λ1. By the Young’s inequality and the above estimate, we have,

Λ1 ≤
α

8
τ [[D1]]2 +

3α

2
τ [[D2]]2 − ‖D2‖2 + 3‖D3‖2

≤α
4
τ [[ζn,1]]2 +

α

4
τ [[ζn]]2 − (1− 3λ− 6λ2)‖D2‖2

+ Cτ2

(
‖ζ̂n,2‖2 + ‖ζ̂n‖2

)
+ C(τhk+1 + αµτhk + τ4)2.

Thus we obtain the time step restriction

(1− 3λ− 6λ2) > 0.

It is sufficient to choose λ ≤ 1
5 . Then

Λ1 ≤
α

4
τ [[ζn,1]]2 +

α

4
τ [[ζn]]2 + C(τh2k+1 + τ7) + Cτ

(
‖ζ̂n,2‖2 + ‖ζ̂n‖2

)
. (5.63)

Here we use τ ≤ 1.

Step 3. Bound on T 6. Recalling the definition (5.60) of T 6, we take vnh = ζn, ζ̃n,1 and ζ̃n,2 for m = 1, 2 and
3, respectively, in the estimate (5.55) to yield,

T 6 ≤C(τhk+1 + τ4)

(
‖ζ̂n‖+ ‖ζn,1‖+ ‖ζ̂n,2‖

)
+ Cατhk+ 1

2

(
[[ζn]] + [[ζn,1]] + [[ζn,2]]

)
≤τ
(
‖ζ̂n‖2 + ‖ζn,1‖2 + ‖ζ̂n,2‖2

)
+
α

4
τ

(
[[ζn]]2 + [[ζn,1]]2 + [[ζn,2]]2

)
+ Cτ(h2k+1 + τ6). (5.64)

Step 4. Bound on T 7. Taking v̂nh = D2 and D1 + D2 in the representations (5.52) of T 4 and T 5, respectively,
we obtain the following estimate by Lemma 5.9,

T 7 ≤Cτ(hk+1 + τ3 + αµτhk)(‖D1‖+ ‖D2‖)

≤τ‖D1‖2 + τ‖D2‖2 + Cτ(h2k+2 + τ6 + α2µ2τ2h2k)

≤Cτ
(
‖ζ̂n,2‖2 + ‖ζ̂n‖2 + ‖ζn,1‖2

)
+ Cτ(h2k+2 + τ6). (5.65)

Here we use the CFL condition τ ≤ ρh and the fact that

‖D1‖2 + ‖D2‖2 ≤ C
(
‖ζ̂n,2‖2 + ‖ζ̂n‖2 + ‖ζn,1‖2

)
.

Step 5. Bound on ‖ζn,1‖2 and ‖ζ̂n,2‖2. Take the test function v̂nh = ζn,1 in the first equality of the error
equation (5.49) to derive,

‖ζn,1‖2 ≤‖ζn‖‖ζ̃n,1‖+ 3αµτh−1‖ζn‖‖ζ̃n,1‖
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+ C(τhk+1 + αµτhk)‖ζn,1‖

≤
(
C‖ζn‖+ Chk+1

)
‖ζn,1‖.

Here we use the Cauchy-Schwarz inequality, boundedness (3.6) of A and the estimate (5.56) of T 1 for the first
step. The CFL condition and (2.20) are used for the second step. The above estimate indicates that

‖ζn,1‖ ≤ C‖ζn‖+ Chk+1. (5.66)

Taking the test function vnh = ζn,2 in the second equality of the error equation (5.49) and by the similar analysis,
we have,

‖ζn,2‖ ≤ C‖ζn‖+ C‖ζn,1‖+ Chk+1,

which implies

‖ζ̂n,2‖ ≤ C‖ζn‖+ C‖ζn,1‖+ Chk+1. (5.67)

Here the properties (2.20)-(2.22) are used frequently. Finally, we combine the estimates (5.63)-(5.67) and the
energy equality (5.62) together to yield,

3‖ζn+1‖2 − 3‖ζn‖2 ≤ Cτ‖ζn‖2 + Cτ(h2k+1 + τ6).

Sum over all n, use the Gronwall’s inequality and choose the initial condition uh(x, 0) = Phu(x, 0) to obtain,

‖ζn‖2 ≤ C(h2k+1 + τ6), n ≤M.

We finish the proof by applying the estimate (5.53),

‖en‖2 ≤ C(h2k+1 + τ6), n ≤M.

�

Remark 10. We remark that it is not difficult to extend the error estimates to the upwind flux, which also
starts from the energy identity and the analysis follows the same ways as the Lax-Friedrichs flux case, then we
can obtain the optimal error estimates. The main differences lie in two places. One is the properties of the
ALE-DG operator A, which is also changed owing to the choice of the flux, and the other one is the Gauss-Radau
projections (2.24) instead of L2 projection.

6. Conclusion

In this paper, we have analyzed the stability and error estimates of the fully discrete ALE-DG schemes for
linear conservation laws, when explicit TVD-RK time-marching methods up to third order are adopted. The
coordinate transformations and scaling arguments are the main techniques in our work, which have been used
to control the additional quantities owing to time-dependent cells, function spaces and velocity grid field. We
have assumed that the velocity grid field is a piecewise linear polynomial with respect to the spatial variable.
Moreover, the velocity grid field and its weak derivative in space are assumed to be bounded in our analysis.
These assumptions are helpful to satisfy the discrete geometric conservation laws and are significant to our
proof. We have proven that the three fully discrete schemes are stable under the appropriate CFL conditions.
In the first order fully discrete scheme, we have considered two cases, P 0 and P k, k ≥ 1. The main difference
between them is that ∂xvh vanishes with vh belonging to the piecewise constant finite element space, and a
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usual CFL condition is sufficient to preserve stability for the case P 0. However, a more restrictive condition is
required for the finite element space with polynomial degree k ≥ 1. In the second order fully discrete scheme,
the cases P 1 and P k, k ≥ 2 have been analyzed separately. For the piecewise linear finite element space, we have
used the orthogonality property of a L2 projection defined onto the piecewise constant finite element space and
derived the stability under the usual CFL condition, while for higher order piecewise polynomials (k ≥ 2), the
above treatment broke down and we required a stronger CFL condition for stability. For the third order fully
discrete scheme, the combinations of the numerical solutions in different time stages have been used to derive
the stability under the usual CFL condition. In addition, we have obtained the quasi-optimal error estimates
in space and optimal convergence rates in time for sufficiently smooth solutions. The ALE-DG method itself
can be extended to conservation laws on a simplex mesh in two dimensions. The analysis of the fully discrete
ALE-DG scheme in the two dimensional case is more technical and will be considered in the future.
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