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Abstract: In this paper, an accurate and efficient numerical scheme to solve the divergence form of the
Navier-Stokes equations for two-phase flow systems is developed. The major difficulty of solving the
divergence form in two-phase flows is rooted in the discontinuous nature of momentum across interfaces.
To overcome this difficulty, we developed the mixed Upwind/Central WENO scheme so that no grid
deformation or mapping, or explicit interface reconstruction is necessary. Our mixed Upwind/Central
WENO scheme also removes the dependence on the interface tracking/capturing method so it is compatible
with any popular interface tracking/capturing methods. To decouple the overall equations of the two-phase
system, an efficient semi-implicit projection scheme is constructed, which shares the efficiency of pressure
stabilization method while enforces divergence-free condition to machine precision, to benefit interface
advection, reduction consistency as well as large density ratio. The accuracy and reduction consistency of
this projection scheme are validated by numerical experiments. Several benchmark cases are performed to
show the capability of the overall scheme handling realistic two-phase problems with multiple physical

effects, complex interface evolution and/or large density ratio of the order of (p ). Both quantitative

water/ p air
and qualitative comparisons have been made and very good agreements with analytical solutions, published

numerical and/or experimental results are achieved.
Keywords: Navier-Stokes Equations; Divergence form; Two-Phase Flow; WENO; Projection; Large
Density Ratio

1. Introduction

Fluid flows with interfaces, commonly referred to as two/multi-phase flow problems, have attracted
much attention because of their complicated physical nature and wide-spread applications. The major
difficulty of simulating these problems comes from the presence of interfaces separating different fluids.
The fluid motion in bulk regions is governed by the Navier-Stokes equations, while different bulk regions
are connected by boundary conditions at interfaces as those in [1], which is referred to as sharp interface
representation. However, the location of the interface is not known a priori, and its evolution depends on
the fluid motion, leading to a complicated non-linear system, which is challenging to theoretically analyze.
Hence, numerical simulations have been widely used in studying multi-phase flow problems. The numerical
method, named “one-fluid formulation” [2,3], has gained great attention, where the Navier-Stokes
equations are applied in the entire computational domain while the boundary conditions connecting bulk
regions are implicitly imposed, e.g., using continuous surface force (CSF) [4] or ghost fluid method [5, 6].
Under the framework of “one-fluid formulation™, locations of interfaces are tracked by using the Front-
Tracking method [7] or are captured by Level-Set [8], Conservative Level-Set [9, 10, 11], Volume-of-Fluid
(VOF) [12] or the “THINC" method [13]. The diffusive interface representation/phase-field method [14]
has also gained increasing attention, where the interface has a small but finite thickness and surface effects
are modeled by chemical potential so that all the jump conditions in the sharp interface representation are
regularized and smoothed across the interface. Similarly, the entire computational domain is described by

*Corresponding authors. Email addresses: guanglin@purdue.edu (G. Lin), ardekani@purdue.edu (A.M.
Ardekani)



mailto:guanglin@purdue.edu
mailto:ardekani@purdue.edu

the Navier-Stokes equations, so it can be considered as a “one-fluid formulation” method. This method can
be used to deal with multiphase and/or complex flow problems [15], especially for phase-change [16] and
moving contact line [17], where the finite-thickness representation of interface may be more appropriate.
A recent overview of comparing different interface capturing methods is proposed by Mirjalili et al. [18].
The comparisons between different models of surface tension are available in the literature, e.g. [19], where
the continuous surface force and ghost fluid method are compared, and [20], where the continuous surface
force and the surface stress of the phase-field method derived from chemical potential are compared. Instead
of discussing different interface tracking/capturing methods or surface tension modeling, we mainly focus,
in the present work, on discretizing the divergence form of the incompressible Navier-Stokes equations for
two-phase flows in both time and space.

Following the “one-fluid formulation”, the fluid motion is governed by the divergence form of the
Navier-Stokes equations in both sharp/diffusive interface representation, with an appropriate source term.

V-u=0, (1.1a)
d(pw)+V-(pu®@u) =-Vp+ V- [u(Vu+vu")| +f, (1.1b)
p=pxt),p=ult), (1.10)

where u is the velocity vector, p is the pressure, p is the density, p is the viscosity, f is the body force and
& corresponds to the tensor product. The body force f depends on the problem considered as well as on
the interface tracking/capturing method. Eq. (1.1a) is the incompressibility equation, Eq. (1.1b) represents
the momentum conservation equation, and Eq. (1.1c) indicates variable material properties due to the
presence of different phases. The left-hand side (LHS) of Eq. (1.1b) has different equivalent forms Eq. (1.2).

d:(pw) + V- (pu @ u) (1.2a)
is equals to
plou+V-(u®u) (1.2b)
or
plo;u+u-Vul. (1.2¢)

In single-phase problems, Eq. (1.2a) and Eq. (1.2b) are identical and are referred to as the divergence
convection term while Eq. (1.2¢) is referred to as the advective convection term. When the density is
variable as in cases of two/multi-phase flow, only Eq. (1.2a) is referred to as the divergence convection
term while we refer to Eq. (1.2b) and (1.2c) in this article as the non-divergence convection term.
Mathematically, the divergence and the non-divergence convection terms Eq. (1.2) are equivalent as long
as the velocity is divergence-free, which is required in Eq.(1.1a), while this is not numerically the case. The
discretized non-divergence convection terms may fail to conserve the momentum. On the other hand, the
momentum is discretely conserved when the divergence convection term is used since the momentum flux
moving out of one cell will go into its neighboring cells. Numerical solutions of single-phase flow problems
have shown in [21] that the divergence form of Navier-Stokes equations provides more physical results
than the non-divergence form using the same order-of-accuracy discretization. However, the non-
divergence Navier-Stokes equations are often used in two/multi-phase flow problems, even though the
momentum conservation is desirable [22]. Although the “one-fluid formulation” may give an impression
that the governing equations can be discretized in manners similar to those for single-phase flows, it should
always be noted that material properties may be discontinuous or may experience steep transition, especially
in the cases of large density/viscous ratio, which leads to additional numerical difficulty. In the case of
immiscible viscous two-phase flows, no-slip and no-penetration boundary conditions are applied at the
interface, resulting in a continuous velocity in the entire domain. However, the momentum can be



discontinuous or can change violently across the interface because of density variation. In other words,
solving the non-divergence form takes advantage of the globally continuous velocity field which is
favorable for numerical practice. The process of numerically solving the divergence form in two/multi-
phase cases is non-trivial and is not a straightforward extension from single-phase problems since the
momentum field should not be expected to be smooth anymore. This means that the numerical methods
that have been successfully used in single-phase problems are probably not suitable to two/multi-phase
cases although the governing equations Eq. (1.1) looks almost identical to the single-phase one.

Some efforts have been made to handle the divergence form of the Navier-Stokes equation Eq. (1.1)
in two-phase problems and the significance of solving the divergence form has been gradually realized. The
first scheme of this kind was proposed by Rudman [23], where the Volume-of-Fluid method was solved on
a grid that was twice as fine as those for solving the Navier-Stokes equations so that the detail of the
interface, as well as the density, was obtained at the faces of the velocity control volumes. Then the
momentum flux was calculated, and the flux-correction method was employed to improve stability. An
extension of [23] was presented by Bussmann et.al. [24], where a collocated grid was applied in order to
avoid the necessity of refining the Volume-of-Fluid gird. However, viscous and surface tension effects were
not considered in their numerical simulations. The significance of applying the divergence form of the
Navier-Stokes equations in two/multi-phase flow problems was first discussed in [24] and further explored
by Raessi and Pitsch [25], Chenadec and Pitsch [26], and Owkes and Desjardins [27]. It has been shown
that more promising results are obtained by solving the divergence form when large ratios of material
properties are present. Both [26] and [27] extended the geometric semi-Lagrangian method, which was
originally proposed for solving the Volume-of-Fluid equation, to momentum advection. The geometric
semi-Lagrangian method applied in [26] was based on [28] while the method introduced in [29], which is
a flux-based scheme modified from [28], was applied in [27]. In order to improve the interface
representation and consistency, [27] followed the set up in [23], where the Volume-of-Fluid gird was twice
as fine as that of flow variables.

The developed schemes for the divergence form of the Navier-Stokes equations in two-phase cases
mainly use the VOF method since they required an explicit representation of the interface. Although a Level
Set method was used in [25], the interface reconstruction was necessary to accurately evaluate the flux
density. This reconstruction process deteriorates the attraction of simplicity of the Level Set method. It
should be noted that interface reconstruction is a non-trivial process in VOF method and sometimes is not
straightforward to obtain it using other interface tracking/capturing methods. The geometric semi-
Lagrangian method applied in [26, 27] is also very complicated, where the mapping between the fixed
Eulerian grid and the deforming Lagrangian grid, and several sub-gird partitions have to be performed. As
has been noticed in [24], the requirement of explicit interface representation may hinder the application of
other interface tracking/capturing methods except for VOF while accurate VOF solver can be very
complicated.

The difficulty of discretizing the divergence form of the Navier-Stokes equations for multiphase flow
problems stems from the discontinuous nature of momentum in the sharp interface representation or from
the steep variation of momentum in the diffusive interface representation. Several efforts have been made
to numerically deal with discontinuity [30] and the WENO scheme [31] is considered as one of the most
successful ones. The WENO schemes have been used to solve shock discontinuity in compressible flows,
where the high-order accuracy is achieved while numerical oscillation is bounded (TVB). Its application to
incompressible single-phase flows has also been explored in the framework of artificial compressibility [32,
33] and projection method [34, 35]. However, as far as we know, the WENO scheme has not yet been
implemented for two/multi-phase Navier-Stokes equations although other technics from compressible
flows such as ENO have been recommended for discretizing Eq. (1.2b, 1.2¢) in two-phase flow simulations
[2,3,7].



1.1 Contributions in the present paper

In the present paper, we are proposing an accurate and efficient numerical scheme to solve the
divergence form of the Navier-Stokes equations Eq. (1.1) for two-phase flows on a fixed Eulerian grid. The
major difficulty comes from the discontinuous nature of momentum across interfaces. Although the
kinematic and no-slip boundary conditions at the interfaces of two immiscible and viscous fluids result in
continuous velocity across interfaces, the material properties of the fluids can be discontinuous across
interfaces, leading to discontinuous momentum field. Compared to the previous efforts in solving this
numerical challenge [23-27], our scheme has several preferable properties and advantages. We develop the
mixed Upwind/Central WENO scheme to discretize the divergence convection term of momentum, which,
as far as we are concerned, is the first extension of the WENO scheme to incompressible two-phase Navier-
Stokes equations on a MAC grid [36]. We notice that the material property fields implicitly include the
information of interface locations and the stencil candidates can sense this information, resulting in an
appropriate combination of stencils following the WENO reconstruction. Because of that, our scheme does
not require any explicit interface reconstruction, or grid deformation and mapping, which makes our scheme
convenient to be implemented. Our mixed Upwind/Central WENO scheme, requiring information no more
than distributions of material properties, also removes the dependence on the interface tracking/capturing
method so it is flexible to be accompanied with any popular interface tracking/capturing methods, e.g., front
tracking, level set, conservative level set, VOF, THINC or phase-field method and with different surface
tension modeling. In addition, we construct a semi-implicit projection scheme, sharing the efficiency of
pressure stabilization method [37-40], to decouple the two-phase system. All the discretized systems are
linear with time-independent coefficient matrixes, which can be generated at the very beginning of
computation without any changes during the computations. However, different from those in [37-40], our
new projection scheme enforces the divergence-free condition into machine precision, which is beneficial
for the advection of interface and the reduction consistency of the discretized viscous term. A similar fast
pressure-correction scheme was proposed by Dodd and Ferrante [41] to decouple the two-phase Navier-
Stokes equations. This scheme has successfully coupled with the mass-conserving volume of fluid scheme
proposed by Baraldi et. al. [42] to study the bubbly suspension flows [43]. It splits the pressure as those in
[40] to accelerate computation and obtains divergence-free velocity while treats the viscous term explicitly
for applications of large Reynolds number. Although in the appendix A of [41], an implicit treatment for
the viscous term was proposed, which is similar to our present work, its accuracy has not yet been explored.
Specifically, the splitting error introduced by their treatment is possibly 1%-order accurate in time from
Taylor expansion. In the present work, we have carefully designed the splitting error so that it is formally
2" order accurate in time and this has been confirmed by our numerical tests on a smooth manufactured
solution. Numerical tests show that the proposed scheme is capable of dealing with complex two-phase
flow phenomena, e.g. topological changes, large density ratios of the order of (pyater/Pair)> and moving
contact lines, accurately and efficiently.

The rest of this article is organized as follows. In section 2, we summarize the governing equations. In
section 3, spatial discretization is provided and the major focus is on introducing the Upwind/Central
WENO scheme for discretizing V - (pu®u), the divergence convection term. In section 4, the semi-
implicit projection scheme to decouple the two-phase system is presented, followed by the discussions
about its formal accuracy, efficiency, stability, and reduction consistency. In section 5, numerical
simulations are performed to validate the proposed methodology. Benchmark numerical simulations are
performed to show the ability of the overall scheme to deal with different two-phase problems.



2. Governing Equations

Following the “one-fluid formulation”, the fluid motion is governed by the divergence form of the
Navier-Stokes equations with the divergence convection term on the left-hand side and with appropriate
initial and boundary conditions.

V-u=0, (2.1a)
{Ot(pu) +V-(pu®@u) =-Vp+ V- [u(Vu+ Vu")] + fexe + fs. (2.1b)

where u is the velocity vector, p is the pressure, p is the density, u is the viscosity, f,¢ is the external force,
e.g., gravitation pg, f¢ models the surface effect, e.g. surface tension, and @ corresponds to the tensor
product. The density, viscosity and f; are considered as the inputs of our scheme.

In order to capture the interface, the phase-field method [40, 44] is applied.

9,0 + V- (up) = V- (MVP), (2.2a)

@ = A[h(¢) — V?¢), (2.2b)

h($) = 59(¢* — 1), (2.20)

A= %an, (2.2d)
with boundary conditions

9, =9, =0, (2.2¢)

at all the domain boundaries, where ¢ is the phase-field function ranging from -1 to 1, ® is the chemical
potential, A is the mixing energy density related to surface tension o, M is the mobility which is a constant,
71 determines the thickness of the interface. It should be noted that the convection term in (2.2a) is written
in the conservative form by taking the advantage of the divergence-free velocity field. The material
properties are linear interpolated by the phase-field function

+ - + -
p :.01202_}_.01202(]5,# =#12H2 +#12H2 ¢’ (2‘2f)
and the momentum source f derived from the phase-field method to model surface tension is
fs = OV (2.2¢)

We would like to emphasize that the major focus of our present study, which is developing the Mixed
Upwind/Central WENO scheme to discretize the divergence convection term and constructing the efficient
semi-implicit projection scheme to decouple Eq. (2.1), is independent of interface tracking/capturing
method. In other words, the interface capturing method is not restricted to phase-field method Eq. (2.2).
We have also used the proposed scheme in Section 3 and 4 with the Level-Set method as well. Since the
discussion of the advantages and disadvantages of different interface capturing methods is outside the scope
of the current work, we mainly present the results using the phase field method. For demonstration purpose,
we present in Appendix C two cases, where we use our scheme to solve the divergence form of Navier-
Stokes equations (2.1) while the phase-field method is replaced by the level-set method to capture interfaces
and the surface tension is modeled by continuous surface force. Excellent agreements are obtained with the
analytical and existing numerical solutions.

The discretization of the phase-field method is described here, and the rest of the paper will focus on
discretizing the divergence convection term in space in Section 3 and on decoupling the two-phase Navier-
Stokes equations in time efficiently and accurately in Section 4. The major difficulty in solving the phase-
field function is the 4"-order operator. We follow the temporal discretization in [15, 40], where the 4®-
order phase-field equation is separated into two independent Helmholtz equations that can be solved in
sequence to obtain the solution. More detail of the temporal discretization should be referred to [15, 40].
For spatial discretization, WENOU, which is introduced in section 3 by Eq. (3.1), is applied to the



convection term and central difference is used for the Laplace operator. The balanced-force algorithm [19]
is applied to fs, where the numerical gradient operators of fg and pressure gradient are discretized
identically by central difference and they are evaluated at the same location.
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Fig. 1 Staggered (MAC) grid arrangement and an example of u-CV.
3. Spatial Discretization

We follow the staggered (MAC) grid arrangement [36] for the spatial discretization, as shown in Fig.1.
This grid arrangement, which has been commonly applied in incompressible flow solvers, provides strong
and compact coupling between velocity and pressure, and consequently avoid the unphysical checkboard
solution of pressure that is possible in the collocated grid arrangement. The major difference from the
common practice of two-phase flow simulations comes from the convection term in the left-hand side of
Eq. (2.1b), which we refer to as the divergence convection term. Most attention will be paid on the
discretization of this term while the other terms, e.g., the pressure gradient, and the viscous term will follow
standard/common practices, e.g., in [2, 3, 45] using a central difference method. Some details of the
discretization of the viscous term will be provided for the consideration of reduction consistency, followed
by boundary treatments.

3.1 WENO Construction

The WENO scheme was originally an up-wind type scheme [31], proposed on collocated grids for
solving the conservative equations when the discontinuity is present. Later, the WENO scheme was used
on a staggered grid with a central stencil and referred to as central WENO [46, 47], where it works as a
non-linear interpolation method to evaluate the non-nodal values. Based on the staggered grid arrangement
and the physical properties of the flow, a mixed Upwind/Central WENO scheme is proposed and applied



to discretize the divergence convection term. We follow the general procedure proposed in [31, 46, 47] to
derive the necessary WENO scheme.

Given a pointwise function {¢;} at a set of points {¢;} with equal space h, find the desired value @
1) Specify stencil candidates S, and the whole stencil Uy, Sy.
2) Reconstruct polynomials P, from each stencil candidate S;, and P from the whole stencil Uy, Sy.
3) Evaluate the values of ¢ with polynomials P;, and P, whose results are referred to as I}, and Q.
4) Determine the linear weights Cj, of each stencil candidate Sj, by
Y Gl = Q.
5) Determine the smoothness indicator S, of each stencil candidate S;, by

lek

IS, = ZlthZ—l ( it )2 &,

where | depends on the order of the polynomial P, while the integral interval includes the location of the
desired value @.

6) Construct the non-linear weight wj, of each stencil candidates S; by

Wy = Bk oy = Ck
K7 Skar 0 KT (1s+eWENO)
h WENO j 11 b id he d i
where & 1s a small number to avoid zero at the denominator.

7) Evaluate the desired value @ by

@ = Yy wily.

The upwind-type WENO scheme will be referred to as WENOU while the central-type WENO scheme will
be referred to as WENOC in this paper.
We follow the formula of WENOU in [31, 35].

WENOU: Given {;} at {§;} and {us,1/,} at {€;41/>}, approximate ¢ = @(&;41/2)

IfUjyq/2 20,

1 5 1
Iy =3¢i t L Qit1 — S Piras (3.1a)

1 5 1
Ly ==2¢i1 500 5 Pitas (3.1b)

1 7 11
L =302 Pi-1 T @i (3.1¢)
Co=03,C, = 06,C, = 0.1, (3.1d)

2
— V2 $iv1/2 1 21-1 &

ISy = Xi=1 f&—l/z h (dfl) dg, (3.1e)

else

11 7 1
Iy =7 Qit1 =L Pivz + 5 Pisss (3.1



1 5 1
L =30+ 01— Pis2s (.1g)

1 5 1
L ==Z@i1+ -0+ 50, (3.1h)
Co=0.1,C, = 0.6,C, = 0.3, (3.19)
¢i 1 (ap) ;
IS = Tha f 20 h271 () de. (3.1j)

Three WENOC schemes, which are the cornerstones of the mixed Upwind/Central WENO Scheme in
section 3.2, are derived and their results are given below.

WENOCI: Given {@;} at {¢;}, approximate § = % I, Sie1/z p(&)dé

§im1/2
lo =2 iy — =iy + 2 ;. (3.22)
L = i(pi—l + %‘l)i + i§0i+1: (3.2b)
I, = g‘ﬂi - 22_4<Pi+1 + i‘l’wz: (3.2¢)
Co=—5m, Cr=o, Cp=—-T, (3.2d)
ISk = Xiea f;iff/j h?1 ("Z—;")Z dg. (3.2¢)

It should be noted that the linear weights C, and C, are negative, implying that it is not a convex
combination of the stencil candidates, resulting in instability. After computing I, C;, and IS, from Eq.
(3.2a)-(3.2e), the procedure described below has to be performed to resolve this stability issue [46]

- 1 ~— ~

ik =5 € +31GD . 7k = 7 — G (3.29)
ot =Y 7. CE =7 /0, (3.2g)
¢~ ot Tpwil — 0 T wily, (3.2h)

where o* and w,‘f are defined by the linear weights C;, from (3.2f)-(3.2g), and @, the term being
approximated, is computed from (3.2h).

WENOC?2: Given {¢;} at {§;}, approximate ¢ = §0(§i+1/2)

Iy = ifpi—z - %(pi—l + 1_2471' + %§0i+19 (3.3a)
I = _%G(Pi—l +116(Pi +1i6(Pi+1 _1_16(pi+2’ (3.3b)
I = %(pi + 1_2¢i+1 - %§0i+2 + 1_16§0i+39 (3.3¢)
Co=—.Ci=15.Co= ) (3.3d)

lek

2
IS, =¥, fgim h?t-1 ( &l ) ds. (3.3¢)



WENOCS3: Given {¢@;} at {¢;}, approximate § = % ) ;i“ p(&)dé¢

Iy = i‘ﬂi—z - %‘Pi—l + gﬁﬂi + %fpiﬂa (3.42)
L= =5 @i+ 3 0+ 3 Qs — 52 Piaas (3.4b)
I = %‘Pi + %§0i+1 - %(pHZ + ifpi+3= (3.4¢)
CO=%,61=§,CZ=%, (3.4d)
IS, = iy [ p2 (‘Z—?{‘)Z d, (3.4¢)

Since all the linear weights in WENOU, WENOC2 and WENOC3 schemes are positive so there is no
need to use (3.2f-h) when computing them. After computing I, C; and IS;, with the formula Eq. (3.1, 3.3,
3.4), the nonlinear weights can be computed as wy, = @/ Y @y with @y = Cp /(IS + e WVENO)Z The
term being approximated, @, is computed as Y. wyI.

3.2 A mixed Upwind/Central WENO Scheme for the Divergence Convection Term

Using the WENOU Egq. (3.1) and WENOC Egq. (3.2-3.4), derived in the previous section, we are able
to discretize the divergence convection term on a fixed Eulerian gird without any explicit interface
reconstructions. We consider the integral form instead of the differential form of the divergence convection
term due to the discontinuous nature of momentum at the interfaces.

1

N(pw) =V (pu @ u) = =T o uou-m)ds ~ o

Dk My Uy, (3.5

where n is the unit outward normal of the cell faces, || is the volume, €, is the k™ face of the control
volume  and

Ty, = faﬂk(pu -n)dS (3.6)

is the mass flux moving out from the control volume (1 to its neighbors sharing a common face 9, with Q.
In order to clearly state how to approximate the divergence convection term by the mixed Upwind/Central
WENO Scheme, the discretization of the N, (p, u) will be discussed in detail. The x-component of the
divergence convection term is firstly approximated by Eq. (3.7).

MelUe+My Uy +MpUn+TgUg
- : (3.7)

Nx(p' u) ~

where e,w,n, and s represent the faces of the control volume ( as shown in Fig. 1 and i, is

e = (1) Jyq, (W) dy, (£) = {f ,’: e (3.8)
e = () g, (o) dx, () = {20 (3.9)

Firstly, the velocities at the volume faces e,w,n,s have to be evaluated. Since these velocities transport
the mass as well as momentum, the upwind stencil will be physically appropriate. Consequently, WENOU
is applied to approximate u; (k = e, w, s, n) with the upwind direction determined by the sign of the linear-



interpolated velocity at volume faces. Once the velocities at the volume faces have been specified, the
values of (pu) at the volume faces e/w can be determined since the density nodes are located at the centers
of those faces of the u-CV as shown in Fig. 1.

Secondly, the integral in Eq. (3.8, 3.9) has to be approximated. Instead of using the mid-point rule
introduced in [2, 3, 45], WENOCI Eq. (3.2) is applied to approximate the mass flux m; (k = e,w) . The
reason to use WENOC is twofold. First, there is no directional bias of the mass flux integration along y-
direction so it is appropriate to use the central stencil. Second, in practice, the density field is regularized
or smoothed close to the interface to avoid numerical difficulty caused by the discontinuous density field
even in the sharp interface representation with the non-divergence convection terms. The density field
implicitly includes the information of interfaces and the WENOCI1 scheme is able to use this information.
It also acts as a flux limiter by the nonlinear weights in the WENO scheme.

Some minor modification has to be made to approximate 7, (k = n, s) since the density nodes and
the y-velocity nodes are not collocated as shown in Fig. 1. The density is first evaluated at the cell corners
ne, nw, se and, sw shown in Fig.1, where the y-velocity nodes are located, with WENOC2. Then (pv) at
cell corners can be evaluated. Similarly, there is no bias direction for the integral of the mass flux along x-
direction so WENOCS3 is applied to approximate the mass flux m;, (k = n, s) and it is also playing a role
as a flux limiter.

In summary, the procedure to approximate the divergence convection term is
Step1: evaluate u; (k = e, w,s,n) with WENOU
Step2: evaluate (pu); (k = e, w)

Step3: evaluate [, o, (Pw) dy (k = e,w) with WENOCI
Step4: evaluate p;, (kK = ne, nw, se, sw) with WENOC2
Step5: evaluate (pv), (kK = ne, nw, se, sw)
Step6: evaluate [, ﬂk(pv) dx (k = n,s) with WENOC3
Step7: evaluate the divergence convection term with Eq. (3.7-3.9).
A similar procedure can be used for the Ny, (p, u). Because of the staggered (MAC) grid arrangement,
however, steps1-3 are for the faces 3, (k = n, s) while steps 4-6 are for faces dQ; (k = e, w).

3.3 Note for Discretization of the viscous term and Boundary treatments

The viscous term has the form
D(p,u) = V- [u(Vu + vuT)]. (3.10)

Its discretization follows the common choice of 4™ or 6 order accurate central difference method to avoid
excessive numerical error for long-time simulation. However, the high-order central difference
discretization is only applied to Vu while the 2"-order central difference discretization is applied to VuT.
This comes from the consideration of reduction consistency. Most of the computational domain is occupied
by a single fluid phase where viscosity is constant. In this case, the viscous term should numerically reduce
to uV2u in most of the domain. In other words, V - (VuT) has to be zero in the bulk region. To achieve this,
the 2"-order central difference discretization of VuT in the MAC grid arrangement will end up with an
algebraic equation the same as the discretized continuity equation Eq. (2.1a), which is enforced in each time
step to zero with our projection scheme introduced in section 4. This means that with a 2™-order central
difference discretization, V - (VuT) will be numerically zero in the bulk region, which satisfies reduction
consistency. The WENO schemes require a wide stencil. Ghost points are added outside the computational
domain so that we do not need to modify the stencil and/or the discretization scheme for the boundary nodes.
The values of the ghost points are specified by boundary conditions. For the periodic boundary condition,



the ghost-point values are equal to the corresponding internal points. A linear interpolation has been
implemented for the Dirichlet boundary condition while a central difference has been implemented for the
Neumann boundary condition to specify the ghost-point values.

4. An Efficient Semi-Implicit Projection Method with Formally 2"¢-Order Accuracy for
Velocity

The projection scheme [48] is one of the most popular methods that has been widely used in single- or
multi-phase flows. In the projection method, an intermediate velocity field is obtained first from the
(modified) momentum equations and then based on the Helmholtz decomposition, the intermediate velocity
field is decomposed into a divergence-free vector field, which is the desired velocity field, and a scalar field,
which is related to pressure. The Helmholtz decomposition results in a Poisson equation. For single-phase
flows, this Poisson equation has a constant coefficient while in the cases of two/multi-phase flows, a space-
and time-dependent coefficient is involved. Not only solving a Poisson equation with a variable coefficient
but also updating the coefficient in each time step is much more time-consuming than the one with a
constant coefficient. To alleviate this issue, a method named pressure stabilization was proposed in [37-40].
In this method, the divergence-free condition is relaxed so that the divergence-free error is consistent with
the time discretization error in the momentum equation. Under this relaxation, a Poisson equation with
constant coefficient can be derived even in the cases of variable density. Numerical results in [38, 41]
showed that minor difference was observed between the pressure-stabilization method and the one solving
variable-coefficient Poisson equation.

It should be noted that a final divergence-free velocity is desirable. As mentioned in the last section, a
divergence-free velocity will improve the approximation of the viscous term. More importantly, with a
divergence-free velocity field, the advection equation of VOF, Level-Set and Phase-Field methods can be
rewritten as a conservative equation, which is important to ensure the conservative property of the solution.
Several numerical techniques can be used for the conservative equations [30, 31, 46]. In the proposed
scheme, an additional step is introduced, like that in [41], to enforce the divergence-free condition.

Assuming the density and viscosity at n + 1 time level are known, we use a backward difference
scheme for the sake of stability. The scheme consists of 3 steps.

Stepl:
~ ~ 1 — 1 * * 1 *
Z_t;u _ VOVZu — pn+1Atpu _ o N(pn+1,u ,n+1) _ va n+l p_ov(p n+1 pn) +
1 * * 1 1
v D(Mn+1’u ,n+1) _ vOVZu n+1 + ng;tl + W ?+1’ (4.1)
Step2:
Yo o n+1 _ a9y — gy
{At @™ =) == 2Vp' (42)
V-uttl =90
Step3:
p"tt=p" +p, (4.3)
where y, and ¥ depend on the time discretization scheme, e.g., yo = 1, ¥ = x" for the 1%-order and y, =

*n+1

g, X=2x"- % x™ 1 for the 2"-order backward difference. Similarly, y is an extrapolation in time,

e.g., x "1 = y™ for the 1*-order and y*™*1 = 2™ — ™1 for the 2"-order. For the sake of stability, we
1 max(uy,42)

follow the criteria suggested in [40] that py < min(p4,p,) and vy = 2 min(py0)

. In step1, the numerical



treatment proposed in [44] and in the Appendix C of [41] to diffusion equation with variable diffusivity has
been employed to the viscous term of the Navier-Stokes equations. This treatment maintains the advantage
of stability while avoids a time- and space-dependent coefficient matrix resulting from the discretization.
Step2 follows the pressure stabilization scheme in [37-40]. The discretization in Step2 results in a linear
system of the pressure increment p’, whose coefficient matrix is invariant. The pressure is updated in step3
and the velocity correction is applied so that the velocity is divergence-free (to machine precision). Except
for the periodic boundary condition, we consider that n - u™*! = n - % at the domain boundaries, leading
to the homogeneous Neumann boundary condition for pressure correction p'.

Some properties of the proposed scheme can be analyzed by assuming the solution is smooth. The
formal accuracy of a projection method is normally governed by the splitting error introduced by the
decoupling of velocity and pressure. Using the Taylor expansion of step3, we can show that p’ is of order
0(At), leading to (u™*! — %)~0(At)?. Similarly, we can show that (u™*? — u*™*1), (u*™*! — 1) and
(p™*1 — p*™*1) are of the order O (At)? when 2™-order extrapolation is applied. The analysis implies that
the overall splitting error introduced to the momentum equation Eq. (2.1b) of the proposed scheme is up to
2" order. Since that, we expect that the velocity is formally 2™-order accurate in time when using 2™-order
backward difference and this is confirmed by our numerical test in the next section. After analyzing the
formal accuracy, we consider the efficiency. The full discretization of steps1 and 2 results in linear systems
of equations for velocity u and pressure increment p’. It is clear that the coefficient matrices are time-
independent, so they can be generated and saved or even inversed at the very beginning of computation. In
addition, the consequent matrices are all diagonal-dominant so that available direct or iterative linear system
solvers can be efficiently applied. In each time step, there is no internal iteration (excluding the linear
system solver if an iterative algorithm is applied), which is also beneficial for efficiency. Reduction
consistency has also been achieved by the proposed scheme. It will reduce to the standard incremental
pressure-correction scheme [48] when single-phase flow problems are considered, e.g., pg = p1 = p2 =p
and vo = uy/p1 = Ua/p2 = v. It should be noted that although the spatial discretization introduced in
Section 3 is based on the divergence form, splitting errors from decoupling the incompressible Navier-
Stokes equations are introduced to improve efficiency, which could be non-conservative. In addition, a time
integration method may also introduce non-conservative error, e.g. the backward difference is dissipative.
However, the splitting errors and the time integration error in our proposed scheme are consistent with
0(At)? so that they are controllable. This has been confirmed by our numerical tests.

5. Validation
5.1 Primary Numerical Tests

In this section, four cases are performed to validate the properties of the proposed scheme. In the first
three cases, which are the Taylor-Green vortex, lid-driven cavity, and inviscid horizontal shear layer
problems, we focus on the reduction consistency. The proposed scheme for two-phase flow system should
recover the results of single-phase flow system when there is only one fluid. The Taylor-Green vortex is a
transient problem while the lid-driven cavity is used to test the ability of the scheme to reach steady state.
The inviscid horizontal shear layer tests the ability of our scheme to reach the Eulerian limit. After
performing these tests, a manufacture solution will be used to evaluate the formal order of the temporal
accuracy of our efficient semi-implicit projection scheme for cases with variable density/viscosity. Finally,
a steady drop case is performed to clarify the effect of the viscosity ratio on the spurious current.

A. Taylor-Green Vortex

The Taylor-Green vortex is considered as a routine test to evaluate the ability of a Navier-Stokes solver
to accurately solve transient problems. When the density and viscosity are constant in the entire domain



and f.x: = fs = 0, we expect the proposed two-phase flow scheme, including the Mixed Upwind/Central
Scheme, which discretizes the divergence convection term, and the efficient semi-implicit projection
scheme, to recover the single-phase results and to reproduce the numerical properties of the standard
incremental pressure-correction scheme [48]. The solution of the Taylor-Green vortex is

u = sin(kx) cos(ky) exp(—2uk?t/p) (5.1a)
v = — cos(kx) sin(ky) exp(—2uk?t/p) (5.1b)
p= %p[cos(ka) + cos(2ky)]exp(—4uk?t/p) (5.1¢)

where k is the wave number. It is easy to check that the above expressions satisfy the Navier-Stokes
equations Eq. (2.1). In this case, the domain is [2m X 2m|withk=1,p; = p,=p=1landpy; = pu, =
u = 0.01. The periodic boundary conditions are implemented at all the boundaries to all the dependent
variables u, v, p.

We first fix the time step to be 0.001, while different cell sizes ranging from 2m/8 to 2t /128 are used
to check the spatial order of convergence. In total 100 time steps are performed for each cell size. The
numerical results are compared with the analytical solution and the maximum pointwise errors of velocity
pressure, pressure gradient and divergence of velocity are listed in Table.1.

Table 1. Results of the Taylor-Green vortex 1 (time step=0.001, 100 time steps performed)

o dreonon | EOTOT Rate  Bmorofp  Rwe oSN R DV
8 1.34E-03 3.8172 0.0112 1.1926 0.069363 1.6088 3.60E-16
16 9.22E-05 5.0449 0.0049 1.2927 0.022742 2.0329 6.60E-16
32 2.79E-06 4.9520 0.002 1.8063 0.005557 1.9930 1.44E-15
64 9.03E-08 5.1051 5.72E-04 1.9481 0.001396 1.9970 2.88E-15
128 2.62E-09 - 1.48E-04 - 3.50E-04 - 5.76E-15

From Tablel, 5"-order convergence for velocity is observed, while the pressure, as well as pressure
gradient, is second-order accurate. The same convergence rates were also reported in [35], where the
WENOU scheme was applied to the single-phase incompressible Navier-Stokes equation. However, this
unexpected high-order convergence of velocity seems violating the numerical analysis since the second-
order error from the pressure gradient will be dominant and the overall order of accuracy should be second
order. Explanation of this unexpected high order was not provided in [35]. After reexamining the derivation
of the solution of Taylor-Green vortex, it should be noted that the convection term is analytically balanced
by the pressure gradient. Numerically, we discover that the leading orders of the convection term and of
the pressure gradient cancel each other, leading to a high-order (5" order) accurate solution, which is
consistent with the numerical results presented. We conclude that the high-order convergence of velocity
is due to the property of the Taylor-Green vortex and the velocity is second-order accurate in space in
general, limited by the approximation of the pressure gradient. Our analysis indicates that, although Taylor-
Green vortex is commonly used to check the order of a Navier-Stokes solver, special attention should be
paid to the obtained results.



Secondly, a fixed cell size 2m/256 is used while the time step At is changing from 0.1 to 0.00625 to
obtain the temporal order of the scheme. The moment to stop the computation is at t = 1 for all cases.
These results are listed in Table 2 where L, errors are computed as

2
Eyiene = \/Zi.j(a?ft — aff)"/(NxNy) , (5.2)

where a could be u, v, p, and N, and N,, are the number of cells along x and y directions. Our observation
is consistent with the mathematical proof of the standard incremental pressure-correction scheme [48] that
both velocity and pressure is 2"-order accurate in time under periodic boundary condition. The maximum
|V - u| of each At is around 2.74E-15.

Table 2. Results of the Taylor-Green vortex 2 (cell size=2m/256, end time=1)

Time Step 2At /At Error of u or v Rate Error of p Rate
0.1/0.05 1.09E-06 2.0011 3.47E-06 2.0014
0.05/0.025 2.73E-07 2.0006 8.66E-07 2.0007
0.025/0.0125 6.83E-08 2.0003 2.16E-07 2.0003
0.0125/0.00625 1.71E-08 - 5.41E-08 -

B. Lid-Driven Cavity

The lid-driven cavity flow is another case that is used to evaluate the reduction consistency of the
proposed scheme and further test its ability to accurately reach the steady state. There is no analytical
solution for this case, while standard numerical results are available in [49]. It has been shown that
complicated flow patterns can be generated in such a simple geometry and setup when Reynolds number
Re increases. We follow the standard setup that the domain is [1 X 1] withp; = p, =p=1and y; =
U, = u = 1/Re. All boundaries are no-slip and no-penetration. The upper wall is moving horizontally with
a velocity equal to unity, while the other walls are stationary. We perform three cases of Reynolds numbers
100, 1,000 and 3,200. For the cases of Reynolds number 100 and 1,000, the domain is discretized by 50x50
cells with time step 0.01, while 100x100 cells are used in the case of Re=3,200 to capture the small-scale
motion near the cavity corners with time step 0.005. 1,000, 5,000 and 30,000 time steps are performed in
these three cases, respectively. Our results of u-velocity at the vertical centerline and v-velocity at the
horizontal centerline are compared with the corresponding data in [49] and shown in Fig. 2. Very good
agreement is achieved in all three cases with Reynolds numbers 100, 1000 and 3200. The streamlines of
these three cases are also presented in Fig. 3 which are also in agreement with those in [49].
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Fig. 3 Streamlines of the driven cavity. Left: Re=100, Middle: Re=1,000, Right: Re=3,200
C. Inviscid horizontal shear layer

The inviscid horizontal shear layer problem from Bell et.al. [50] is performed to test the ability of the
present scheme to deal with the Eulerian limit. We followed the problem set up in [50], where the
computational domain is [1 X 1], with p; = p, = 1, ; = u, = 0. The double periodic boundary condition
is applied. 128 and 256 cells along each direction were used and the time step At was 10~3. The initial
condition was

tanh (y—(;)l.zs) ,fory < 0.5

u= ,U = 0, sin(2mx) (5.3)

tanh (0'7651_y) ,fory > 0.5

with §; = 1/30 and §, = 0.05. The vorticity (@ = V X u) contours from 256 X 256 cells are shown in
Fig. 4 and excellent agreements with those in [50] was achieved. It is worth noting that although 256 X 256
cells are used, our result preserves very fine vortex structure which only appears with 512 X 512 cells in
[50]. This means that our scheme is more accurate and is able to resolve smaller structure with the same
grid resolution.
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Fig.5 Kinetic energy versus time with 128 X 128 and 256 X 256 cells.

The kinetic energies K = [ (u® + v?)dQ from both the 128 x 128 and the 256 X 256 cells are

shown in Fig. 5. For a Eulerian flow, the kinetic energy K is conserved since there is no viscous
dissipation. However, numerical dissipation from time and/or space discretization will introduce kinetic
energy loss. Our numerical results show that the kinetic energy maintains its initial value for a while
and then begins to decay. When we refine the grid, we have a longer period of constant kinetic energy
and a slower decaying rate. The overall kinetic energy loss is about 0.3% and 0.1% for 128 X 128 and
256 x 256 cells, respectively.



D. Manufactured solution for variable density/viscosity fields

Here, we evaluate whether the overall scheme works properly when density and viscosity fields are
changing in both time and space. In addition, the analysis that the splitting error introduced to the
momentum equation is consistent with the time discretization up to formally 2"-order has to be validated.
A manufactured solution with variable density and viscosity fields is constructed. We assume the velocity,
pressure, density as well as viscosity are smooth and have the forms

u = sin(mx) cos(my) sin(t) (5.4a)
v = — cos(mx) sin(mry) sin(t) (5.4b)
p = sin(mx) sin(my) cos(t) (5.4¢)
¢ = cos(mx) cos(my) sin(t) (5.4d)

=R e =R R (5:4¢)

An appropriate source term f derived from the manufactured solution is added to the Navier-Stokes
equation. The constructed velocity satisfies with the continuity equation. In this case, the density and
viscosity are time- and space-dependent. Our focus is on the formal order of the splitting error for the
velocity field. The density as well as viscosity fields is given based on Eq. (5.4d-e) in each time step and
then the proposed scheme is performed. However, practically we are unable to isolate the splitting error
from the overall temporal error, which consists of the splitting error and time discretization error. Since a
2"_order backward difference scheme is applied in time discretization, we expect at least 2"-order of
convergence for the splitting error if the observed overall temporal error is also 2™-order for velocity.

The computational domain is [2 X 2] and is discretized using 256 cells in each direction to eliminate
spatial error with a sufficient number of cells. The density and viscosity are p; = 100, p, =1, 43 =1
U, = 0.01. The time step At is ranging from 0.1-0.00625 and the computation is stopped att = 1. The
symmetry boundary conditions are imposed at all the domain boundaries. The L, errors Eq. (5.2) of velocity
components and pressure obtained using different time steps are listed in Table 3. We observe that the
overall temporal errors of velocity components converge with the rate O(At)? which is the same as the
formal order of the time discretization, implying also the 2™-order convergence of the splitting error. Our
observation is consistent with our analysis of the present scheme in section 4. The error of pressure is
consistent, and we can expect formally better than 1%-order accurate in time with small time step. The
maximum |V - u| of each At is around 6.46E-15. In two-phase flow problems, which are often transient,
the time step is usually small in practice in order to capture the dependence of physics on time, implying
that the formally 2™-order splitting error can be very small. As shown in [38], even the formally 1*-order
splitting error introduced by pressure-stabilization scheme makes little difference to the solution.

These numerical results show that no matter what the cell size or time step is, the present projection
scheme enforces the divergence-free condition accurately to machine precision, like that in [41], with both
invariable and variable material properties. This property was not achievable in [37-40] while the present
scheme shares the same efficiency as those in [37-40], which has been discussed in section 4. In addition,
the mixed Upwind/Central WENO scheme, which discretized the divergence convection term, works
accurately for variable density/viscosity fields.

It should be noted that, so far, all the numerical tests are unrelated to any interface tracking/capturing
methods. In other words, all the properties shown by the numerical experiments belong to the proposed
scheme solving the divergence form of the Navier-Stokes equations and they are independent of interface
tracking/capturing methods. It should again be noted that, so far, the accuracy discussed and tested is the



formal accuracy, which is defined for a smooth solution. For real two-phase flows, the order of accuracy
depends not only on the Navier-Stokes solver but also on the interface tracking/capturing methods.
Generally speaking, the two-phase flow solution is not smooth, and the accuracy would probably be less
than the formal accuracy.

Table 3. Results of the manufactured solution (cell size=2/256, end time=1)

Time Step 2At /At Error of u Rate Error of v Rate Error of p Rate
0.1/0.05 1.86E-03  1.2543  1.30E-03 1.0659  9.04E-02 0.0715
0.05/0.025 7.82E-04 19959 6.22E-04 2.0015  8.60E-02 3.2521

0.025/0.0125 1.96E-04 2.1622 1.55E-04 2.1895 9.03E-03 1.6870
0.0125/0.00625 4.38E-05 - 3.40E-05 - 2.80E-03 -

E. Steady drop

Although the velocity in the two-phase flows is continuous across the interface, the derivatives of the
velocity can be discontinuous since the shear stresses from different fluid phases have to be balanced at the
interface. In other words, whenever there is viscosity difference between the two fluids, there is always
discontinuous velocity derivatives and this discontinuity is stronger for larger viscosity ratios. This can lead
to large errors in the computation of the divergence of the velocity, which provides the source of error for
the pressure equation Eq. (4.2), and, as a result, leads to unphysical spurious current. To clarify this effect,
the steady drop case is considered. In this case, the phase-field equation Eq. (2.2) is solved.

A drop of radius R = 2 is located at the center of an 8 X 8 domain. Free slip boundary conditions were
applied at all the boundaries. All the velocity components and pressure are set to be zero initially. Since the
drop is in its equilibrium shape, the velocity components should maintain zero and there should be no
displacement and deformation of the drop. All the cases have a unity density ratio, with the fixed surface
tension 730, and fixed cell size R/20, so that the circle is well-resolved, and time step is At = 107°.

The inviscid case was performed to be the reference case, where both fluids inside and outside the drop
have the same density and are inviscid. The only driving force is the numerical error introduced by the
imbalance between the pressure and the surface force fs from the phase-field method. In addition, cases
with different viscous ratios p/pu, , where 4 is the viscosity of the fluid inside the drop while yu, is the
one outside, ranging from 1073 to 103, were performed and compared to the inviscid case. Both the L, and
Lo, norms of the x-component velocity u after 1 and 1000 time steps are summarized to represent the
strength of the spurious current in Table 4.

From Table 4, the strength of the spurious currents is very small in all the cases. The strengths of the
spurious currents for high viscosity ratio cases are similar to the inviscid one. It is clear that, by using the
proposed scheme, the strength of the spurious current is unrelated to whether the fluid inside the drop is
more viscous than the one outside or not, or to the ratios of the viscosity of the fluids. In addition, the
strength of the spurious current after 1000 time steps is 1000 times larger than those after 1 time step,
implying a linear growth of the spurious current. In other words, the growing rate of the spurious current
does not increase during the computation. In conclusion, with our scheme, the viscous ratio doesn’t magnify
the unphysical spurious currents.



Table4. The L, and L, norms of the velocity u of the steady drop case with different viscosity ratios

. After 1 Time Step After 1000 Time Steps
.ul/nu'Z*ratlo L2 Loo LZ Loo
0/0 8.87E-07 7.36E-06 8.87E-04 7.36E-03
1073/1073 =1 8.87E-07 7.36E-06 8.87E-04 7.36E-03

1073/1072 = 1071 8.87E-07 7.36E-06 8.87E-04 7.35E-03
1073/1071 = 1072 8.87E-07 7.36E-06 8.84E-04 7.34E-03
1073/1=10"3 8.87E-07 7.36E-06 8.62E-04 7.20E-03
1072/1073 =10 8.87E-07 7.36E-06 8.87E-04 7.35E-03
1071/1073 = 102 8.87E-07 7.36E-06 8.84E-04 7.33E-03
1/1073 =103 8.87E-07 7.36E-06 8.62E-04 7.08E-03

5.2 Two-phase flow Tests

The properties of our scheme including reduction consistency, formal accuracy, and the effect of
viscosity ratio on spurious current have been tested with primary numerical tests in section 5.1 and all the
results are accurate and consistent with the numerical analysis. The following four cases are the benchmark
two-phase flow problems, showing that the proposed mixed Upwind/Central WENO Scheme, discretizing
the divergence convection term, and the efficient semi-implicit projection scheme, decoupling the two-
phase Navier-Stokes equations, are able to handle real-world two-phase flow problems. The convergence
behavior of the present scheme coupled with the phase-field method in real-world two-phase problems will
be discussed by using the capillary waves, whose exact solutions are available. It is the interface capturing
method that is responsible to maintain mass conservation. The phase-field method shows very good mass-
conservation property in all the following cases. The results of the mass changes in each case are reported
in Appendix A.

F. Capillary Waves

A slightly perturbed horizontal interface separating the heavier fluid 2 at the bottom and the lighter
fluid 1 at the top will induce an interfacial capillary wave that is gradually attenuated due to viscosity. The
exact sharp interface solution is available by Prosperetti [52] using a perturbation analysis. In this case, we
are going to analysis the convergence behavior of the proposed scheme coupled with the phase-field method.
Although the formal accuracy of the scheme has been tested in section 5.1 with smooth solutions, there are
jumps in real-world two-phase solutions, which will deteriorate the accuracy.

Following the set up in [51], the domain is [2 X 21| with surface tension 2. The initial perturbation is
modeled by a sinusoidal wave with amplitude A = 0.01 X 2w and wavelength k = 1. The x direction is
discretized by 33 cells, which is sufficient to resolve a wave with wavelength 1. The odd number of cells
in the x direction is assigned so that there are nodal points located at the center of the domain. The free slip
boundary condition is implemented at the top and bottom boundaries while the symmetry boundary
condition is implemented at the left and right boundaries. We consider the number of cells in the y direction
to be 17, 33, 65, 129, 257 cells, the density and viscosity ratio to be 1,10,100 with kinematic viscosity
0.0647, and the interface thickness n = 3Ay, 4.5Ay, 7Ay, 10Ay. The numerical results are compared with
the analytical result. The L, errors of all the cases are shown in Fig.6.
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Fig. 6 L, errors of the capillary wave cases. Left column: p,/p; = 1; Middle column: p,/p; = 10; Right column
p2/p1 = 100; Top row: errors with respect to Ay; Bottom row: errors with respect to 1

It is clear that the numerical error is consistent such that the error decreases when the cell size or
interface thickness is reduced. When refining the cell size, the truncation error from the discretization of
the continuous governing equations is getting smaller. When reducing the interface thickness, the model
error from approximating the sharp interface solution with a diffuse interface model (the phase-field method)
is also reduced. In general, we observe that the order of accuracy with respect to cell size is close to but less
than 1%-order accurate while the order of accuracy with respect to interface thickness is about 1%-order
accurate. However, we also observe that the convergence rate slows down after some cell sizes and even a
little bit increases with smaller interface thickness. These behaviors of convergence imply that the
truncation error and the model error is not the complete picture of the errors in a phase-field system. Jacqmin
[53] had a detailed description of the phase-field dynamics in two-phase flows and analyzed different kinds
of errors in the phase-field system. Jacqmin [53] shows that the truncation error is always less than 1¥-order
and the model error is 1*-order with respect to interface thickness. Jacqmin [53] also shows that there are
other errors, called intrinsic errors in this paper, from the modification of the intrinsic energy balance of the
phase-field system by discretized representation and transportation of the phase-field system. These
intrinsic errors, although small, growth with respect to (n/h) , where h is the cell size and specifically is
Ay in this case. When the cell size and/or (n/h) is large, the truncation error and the model error are
dominant, and the numerical error converges with the correct order. When the cell size and/or (n/h) gets
smaller, the truncation error and the model error become smaller and smaller, and the intrinsic errors begin
to appear, which slows down the convergence rate. When (1/h) continues decreasing, inconsistency can
appear such that the error with respect to smaller (1/h) is larger than that with larger (n/h) since the
intrinsic errors increase as (1/h) decreases. We also discovered, from our numerical results, that the
intrinsic errors increase also with respect to density ratio. In the range of cell sizes and (1/h) considered in
the numerical tests, the numerical error in the matched density case is still in the regime where the truncation
error and the model error are dominant and both of them converge with the correct rate. The second regime
where the intrinsic errors begin to appear and slow down the convergence rate occurs in the case of



(p2/p1 = 10). The third regime where the intrinsic error becomes dominant and inconsistency with respect
to (n/h) appears occurs in the case of (p;/p; = 100). In other words, the density ratio tends to signify
the intrinsic errors of the phase-field system, which has not been discussed by Jacqmin [53]. In order to
show that there are intrinsic errors in the matched density case, we perform computations with a wider
range of (17/h) and with 513 cells along the y direction. With a finer grid, the truncation error and the model
error are smaller, and it is easier to show the intrinsic errors. We do observe in Fig. 7 the inconsistent regime
after n < 4.5Ay and the interface almost doesn’t move in the case of = Ay. This weird result of “trapped”
interface actually has been emphasized by Jacqmin [53]. Based on the analysis in [53], when an interface
moves across a cell, there is an interfacial energy flucturation. In other words, there is an energy barrier to
be overcome before the interface can move across a cell. This energy barrier, which is a kind of intrinsic
errors, increases when (1/h) decreases. If this energy barrier is so large that it is unable to be overcome by
the driven force of the two-phase flow, the interface won’t move, and this is the case when n = Ay. So far,
all the numerical results are fully consistent with phase-field dynamics and its error analysis. Interested
readers can study Jacqmin [53] for more detailed descriptions and discussions about the phase-field
dynamics and its error analysis.
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Fig. 7 Capillary waves obtained from different  with Ay = 2m/513 and p,/p; = 1

To illustrate the flexibility of our scheme, we have performed the matched density case with the Level-
Set method and the continuous surface force as well. Excellent agreement with the analytical solution is
obtained. The Level-Set results are in Appendix C.

G. Rayleigh-Taylor Instability

The second case is the Rayleigh-Taylor instability, which is considered as a benchmark problem for
two-phase flows and is important to capture the motion of miscible fluids. The physical configuration of
Rayleigh-Taylor instability involves the complicated evolution of the interface. A denser fluid is initially
staying above a lighter fluid with a horizontal interface separating these two fluids. When a perturbation is
applied, the interface is unconditionally unstable, and these two fluids penetrate each other. During the
penetration, small-scale flow patterns appear, generating complicated interfaces between these fluids. We
consider two Atwood numbers At = (Pmax — Pmin)/(Pmax + Pmin) and compare our results with those by
Ding et. al. [54], by Guermond et.al. [55] and by Tryggvason [56] for the case of At = 0.5 and by Zhao et.



al. [57] for the case of At = 0.2. The general setup is that the domain is [0.5L X 4L] with the no-
slip/penetration boundary conditions at the top and the bottom boundaries while the symmetric boundary
condition is imposed at the two lateral boundaries. The domain is discretized using 64x512 cells withn =
1.28Ay = 0.01.

In the case of Atwood number 0.5, the governing equation is nondimensionalized by the length scale
L, the density scale p, and the velocity scale\/ﬁ. The density ratio is 3 and the viscosity is chosen in such
a way that the Reynolds number based on the length, density, velocity, and viscosity scales is 1000. The
initial horizontal perturbation is modelled by a sinusoidal wave at y = 2L with an amplitude 0.1L and
wavelength 2. Quantitative comparison can be achieved by measuring the transient locations of the tips
of bubbles going up and down as shown in Fig. 8.

We observe a very good agreement between our results and those in [54-56]. Since the flow considered
by Tryggvason [56] is inviscid, the minor discrepancy is present. However, the difference between our
results and those in [54, 55] is indistinguishable since the same set up is used. The flow patterns at different
times are compared against those in [54] in Fig. 9. Again, a very good agreement for the interface structure
and temporal evolution is achieved. From Fig.8, the denser fluid is initially going down while the lighter
one is going up. A small-scale perturbation appears and begins to grow at the lateral side of the falling
column of the denser fluid, resulting in a mushroom-like shape of the interface. The tip of this growing
perturbation then rolls up into the region of the lighter fluid and forms a long and thin tail. As time goes on,
the tail becomes so thin that topological change appears, resulting in small structure patterns.
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Fig. 8 The transient locations of the tips of bubbles going up and down when A#=0.5. Solid line: Present, Dash line:
Ding et.al. [54], Circle: Guermond et. al. [55], Diamond: Tryggvason [56].



Fig. 9 Flow patterns of the Rayleigh-Taylor instability with 4=0.5 at =0, 1, 1.25, 1.5, 1.75, 2, 2.25. Left Panels
(yellow and white): Present, Right Panels (Blue and Red): Ding et. al. [54]. Yellow and Red: Denser fluid; White and
Blue: Lighter fluid

The case of Atwood number 0.2 involves more complex interfacial movements. We follow the set up
in [57], where p; = 1.5, p, =1, uy = 0.00195, yu, = 0.0013 and L = 1. The same initial perturbation
as those in the case Atwood number 0.5 is employed except that the amplitude is 0.05. The corresponding
snapshots at different moments are presented in Fig. 10. Our results are in agreement with those in [57].
Similar physical phenomena are observed except that more violent topological changes occur, e.g., bubble
pinch-off.

Fig. 10 Flow patterns of the Rayleigh-Taylor instability with A7=0.2 att=0.5, 1.0, 1.5, 2.0, 2.2, 2.5. Left Panels (yellow
and white): Present, Right Panels (Blue and Red): Zhao et. al. [57]. Yellow and Red: Denser fluid; White and Blue:
Lighter fluid

H. Dam Break/Collapsing Water Column

To further validate the capability of the present scheme to deal with large density ratio, we perform the
dam break/collapsing water column case and compare our numerical result to the experimental
measurements by Martin and Moyce [58] and to the numerical result by Jemison et. al. [59]. A water column
is initially held steady. This initial configuration is unstable, and the water column will collapse, driven by
gravity. Then the location of the front and the height of the water column at different instants were measured
by Martin and Moyce [58] and we follow the notation in [58] that the location of the front is Z and the
height of the water column is H. Both Z and H are scaled by the initial width of the water column a. The



computational domain is [4a X 2a] and is discretized by 256128 cells. A water column has an initial
width and height of a, occupying [0, a] X [0, a] of the domain, and is surrounded by air. The material
properties of water and air are:

Air: p,ir = 1.204kg/m3, g = 1.78 X 10~°kg/(m - s)

Water: pyater = 998.207kg/m3, phyyater = 1.002 x 10~3kg/(m - s)

Surface Tension: ¢ = 7.28 x 10~ ?kg/s?

Gravity: g, = 0m/s?, g, = —9.8 m/s?.
In this case, the density ratio is about 830 while the viscosity ratio is about 56. We use the scaling in [58],
where a = 2.25 inch (5.715cm) and the length scale, velocity scale and time scale are a, (| gy|a)1/2 and

(a / | gy|)1/2, respectively. We follow the same calibration in [58] that Z=1.44 when =0.8 and H=1 when
=0. In addition, we perform two cases with the free-slip and the no-slip boundary conditions and 7 is set
to be 1.28Ay = 0.01 in both the cases. Quantitative comparisons are shown in Fig. 11.
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Fig. 11 Results of a dam break. (a) location of the front vs. time. (b) Height of the water column vs. time.

In Fig. 11 (a), initially, the large density ratio between the two fluids contributes to gravitational
dominance so the numerical results are indistinguishable between the free-slip and no-slip boundary
conditions. Both agree well with the experimental measurements. Later, however, discrepancies appear
between these two cases. The curve of the free-slip case grows faster than the no-slip one. We can see that
the no-slip case by the present scheme shares a similar growth rate to the experimental data and matches
the measurements very well all the time, which is what we expected since no-slip boundary condition should
better reproduce the experimental setup. Additionally, we also compared our result of the height of the
water column with the experimental measurement in Fig 10 (b). Overall, both free-slip and no-slip boundary
conditions match the measurement very well and no significant difference was observed between them
although the no-slip one is a little closer to the measurement. These good agreements of our simulation with
the experimental measurement indicate the capability of the present scheme, including the mixed
Upwind/Central WENO scheme in section 3 and the efficient semi-implicit projection scheme in section 4,
to handle large density ratio accurately.

We also compared our result with those in [59] by Jemison et. al. Their simulation solved the non-
divergence form of the Navier-Stokes equations with no-slip boundary condition. The interface was
captured by coupling level set and moment of fluid method with an elaborate interface reconstruction. The
same manner of calibration as those in [58] is performed on the result in [59] so that the comparison is
meaningful. Little difference between their result and ours can be observed at the beginning of the front
propagation. However, discrepancies appear at later moments. The propagation of the front in [59] goes
slower than our free-slip case because the no-slip boundary condition was imposed. It, however, goes faster
than our no-slip case as well as than the experimental measurement in [58] although explicit interface
reconstruction was conducted. The difference is not most likely rooted in the accuracy of interface capturing
but in the significance of solving the divergence form of Navier-Stokes equations for long time simulations
and large density ratio problems which have been also observed and reported in [24, 25].

I. Rising Bubble with a Moving Contact Line

This final case includes several challenging factors, e.g., large density ratio, gravitation, surface tension
and moving contact line. An air bubble is initially released with a zero velocity, surrounded by quiescent



water. The bubble rises due to buoyancy effects and gradually deforms. As the bubble rises further, it
touches the top wall, resulting in a contact line between water, air, and wall. The contact line moves with
spreading and shrinking of the bubble. The computational domain is [1 X 1.5] and is discretized using
100x150 cells. The no-slip and no-penetration boundary conditions are applied at all the domain boundaries.
The material properties of water and air are

Air: pair = 1.204kg/m3, pg; = 1.78 X 10™°kg/(m * s)

Water: pyater = 998.207kg/m3, thyater = 1.002 X 1073kg/(m * s)

Surface Tension: o = 7.28 x 10™2kg/s?

Gravity: g, = 0m/s?, g, = —9.8 m/s?.

The density ratio is about 830 while the viscosity ratio is about 56. The computations are performed for
the dimensionless equations. The length scale is 0.01m, the characteristic density is the air density, and the
gravitational scale is 1m/s?. Based on the length, density, and gravitational scale, we can derive the
dimensionless Egs. (2.1 and 2.2). The bubble is initially at the centerline of the domain with radius 0.3 and
the center of the bubble is 0.5 away from the bottom of the computational domain. The value of 1 is Ay =
0.01. The time step is 2.5 X 107> and the simulation is run for 100,000 time steps. Since there is no direct
verification in this case, convergence tests are performed and are available in Appendix B for interested
readers. Selected snapshots of the problem are shown in Fig. 12.

The bubble begins to rise because of buoyancy effects and deforms due to both horizontal spreading
and vertical shrinking of the bubble. The deformation leads to a large curvature at the left and right sides
of the bubble. The large curvature corresponds to a large surface energy, leading to strong surface forces.
This energy is then redistributed along the interface in the form of a surface wave. We can observe the
propagation and reflection of this surface wave along with the rising motion of the bubble. When the bubble
touches the wall, some amount of water is trapped between the bubble and the top wall and multiple contact
lines between water, air and solid wall are formed. Because of the inertia of the bubble, the contact lines
begin to move along the top wall. This is the process of momentum transferring from y to x-direction since
no momentum is allowed to cross the top wall. When the air bubble hits the lateral walls, a new surface
wave is generated. This surface wave propagates and reflects between the centerline of the domain and the
lateral walls while at the same time the amplitude is attenuated by viscosity.
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Fig. 12 Results of rising bubble with moving contact line. From Left to Right and from Top to Bottom, =0.025, 0.275,
0.4, 0.525,0.65,0.775,0.9, 1.025, 1.15, 1.25, 1.425, 1.625, 1.725, 1.875, 2.4. Green: Air; White: Water

6. Conclusion

In this paper, we developed a numerical scheme to accurately and efficiently solve the divergence form
of the incompressible Navier-Stokes equations for two-phase flows. The difficulty of solving the divergence
form in two-phase flows comes from the discontinuous nature of momentum across interfaces. To overcome
this difficulty, we proposed a numerical scheme consisting of two parts: the mixed Upwind/Central WENO
scheme, which discretizes the divergence convection term, and the efficient semi-implicit projection
scheme with 2"-order accurate for velocity, which decouples the entire two-phase Navier-Stokes equations.
Compared to the recent progress on solving the divergence form of the Navier-Stokes equations in
two/multi-phase flow, the proposed scheme has some preferable properties and advantages. It discretizes
the equations on a fixed Eulerian grid, without any grid deformation or mapping, and it requires no explicit
interface reconstruction, which makes it much easier to be implemented. Different from the existing
schemes solving the divergence form, which are only compatible with a specific interface
tracking/capturing method, e.g., Volume-of-Fluid method, our scheme is independent of the interface
tracking/capturing methods, so it is flexible to couple with any popular methods, e.g., front tracking, level
set, VOF or phase field method. This has been demonstrated by the results shown in the main text with the
phase-field method to capture interfaces and in Appendix C with the Level-Set method.

Discretizing the divergence convection term is numerically challenging since momentum can change
discontinuously/steeply across interfaces, especially when two fluids have large ratios of material properties.
We proposed the mixed Upwind/Central WENO scheme to overcome the difficulty and numerical practice
shows its ability to handle large density ratio of the order of (pyater/Pair) accurately. Information from
different stencils implies the locations of interfaces and the WENO construction procedure produce an
appropriate combination of those stencils. Inspired by the idea of pressure stabilization, we construct an
efficient semi-implicit projection scheme with formally 2™-order accuracy for velocity to decouple the



entire two-phase system. The efficiency comes from the time-independent coefficient matrices resulting
from the discretized algebraic system of the Navier-Stokes equations. Different from the pressure
stabilization scheme, the velocity field in the present scheme is solenoidal, which is important to assure
conservation for interface advection and reduction consistency. The formally 2™-order temporal accuracy
for velocity and reduction consistency of the projection scheme has been tested and confirmed by Taylor-
Green vortex, lid-driven cavity flow, inviscid horizontal shear layer and a manufactured solution with
variable density/viscosity. The effect of the viscosity ratio on spurious current is negligible with our scheme.

Several benchmark cases e.g., capillary wave, Rayleigh-Taylor instability and dam break/collapsing of
the water column are performed to show the capability of the proposed scheme handling realistic two-phase
problems with complex interface evolution and/or large density ratio of the order of (pyater/Pair)- The
interface is captured using the phase-field method and the convergence behavior of our scheme coupling
with the phase-field method has been detailed discussed in the capillary wave case. Both quantitative and
qualitative comparisons have been made and good agreements with the analytical solution, published
numerical and/or experimental results are achieved in each case. The significance of solving the divergence
form of the Navier-Stokes equations in large density ratio problems is observed in the dam break case,
which is consistent with the observation in [24, 25]. Finally, the problem of a rising air bubble in water with
moving contact lines is considered, where gravitation, surface tension, and viscosity are present and
challenging circumstances of large density ratio and moving contact lines are included. Our results are able
to reproduce the multiple physical behaviors of the problem.
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Appendix A: Mass Conservation

Mass conservation is an important issue in two-phase flow simulations. It is the interface capturing
method that is responsible for it. Although our scheme is compatible with any interface capturing/tracking
methods, the phase-field method was used in the present work. We observed an excellent mass conservation
in all our two-phase simulations, which we report in this appendix. We considered the mass as

M= [, 2240, (A1)

where ¢ is the phase filed function ranging from [-1,1] and () is the whole computational domain. We
compare the ratio of mass M to its initial value M, in Fig. A1l to Fig. A4
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Fig. A3 Mass conservation of the dam break
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Fig. A4 Mass conservation of a rising bubble with contact lines

Fig. A1 to Fig. A4 show the mass conservation of the 4 two-phase cases we presented. The phase-field
method has excellent mass conservation properties. The mass change in the capillary wave is almost zero.
It is almost zero again in the Rayleigh-Taylor instability with 4/=0.5 while is less than 0.012% with 4/=0.2.
In the dam break case, the variation of mass is less than 0.002% with both the no-slip and the free-slip
boundary conditions. In the rising bubble case, the mass change is bounded by 0.3%. We note that the minor
change of mass may result from setting the phase-field value to be 1 or -1 when its values are beyond
interval [-1,1].

Based on the above-mentioned results, we conclude that the phase-field method has an excellent mass-
conservation property.

Appendix B: Convergence of a rising bubble with moving contact lines with respect to
cell size and interface thickness

In this case, we consider the trajectory of the bubble, and its shape and location at t = 0.9 with respect
to different cell sizes h = Ax = Ay and interface thicknesses 77. These results are shown in Fig.A5 and
Fig.A6. The location of the bubble is defined as

y(a+¢) 1+¢

The convergence behavior is similar to what has been discussed in the capillary wave cases. All the
results are converging when the cell size is refined and when the interface thickness is reduced. The
differences between the solutions obtained with N,, = 100 and those with N,, = 120 are very small in
the cases of n = 0.9Ax, Ax, 1.2Ax, while obvious discrepancy is still observed in the case of n = 3Ax.
Different interface thicknesses are explored by fixing N,, = 100, whose results are shown in Fig. A7.
When reducing 17, from 10Ax to 0.9Ax, the trajectory, shape and location of the bubble is converging.
However, if the n continues to decrease, e.g. 7 = 0.8Ax, the intrinsic errors of the phase-field system
appear. The result of n = 0.8Ax is close to that of n = 3Ax, which has not yet converged. The intrinsic
errors keep increasing when 7 continues to decrease, and finally the interface is “trapped”. Again, the
convergence behavior in this case is consistent to the phase-field dynamics and its error analysis. It is
also confirmed that the results shown in the main text, with N,, = 100,n = Ax are acceptable.



We conclude that when using a phase-field method to capture the interface, an appropriate choice of
7 is important for successful two-phase simulations and careful validation should be performed.
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Fig. A6 Locations and shapes of bubbles at t = 0.9 with different n and cell sizes



Fig. A7 Trajectories, locations and shapes of the bubbles at t = 0.9 with different n and fixed N,, = 100. Left:
trajectories of the bubble; Right: Locations and shapes of the bubble

Appendix C: Coupling with the Level-Set Method

The purpose of this section is to demonstrate the capability of our scheme easily coupling with
different interface capturing/tracking methods. We replace the phase-field method with the Level-Set
method [8] to capture interfaces for its popularity and simplicity of implementation. The interface is
implicitly represented by the zero contours of a sign distance function ¢, ¢ and surface tension is modeled
by a continuous surface force

fs = oxVH(¢ys), (A3)

where H is an approximated Heaviside function and is given in [8]. The ¢, is advected by

2¢18"

==+ u- Ve’ =0, (A4)

and reinitialized by

a .
25 1 sign(¢fP")(IV.sl - 1) = 0, (A5)

where 7 is pseudo time. The interface normal and curvature are defined as

_ Voéus
n= Vsl (A6)
and
Kk=-V-n (A7)

The 3"-order TVD Runge-Kutta and 5™-order WENO schemes are used to solve the advection and
reinitialization equations, and the central difference is used to compute interface normal and curvature.
The more detailed explanation for the Level-Set method and its numerical discretization are referred to



[8, 51]. After solving the Level-Set function ¢; ¢, the density field as well as the viscosity field are

available from p = pH(¢rs) + po[1 — H(prs)| and = pH(¢prs) + pp[1— H(grs)] . The
continuous surface force f is also computable from ¢; 5. The rest is to input the p, u and f into the
scheme we proposed in the Section 3 and 4, and nothing needs changing. So, to couple our scheme with
different interface capturing/tracking methods is very convenient and makes almost no effort.

For demonstration purpose, two cases are presented, which are the capillary wave and the Raleigh-
Taylor instability. Fig. A8 to Fig. A10 show the numerical results obtained from the Level-Set method
capturing the interface, continuous surface force modeling the surface effect, and the proposed scheme
solving the two-phase Navier-Stokes system.

The grid-convergence results of the capillary wave can be observed in Fig. A8 and they converge
correctly to the analytical solution [52].

The transient locations of the tips of bubbles going up and down by the Raleigh-Taylor instability
with 47=0.5 are shown in Fig. A9 and compared to the existing numerical results in [54-56]. Excellent
agreements are achieved.

The flow patterns of the Rayleigh-Taylor instability with 47=0.5 are shown in Fig. A10 and
compared to the numerical results by Ding et.al [54]. Again, we achieve excellent agreement.

These tests demonstrate that our proposed scheme is flexible and convenient to couple with different
interface capturing/tracking methods as long as material properties and surface tension model are
provided.
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Fig. A8 Results of the capillary wave with the Level-Set method and continuous surface force
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Fig. A9 The transient locations of the tips of bubbles going up and down when 47=0.5. Solid line: Present (Level-
Set), Dash line: Ding et.al. [54], Circle: Guermond et. al. [55], Diamond: Tryggvason [56].

Fig. A10 Flow patterns of the Rayleigh-Taylor instability with 4=0.5 at /=0, 1, 1.25, 1.5, 1.75, 2, 2.25. Left Panels
(green and white): Present with the Level-Set method, Right Panels (Blue and Red): Ding et. al. [54]. Green and
Red: Denser fluid; White and Blue: Lighter fluid
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