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In this paper, we first investigated the effect of spatial reconstruction schemes on the 
plasma fluid model with original and reformulated ion related modeling equations using the 
HLL flux scheme. The results based on the 1D fluid model equations for electropositive 
plasma show that the appearance of unphysical oscillations near sheath edges strongly 
depends on the reconstruction schemes used (e.g., κ = 1⁄2, 1⁄3 and first-order scheme) when 
original ion equations with incorrect ion sound speed are utilized. The unphysical oscillation 
disappears no matter what spatial reconstruction scheme is applied if the reformulated ion 
equations with correct ion sound speed are used instead. In addition, the immersed 
boundary method is incorporated to model a two-dimensional capacitive coupled hollow 
cathode plasma to further extend the application of the fluid modeling code for treating 
problems having objects with complex geometry. 

Nomenclature 
mi = Ion mass  
𝐸 = Electric field vector 
ni = Number density of ions 
Ri = Source term of ion generation and destruction 
Γ# = Ion particle flux vector, Γ# = 𝑛#𝑉' 
𝑉# = Ion velocity vector 
𝑞# = Ion charge 
𝑃# = Ion pressure 
𝑇#  = Ion temperature 
𝑇+  = Electron temperature 
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𝑘-  = Boltzmann constant 
𝛾# = Ratio of specific heat of ion 
𝜐#0 = Momentum collision frequency between ion species i and neutral species j 
𝜃 = Conservative variables 
Θ = Boundary value 

I. Background and Introduction  
Numerical modeling and simulation of material processing or even space propulsion plasmas has made big 

progress for the past two decades due to the rapid advancement of computer hardware and software. Two of the 
major approaches that have been developed for the simulation of low-temperature plasma are fluid modeling1-3 and 
particle-in-cell with Monte Carlo collision (PIC-MCC) methods4-6. The particle-based PIC-MCC method, which is a 
statistically kinetic based method and often used for modeling highly rarefied discharges, is generally very time-
consuming because of tracking a large number of pseudo particles, making it unrealistic for simulating complex 
reactive plasma systems with pressure not too low. One the other hand, the fluid modeling represents a very useful 
numerical approach with a wide range of applicability in simulating processing plasmas, and its computational cost 
is relatively low even for large-scale simulations. In the current study, we would like to focus on fluid modeling by 
solving ion momentum equations with a so-called immersed boundary method. 

The fluid modeling equations of low-temperature plasma are derived from the velocity moments of the 
Boltzmann equation with continuum assumptions7. Most conventional fluid modelings simplified the momentum 
equations of charged species with the drift-diffusion approximation, which assumes that all charged species are in a 
steady state neglecting the inertia force. Nonetheless, the assumption is only physically valid for electrons in most of 
the plasma sources with low excitation frequency (< GHz)8, but not for heavy ions since the ion inertia becomes 
non-negligible when the background is at low pressure and the external power source is of high frequency. 
Nevertheless, most previous studies with fluid modeling employed the drift-diffusion approximation. Under this 
over-simplified framework, the continuity equations of both electrons and ions become typical convection-diffusion 
equations and can be readily solved by the locally exact Scharfetter-Gummel scheme9, which is the same as the 
exponential scheme in CFD community10. The most direct but challenging approach to deal with this problem is to 
directly solve the full ion momentum equations with very few unjustified approximations11-19.  

In many plasma applications, one of the difficulties for the simulation of gas discharges is concerning the 
electrode geometries, such as a complicated shape used in ion thrusters, rounded electrode in a PECVD (plasma 
enhanced chemical vapor deposition) and dome-like ICP (inductively coupled plasma), streamer in point-to-plane or 
point-to-point geometry and hollow cathode, to name a few. To deal with this problem, the general wisdom is to 
apply the body-fitted and unstructured grid methods to resolve the complex geometries. But in plasma simulation, 
large grid skewness can cause some numerical instability near the plasma sheath, which leads to convergence 
difficulty for the matrix solvers. Therefore, the other alternative is to resolve this numerical difficulty through the use 
of the immersed boundary method (IBM) in Cartesian coordinates. The immersed boundary method was first 
developed by Peskin20 to simulate blood flow through heart valves. The original idea of IBM is to account for the 
presence of the boundary by adding a “forcing” source term21 in the governing momentum equations. The other 
practical approach of immersed boundary methods, called “ghost-cell” method, is simply to enforce physical 
boundary conditions at solid walls through some proper extrapolation/interpolation among the solution at ghost cells 
and inner fluid cells near the solid walls22. In this paper, we will adopt the latter approach. 

In this study, we will first employ the Harten-Lax-van Leer (HLL) approximate Riemann solver23 to solve the 
original and reformulated ion related modeling equations for one-dimensional electropositive plasmas, and discuss 
the effect of different flux reconstruction schemes on the behavior of the solution. Then, we will present the results 
of hollow cathode simulations using the plasma fluid modeling with the immersed boundary method. 

II. Plasma Fluid Model 
In this study, we have solved a set of plasma fluid modeling equations for various kinds of species including 

electrons, ions and neutrals. The governing equations consist of the continuity, the momentum and the energy 
equations, in addition to the Poisson equation for electrostatic potential. For electrons, the continuity and energy 
density equations are solved directly, while the momentum equations are simplified using the drift-diffusion 
approximation without considering the inertia effect because of very light weight and not very high excitation 
frequency. For ions, the continuity and momentum equations are solved directly to include the important ion inertia 
effect for many circumstances; whereas, the energy density equation is neglected with either the assumption of 
thermal equilibrium between ions and neutrals or estimation via a simple algebraic equation24. For neutral species, 
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only the continuity equation is solved without considering the convection effect because of low-pressure 
environment. For brief description, only ion related conservation equations are introduced next.  

 
The ion continuity equation is written as 

 345
36
+ ∇ ∙ 𝛤# = 𝑅# (1) 

The ion momentum equation is written as 

 345<=
36

+ ∇ ∙ 𝑛#𝑉'𝑉' = >5
?5
𝑛#𝐸 −

A
?5
∇𝑃# −

?B

?5C?B
0 𝑛#𝑉'𝜐#0 (2) 

In the above equations the eigenvalues of the flux Jacobian matrix give the characteristic velocities 𝑉# + 𝑎#, 𝑉#,
𝑉# − 𝑎# , where the ion sound speed is defined as 𝑎# = 𝛾#𝑘-𝑇# based on the commonly used ideal gas law.  
However, this ion sound speed is obviously inconsistent with the physically recognized ion sound speed for an 
electropositive plasma as 𝑎# = 𝑘-𝑇+ + 𝛾#𝑘-𝑇# /𝑚# 

25. We reformulate Eq. (2), e.g., for the two-dimensional 
case, by adding 3

3H
(45JKLM

?5
) and 3

3O
45JKLM
?5

 on both sides of the x- and y-momentum equation, respectively. This 
mathematically and physically consistent ion sound speed has far-reaching impact on the numerical solution of the 
fluid modeling considering full ion momentum equations for electropositive plasma when the Riemann solver (such 
as HLL scheme in the current study) is used. Related details will be presented in the later section. 

III. Numerical Methods 

A. General Description 
In this study, all fluid modeling equations are discretized using the cell-centered, co-located finite-volume 

method similar to our previous study26. Details of discretization can be found therein and, are not described here for 
brevity. Only some numerical schemes for fluid modeling equations are briefly described next. 

For both the electron continuity equation with the drift-diffusion approximation and the electron energy density 
equation, we have applied the Scharfetter-Gummel scheme9 to solve these typical convection-diffusion equations26. 
For the electrostatic Poisson equation, we employed the semi-implicit scheme and treated the convection and 
diffusion terms on the right-hand side as source terms 26, where the charge density term on the right-hand side is 
expanded with the Taylor’s series in time with some approximations. With this treatment, the time step for 
simulation can be greatly increased, which is otherwise restricted by the dielectric relaxation time step. 
Unfortunately, the Scharfetter-Gummel scheme is inappropriate to solve for the coupled ion modeling equations, Eq. 
(1) and Eq. (2), because they are not the typical convection-diffusion equations. Instead, they are a typical nonlinear 
system of hyperbolic equations. In this study, we have used the HLL (Harten, Lax, van Leer) scheme23 to solve these 
equations. To increase the order of accuracy of the original HLL scheme, we extrapolate the cell-center values to the 
cell interface. There have been many well-known extrapolation methods, also known as reconstruction schemes. In 
the current study, we investigated the effect of different reconstruction schemes, e.g., kappa (κ) scheme and Min-
Mod flux (or slope) limiter, on the numerical stability of ion related equations when the HLL flux scheme is used. 
Details of the reconstruction schemes can be found in Ref. 27. 

B. Immersed Boundary Method (IBM) 
In this study, we use the ghost cell immersed boundary method developed by Tseng and Ferziger28 to enforce 

the boundary conditions at solid walls at each time step. The ghost cell method is simply to extrapolate the values of 
conservative variables to the ghost cells using cells and associated boundary values nearby. For example, if the 
governing equation is discretized as 

 PQRSTPQ

36
= 𝑅𝐻𝑆 + 𝑓 (3) 

In order to enforce ΘJCA = 𝜃JCA, the forcing term, 𝑓 at the boundary can be evaluated as 

 𝑓 = −𝑅𝐻𝑆 + XQRSTPQ

36
 (4) 

The use of the forcing term enforces the desired boundary conditions at walls to be satisfied at each time step. 
Note that the forcing term is zero in the fluid cell and non-zero in the ghost cell. Fig. 1 shows the schematic of 
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computational domain with an immersed boundary and the employed numerical procedure is summarized as 
follows: 

1. Identify the boundary cells (O), the adjacent ghost cells (G), the mirror image point (I) associated with each 
ghost cell, and the interpolation cells around the image point. 

2. Use interpolation cell to obtain the image point value. 
3. Use the value at image point to evaluate the cell-center values of each ghost cell required to enforces the 

boundary conditions at walls. 
4. Solve the conservation equations with the above ghost cell value. 
5. Update the solution to the next time step. 

 

 
Fig. 1. Schematic of computational domain with an immersed boundary. 

 

IV. Results and Discussion 

A. 1D electropositive Capacitive Coupled Plasma (CCP) 
We employed 1D simulations with different reconstruction scheme (e.g., kappa (κ) scheme and Min-Mod flux 

(or slope) limiter) to study the performance of HLL approximate Riemann solver for ion modeling equations in an 
electropositive (argon). For simplicity but without loss of generality, we have used only one ionization reaction 
channel for argon plasma, in which the details were presented in our pervious study29. The other test conditions 
include a background pressure (Pc) of 0.05 Torr, a sinusoidal oscillating power source with an amplitude (Vrf) of 200 
V and a frequency (f) of 12 MHz, and a gap distance of 0.04 m. In the baseline simulation, 200 non-uniform 
computational cells and 400 time steps per cycle were used. Fig. 2 (left) shows the cycle-averaged argon ion number 
density at the 5000th cycle when solving Eq. (1) and Eq. (2) with the incorrect numerical sound speed. The results 
show the argon ion number density oscillates in the bulk region for all reconstruction schemes except the cases using 
κ = 0 (50% central + 50% upwind) and the second-order min-mod methods. The oscillations can be generally 
damped using some specific reconstruction schemes. Noted, these oscillations are stable and do not lead to 
divergence even after running more than 10,000 cycles of simulation. To examine whether these oscillations are 
caused by insufficient grid resolution, we have repeated the same simulations with finer grid resolution (400 cells) 
and reduced time step size (50% smaller). Interestingly, Fig. 2 (right) shows the cycle-averaged argon number 
density at the 5000th cycle, in which the oscillations still exist without any sign of magnitude reduction. Oscillations 
even persist after further refinement of the mesh to 800 cells (not shown here). This shows that the oscillation is 
independent of the grid resolution, and thus must be caused by something more fundamental issue as described next. 
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 5 

  
Fig. 2 Distributions of cycle-averaged argon ion number density at the 5000th cycle using HLL flux scheme 

and different reconstruction with an incorrect sound speed (Left: 200 1-D cells, Right: 400 1-D cells). Test 
conditions: f = 12 MHz, Vrf = 200 V, and Pc = 0.05 Torr. 

 
Figs. 3 and 4 illustrate the results obtained from solving Eq. (1) and reformulated Eq. (2) with a consistent 

numerical and physical sound speed, 𝑎# = 𝑘-𝑇+ + 𝛾#𝑘-𝑇# /𝑚#, for this test case. Fig. 3 shows the cycle-averaged 
argon ion number density at the 5000th cycle with the same simulation conditions as presented in Fig. 2. It is 
obvious that oscillations in the plasma bulk region disappear for all the reconstruction schemes even for the first-
order HLL scheme. In addition, computational results from various construction schemes and the first-order HLL 
scheme are almost identical for the grid resolution of 200 cells, except the first-order HLL scheme which is slightly 
different from others. This shows the importance of the use of the consistent numerical and physical sound speed in 
solving ion related equations in fluid modeling.  

Fig. 4 (left) shows the cycle-averaged argon ion number density at the 5000th cycle for a higher driving 
frequency of 60 MHz obtained from solving Eq. (1) and Eq. (2) with incorrect numerical sound speed, while other 
simulation conditions are kept the same as those for the results shown in Fig. 2. The inertia effect has been shown to 
be important near the sheath edge when the frequency is higher (e.g., > 60 MHz) at this pressure.29 Enhanced 
oscillation which occurs at the sheath edge and propagates into the plasma bulk can be observed from the results of 
all reconstruction schemes, when the incorrect numerical sound speed is used. In contrast, Fig. 4 (right) shows the 
argon ion number density computed from solving Eq. (1) and reformulated Eq. (2) with the correct numerical sound 
speed. All oscillations at the sheath edges disappear completely. Again, the results of all numerical schemes are 
essentially the same for the grid resolution of 200 cells.  
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 6 

 
Fig. 3 Distributions of averaged argon ion number density at the 5000th cycle using HLL flux scheme and 

different reconstruction with a correct sound speed (Left: 200 1-D cells, Right: 400 1-D cells). Test conditions: 
f = 12 MHz, Vrf = 200 V, and Pc = 0.05 Torr. 

 

  
Fig. 4  Distributions of averaged argon ion number density at the 5000th cycle using HLL flux scheme and 
different reconstruction, with an incorrect (left) and a correct (right) sound speed using 200 1-D cells. Test 

conditions: f = 60 MHz, Vrf = 200 V, and Pc = 0.05 Torr. 

 
 

B. 2D Capacitively Coupled Hollow Cathode Plasma with Immersed Boundary Method 
In this section, we would like to demonstrate the 2D fluid modeling incorporating with the immersed boundary 

method (IBM). We performed a series of study of 2D capacitively coupled hollow cathode plasma, the control 
parameters are frequency (13.56 and 60 MHz), background gas pressure (0.05, 0.15 and 0.25 Torr). The applied rf 
voltage is 200 V and background temperature is 300 k. Fig. 5 illustrates the schematic diagram of the hollow 
cathode. It consists of two electrodes (inner power and outer ground), where the inner powered and outer ground 
electrode diameters are 0.01 m, 0.09 m, respectively. Because of large area difference between powered and 
grounded electrodes, we artificially applied bias voltage (-100 V) at the powered electrode in all test cases. A 
200×200 uniform mesh and 200 time steps per cycle were used in all simulations and the simplified reaction 
chemistry is same as in Section A.    
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 7 

Fig. 6 shows the typical cycle-averaged distributions of plasma properties with the test conditions: f = 60 MHz, 
Vrf = 200 V, and Pc = 0.05 Torr. The simulation results show nearly perfect symmetry, which demonstrates the use 
and proper implementation of the immersed boundary method in the fluid modeling. in Fig. 7 shows the plasma 
sheath is very thin the order of 3.2 mm and 3 mm at the powered and ground electrodes, respectively. In addition, 
the results clearly show that quasi-neutrality is maintained in the bulk region with a peak cycle-averaged number 
density of 2×10A] m-3 and a peak cycle-averaged potential of 69.3 V. Fig. 8 show the peak cycle-averaged plasma 
density and potential as a function of background pressure with an applied rf voltage of 200 V. The results show that 
plasma density increases with increasing background pressure. This increase is more pronounced for the higher 
frequency case (60 MHz) as compared to the lower frequency one (13.56 MHz). In addition, higher frequency 
generally produces higher plasma density. Similar the peak potential increase with increasing background pressures. 
Furthermore, the trend of both frequency cases under varying background pressure is similar. 
 

 
Fig. 5 Schematic diagram of simulated 2D capacitive coupled hollow cathode plasma. 

 

  

 
Fig. 6 Distributions of cycle-averaged electron (left), argon ion (right) number density and potential 

(bottom) at the 1000th cycle. Test conditions: f = 60 MHz, Vrf = 200 V, and Pc = 0.05 Torr. 
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 8 

 
 

Fig. 7 Radial distributions of cycle-averaged plasma properties at the 1000th cycle. Test conditions: f = 60 
MHz, Vrf = 200 V, and Pc = 0.05 Torr. 

 

 
 

Fig. 8 Peak cycle-averaged plasma density and plasma potential as a function of background gas pressure 
different external powered frequencies with an applied rf voltage of 200 V. 

V. Summary  
In this study, we presented a numerical approach for solving a set of self-consistent plasma fluid modeling 

equations considering full ion momentum equations. The equations were discretized using the collocated, cell-
centered finite-volume method. For electron related modeling equations, they are solved using the Scharfetter-
Gummel scheme. For ion related modeling equations casted in original and reformulated conservative forms, we 
employed the HLL scheme (approximate Riemann solver) with various kinds of reconstruction schemes for solving 
the equations. The results obtained from 1D fluid model equations for electropositive plasmas show that either the 
first-order or the second-order min-mod reconstruction HLL schemes is able to accurately solve the reformulated 
conservative form of ion related modeling equations if the a mathematically and physically consistent sound speed 
of ions is used. Moreover, the plasma fluid model with the immersed boundary method was used to simulate the 
capacitively coupled hollow cathode plasma and calculate the effect of various control parameters, such as 
background gas pressure and applied frequency, on the characteristics of discharges. In summary, a fluid modeling 
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code incorporating the immersed boundary method was presented and validated, which can be used for general 
analysis of 2D/2D-axisymmetric gas discharge with complex geometry in the near future. 
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