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Many space and industrial related technology development require modeling of complex
plasma and flow physics applying hybridization of different continuum- and/or particle-based
solvers. Examples may include plume analysis of reaction control thrusters on upper-stage
rocket and satellite in orbit, rocket plume analysis at high altitude, ion thruster plume analysis,
and plasma distribution in an etching chamber, to name a few. These studies often utilize
solvers developed independently and integrate them in a non-self-consistent approach, which
makes their applications and future extension highly inflexible. Thus, a highly flexible
simulation platform, which allows easy addition and integration of different solvers with a
self-consistent approach while maintaining efficient computation, is strongly needed to tackle
problems with complex physics, such as flow/plasma in space related technology. In this paper,
we report the development of a new C++ object-oriented multi-physics simulation platform
named Rigorous Advanced Plasma Integration Testbed (RAPIT®) using unstructured meshes
with parallel computing. The proposed RAPIT® can easily accommodate continuum- and/or
particle-based solvers with some proper hybridization algorithm in a self-consistent way. For
the former, it may include, but not limited to, the Navier-Stoke (NS) equation solver for
general gas flow modeling and the plasma fluid modeling code for general low-temperature
gas discharges. For the latter, it may include the particle-in-cell Monte Carlo collision (PIC-
MCC) and the direct simulation Monte Carlo (DSMC) solvers. Some preliminary results of
DSMC, PIC-MCC, NS equation and fluid modeling solvers based on RAPIT are presented in
this paper. Future direction of the RAPIT is also outlined at the end of the paper.
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I. Background and Introduction

There are many challenging and important space and industrial technologies related plasma and flow problems,
which require modeling with hybridization of different kinds of solvers including both/either continuum- and/or
particle-based solvers. For example, hybridization of the direct simulation of Monte Carlo method (DSMC)' and the
Navier-Stokes (NS) equation solver are needed for proper modeling the plume under highly rarefied condition such
as reaction control thrusters of the upper-stage rockets and satellites in orbit and the rockets at high altitude®”. For
proper modeling the plume of ion thrusters of a spacecraft, the surface charging of a satellite in low earth orbit (LEO),
and ion energy and angular distribution function at the wafer of a DC/RF magnetron sputtering chamber, one needs
to couple the particle-in-cell Monte Carlo collision (PIC-MCC) method and the DSMC method.'""* For modeling
plasma etching chamber, an appropriate approach is to hybridize the PIC-MCC method and the fluid modeling
method."”"® However, in the aforementioned studies, there seems to be no studies which apply a self-consistent
software framework in integrating different solvers. This makes the programming and further extension rather tedious
and difficult. Thus, how to hybridize different solvers using a more self-consistent computational approach is very
important to further extend the application of these tools and methods to a wider range of physical problems.

Generally, there are two classes of hybridization of numerical solvers. One is on the spatial basis, while the other
is on the temporal basis. The first class applies to some flow/plasma problems, in which the computational domain
consists of regions with different rarefaction/non-equilibrium levels that require different numerical approaches. In
this class, the continuum method (e.g., NS equations, plasma fluid modeling equations) is applied to the continuum
region, while the particle method (i.e., PIC-MCC, DSMC) is applied to rarefied region. Hybridization is performed
through information exchange between continuum- and particle-based solvers based on some breakdown parameters
which determine the location of interfacial boundary between continuum and particle solvers. Information exchange
may include mass, momentum and energy fluxes by enforcing fluxes continuity. A typical example is the hybrid
DSMC-NS scheme™, in which DSMC solves the domain of high rarefaction and non-equilibrium flows, and the N'S
equation solves the region of continuum flows. The second class applies to some physical problems with either
continuum- or particle-based modeling method, in which the characteristic time scales are utterly disparate and require
much different marching time steps for reducing the computational cost that is otherwise prohibitively high even using
the modern supercomputer system. Some efficient and accurate algorithms of information exchange at different times
between modeling equations during runtime is needed. A typical example is the hybrid NS equation and plasma fluid
modeling (PFM) scheme, named as temporal multiscale algorithm (TMA).'**" As mentioned earlier, the solvers were
seldom hybridized in a self-consistent way. For example, the grid distribution requirements can be quite different for
different solvers because of physical requirements. Interpolations of data from different solvers between different
grids are often needed, which becomes very tedious, especially for unstructured meshes. In addition, the numerical
solvers of interest were often developed at different times and independently by different groups of researchers. They
could use different grid topologies (structured or unstructured) and could be either a serial code or parallel code. Thus,
it often takes a long time to integrate different solves to really hybrid for a specific physical problem. There have been
nearly no simulation platforms which were developed to efficiently address this problem. In this paper, we propose a
new C++ object-oriented software framework, named Rigorous Advanced Plasma Integration Testbed (RAPIT®),
which can easily accommodate different types of continuum- and particle-based solvers. RAPIT® applies the cell-
center collocated finite volume method using unstructured grid with parallel computing based on MPI protocol
throughout this paper, unless otherwise specified.

I1. Rigorous Advanced Plasma Integration Testbed

For efficiently modeling complex plasma/flow problems we have developed the RAPIT® multi-physics software
framework using C++ object-oriented language, which allows extreme flexibility for the programmer to add and
hybridize different kinds of continuum- and particle-based solvers. Note RAPIT® applies, but not limited to, the cell-
centered collocated finite-volume method using unstructured meshes. For 2D and axisymmetric applications, the grid
can be either pure triangular or pure quadrilateral mesh, or combination of both. For 3D applications, the mesh can
consist of either pure tetrahedral or pure hexahedral elements, or mix of tetrahedral, pyramid and hexahedral cells.
Fig. 1 shows both the conceptual and detailed architecture of RAPIT® under development. Fig. 1a shows that it
consists of hardware, operating system (OS), programming, parallel computing, solver & data structure, numerical
method and model, where the application and theory can be easily added based on needs. In Fig. 1b, each block shows
an independent module (or “object”) with specific function. The simulation framework is designed to run across
different OS platforms, which include Linux, MS-Windows and Macintosh that allows highest flexibility of the
software usage under different hardware conditions. The code is written using the C++ object-oriented language,
which ensures a highly modular coding structure and easier software maintenance. Since the software framework is
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inherently parallelized to enable computations of large-scale problems, message passing interface (MPI) protocol is
used to communicate among processors. Combination of OpenMP and MPI for both continuum and particle solvers,
with Graphic Processor Unit (GPU) computing for particle solvers are also possible to make the most usage of
computing resources in the future. In addition, well-known graph partition libraries such as METIS®' are used to
partition the unstructured mesh per the function call in the application code, which makes the dynamic domain
decomposition possible. For other important modules of RAPIT®, they are described in detail in the following in turn.
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Figure 1. RAPIT® software framework: (a) conceptual (b) detailed.

First, there is one important basic module, named “Domain” (Fig. 1b), which handles the tasks related to I/O (mesh
loader and cell data output), construction of required cell connectivity of unstructured grid(s), domain decomposition,
calculation of cell and face related coefficients associated with finite-volume discretization, and some calculation of
properties, to name a few. The current I/O capability includes those mesh types in CGNS, msh, FieldView and Tecplot
(output only). In addition, chemical reaction (species and channels) and collision cross section data can be easily input
through json format™. A log file is also generated automatically to record the runtime related information.
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Figure 2. Parallel particle data management in RAPIT®.
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Second, “Data Manager” (Fig. 1b) is used to handle memory allocation and de-allocation, and communication
among processors. It includes two other modules, “Scalar/Vector” and “Particle”. The former deals with inter-
processor ghost cells data update, and fast cell mapping and data interpolation between different meshes, which may
be for either the same or different or overlapping domain(s). This feature enables the flexibility of performing
computations in different meshes with different materials (e.g., dielectric, metal, gas, liquid) and phases (e.g., solid,
gas, liquid). The latter is specially designed for the particle method dealing with parallel data management of particles,
which uses the concept of “Particle Data Pool” in each processor. Fig. 2 shows the architecture/procedure of parallel
particle data management, in which an accompanying “Pointer Tree” is created as a pointer to the Particle Data Pool
(bi-direction data pointer) with four management head pointers (Empty, Buffer, Send, Recv) and a species data pointer
of number of all species under simulation. Note a new particle is generated by linking from “Empty” to the species
data pointer, while a particle is deleted by linking itself to “Empty”. “Buffer” is used for temporary particle data
storage when new particles are generated due to Monte Carlo reactions, and “Send” and “Recv” are used for particle
data communication between processors. These four management heads exchange with the data pointer of number of
all species within the “Pointer Tree”. For a typical particle data transfer between two processors, the particle links to
“Send” within its original processor, then links to the “MPI Tree Transfer” and finally links to “Recv” in the
destination processor. With this implementation, the number of particles, which can be simulated, is only limited by
the available physical memory of the computers without the need of presetting the array size.

Third, “Scheme/Algorithm” (Fig. 1b) consists of two major modules, which are “Numerical Scheme” for the
continuum-based partial differential equations (PDE) approach and “Physical Algorithm” for the particle method. For
the former, several well-known numerical schemes are implemented mainly for discretizing the convection term, such
as 1 and 2™ order upwind schemes™, and the HLL scheme™, to name a few. A finite-volume based central-difference
type discretization is used for treating the diffusion term. Also, the initial and boundary conditions are enforced in this
module. In the latter, several core modules of the particle method are implemented, which include particle pusher with
the Leapfrog/Boris integration algorithm, Monte Carlo collision, particle tracking, charge/force interpolation between
particles and grid nodes, particle data sampling, and enforcement of initial as well as boundary conditions. In addition,
load balancing among processors based on the distribution of the number of particles is also implemented here, which
allows efficient dynamic domain decomposition. Note this is especially important for enhancing the parallel
computing efficiency for computation of large-scale particle numbers, such as DSMC and PIC-MCC, since the steady-
state or quasi-steady-state distribution of particles are unknown prior to the start of simulation. Note these modules
are common for most particle methods, such as DSMC and PIC-MCC.

Fourth, “Equation Solver” (Fig. 1b) is the module, in which the set of discretized equations of interest can be
constructed, including unsteady, convection, diffusion and source terms. For some specific PDEs, they can be
implemented here by integrating some of the modules (convection and diffusion terms), which were described earlier
in “Numerical Scheme”. The complete set of discretized equations is then solved using a parallel matrix solver with
preconditioning through the use of the PETSc library™. Similarly, “Particle Solver” is the module designed for the
particle method. For example, for DSMC computation, one can simply call modules such as particle pusher, particle
tracking, Monte Carlo collision, and particle data sampling with enforcement of initial and boundary conditions. For
computation with the PIC-MCC method, one can simply add two more modules such as charge/force interpolation
between particles and grid nodes, and the Poisson equation solver or even the Maxwell equation solver if needed.

Fifth, in the most top layer of RAPIT®, named “Sequence Control” (Fig. 1b), one can control the sequence of
solving different species (PDE or/and particle) for some special application. For example, for the plasma fluid
modeling with relatively low pressure environment, one can define “electron” as a particle species, and “ions” and
“neutral” as PDE species. Then, conservation equations or particles of these species can be solved one by one
following the standard sequence of fluid modeling™. Of course, some auxiliary calculations are needed for a complete
fluid modeling. For example, velocity moments of EEDF (electron energy distribution function) from the electron
species lead to electron density, electron momentum, and electron energy (or electron temperature) without assuming
the thermal equilibrium of electrons, which is otherwise not justified under very low-pressure environment, such as
those in magnetron sputtering plasma and etching plasma.

Under the current multi-physics RAPIT® framework, we have completed the preliminary implementation of the
DSMC simulator (ultraSPARTS®, the PIC-MCC simulator (ultraPICA®), the NS equation solver (ultraNSMod®)
and the the plasma fluid modeling code (ultraFluMod®). The corresponding numerical schemes/algorithms adopted
by these solvers are briefly described next.

II1. Numerical Schemes and Algorithms
ultraSPARTS®
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ultraSPARTS® stands for ultra-fast Statistical PARTicle Simulation Package, which is originated from PDSC"’
(Parallel Direct Simulation Monte Carlo Code), is a particle-based C++ object-oriented simulation code developed on
RAPIT® for efficiently solving gas flow problems with rarefaction and strong non-equilibrium. This software employs
the DSMC method for directly solving the Boltzmann equation statistically. Fig. 3 illustrates the important features of
ultraSPARTS®, which applies many state-of-the-art schemes/algorithms to greatly reduce the computational time
and sophisticated physical models needed for modeling complex flow phenomena. These include, but not limited to,
parallel computing with dynamic domain decomposition (DDD)*, variable time-step scheme (VTS)”, transient
adaptive subcell (TAS)*, virtual mesh refinement (VMR)’', automatic steady-state detection (ASSD, to be published),
2D-axisymmetric modeling without particle cloning (to be published), fast unsteady DSMC (DREAM)™, iterative
pressure boundary treatment method’~**, and total collision energy model for reacting flow™, to name a few. In
addition, PDSC"" has been successfully applied to hybridize with a NS equation solver for complex 2D/3D gas flows
using breakdown parameters to decide the interfacial region for switching between DSMC and NS equation solvers.’
In general, it can deal with rarefied gas flows with object(s) having complex geometry using 2D/axisymmetric/3D
hybrid unstructured grid. The package has been applied for modeling general rarefied gas dynamics such as hypersonic
non-reacting and reacting gas flows, vacuum pumping flows, satellite plume impingement’®, MEMS/NEMS gas
flow™, comet gas/dust plume’”**, and physical vapor deposition (e.g., organic light emitting diode, copper indium
gallium, E-beam metal vapor), to name a few.

Hybrid Unstructured Grid«
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Figure 3. Important features of ultraSPARTS®.

ultraPICA®

ultraPICA® stands for ultra-fast Particle-In-Cell Monte Carlo Analysis, which is the software programmed on
RAPIT® based on the PIC-MCC method for solving the Boltzmann equation with charged species
statistically. Important features of this tool include a particle pusher with the Leapfrog and Boris integration scheme,
an optimized particle tracking on unstructured grid (the same as ultraSPARTS®), a Monte Carlo collision module,
and a Poisson equation solver. Note a time-dependent Maxwell equation solver is currently under development to
enrich the future application if high-frequency EM wave is involved. Thanks to the “particle” module in RAPIT®, it
also features parallel computing with DDD similar to ultraSPARTS®, which is very important in optimally utilizing
the computing resources. It is the tool designed to numerically investigate plasmas under highly rarefied conditions.
It can generate important non-equilibrium plasma properties such as IEDF (ion energy distribution function) and IADF
(ion angle distribution function) at the wall (or electrode), which are very important for film deposition, etching and
sputtering, in addition to electron and ion densities as well as temperatures. In general, it can simulate complex low-
pressure plasma flows using 2D/axisymmetric/3D unstructured meshes. Potentially it can be applied to simulate
plasmas like very low-pressure PECVD (plasma enhanced chemical vapor deposition) process, ICP (inductively
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coupled plasma) process, DC/RF magnetron sputtering process” , surface charging of spacecraft in low earth orbit,
and hall effect thruster (HET) and ion thruster of spacecraft, to name a few.

ultraNSMod®

ultraNSMod®, which stands for ultra-fast Navier-Stokes Equation Modeling Package, is a continuum neutral gas
flow solver for modeling flow and heat transfer at all speeds using 2D/axisymmetric/3D unstructured meshes. The
modeling equations include conservation of mass, conservation of momentum and conservation of energy (total
enthalpy) with an ideal-gas equation of state. Some special effects, such as conjugate heat transfer between solid and
gas, and automatic slip boundary conditions of velocities and temperature under rarefied condition, are also
considered. It employs an extended SIMPLE (Semi-Implicit Method for Pressure Linked Equations) algorithm similar
to Hu et al.* with a pressure smoothing technique. In addition, source terms in the momentum and energy equations
are numerically treated in such a way that this solver can efficiently exchange the data with other software package
such as ultraFluMod® if needed. This package is mainly designed to hybridize easily with either ultraSPARTS® or
ultraFluMod® for different types of plasma/flow problems. Moreover, considering some practical application, an
Euler equation solver is also developed on RAPIT®.

ultraFluMod®

ultraFluMod® (ultra-fast Plasma Fluid Modeling Package) is a continuum-based simulation code developed on
RAPIT® for solving the velocity moments of the Boltzmann equation considering charged particles. It solves a set of
fluid modeling equations including the continuity equations, the momentum equations, the energy equation for
electrons and ions, and the Poisson equation for electrostatic potential similar to our previous studies’’*’. The
Scharfetter-Gummel scheme® is used for discretizing the convection-diffusion type equation related to electrons,
while the HLL Approximate Riemann Solver is used for discretizing the convection term of ion momentum equations
with consistent numerical and physical acoustic speed*®. In general, it can deal with gas discharges of low-temperature
plasma with complex geometry using 2D/axisymmetric/3D hybrid unstructured mesh with parallel computing. The
package can be used to model general low-temperature plasma or gas discharges with complex chemistry and complex
geometry such as PECVD, ICP, and APP (atmospheric-pressure plasma), to name a few.

IV. Demonstration Numerical Results

In this section, we report our progress on developing the application packages based on the proposed RAPIT®.
These include ultraSPARTS®, ultraPICA®, and ultraNSMod® and ultraFluMod®, which are described next.

A. ultraSPARTS®

Two test cases, including non-reacting and reacting hypersonic rarefied gas flows, are presented in this section for
ultraSPARTS® demonstration. The first case is the hypersonic flow of nitrogen passing an axisymmetric 25°-55°
double cone with free-stream conditions: M. = 15.6, n, = 3.779X 10*' m”, T, = 42.6 K"'. Fig. 4a shows the detailed
dimensions of the double cone. We have applied the diffusive boundary condition at all solid walls with a temperature
0f297.2 K and a rotational relaxation number of 5. This test case consists of 348,043 cells with ~13 million particles
during steady state, and took 7.2 hours of runtime on a PC cluster (ALPS of NCHC, Taiwan) with 96 processors. No
particle cloning is employed during the runtime through the proper combination of VTS, TAS, and radial weighting.
Note particle cloning in such a Monte Carlo simulation often leads to undesired random walk phenomenon, which is
often inevitable in most DSMC simulations'. Fig. 4b shows the variations of particle number and relative residues of
particle number, velocities and temperature using the ASSD scheme. It appears that the flow reaches a steady state
essentially, as the residues are all smaller than 5X 10, after which the DSMC code automatically starts to sample the
data. Note this value is purely empirical, but relatively consistent based on our numerical experience. Fig. 5 shows the
computed temperature distribution, and the comparison of axial surface pressure and temperature against previous
experiment and simulations. It is obvious that ultraSPARTS® can reproduce the experiments with much fewer
particles due to the use of VTS, TAS, and radial weighting as compared to other studies.
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The second case is the Apollo reentry reacting flow at 95 km with an angle of attack of 25°. The detailed simulation
conditions are described in Moss ef al..*® The numerical results are plotted in Fig. 6. The distribution of merit of
collision (MOC = mean collision distance / mean free path) near the surface shows that MOCs are still slightly larger
than unity, which indicate that the computation is very demanding even though we have used up to 200 million
particles. However, the corresponding aerodynamic coefficients are in good agreement with Moss et al., even though
no detailed simulation conditions were provided therein.
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Figure 6. Numerical results of Apollo reentry flow at 95 km with an AOA of 25°. (a) Merit of collision
distribution; (b) Surface pressure and spatial density distributions; (¢) Surface heat flux and spatial
temperature distributions.
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B. ultraPICA®

B.1 Parametric Study of Numerical Heating, Slowing and Deflection Times

We have performed a detailed study of the numerical heating time, slowing time and deflection time of
ultraPICA® due to cell size, number of pseudo particles per cell and background temperature. Note the former are
three important parameters, which stands for the accuracy/quality of the PIC modeling under all kinds of simulation
conditions. The definition of these terminologies can be found in Ref. 49.

Figure 7 shows the numerical heating, slowing time and deflection time as a function of cell size relative to the
Debye length with the test conditions of ni=ne=1016 m™ and T=Tc=1 eV. The results show that both the heating time
and slowing time increase with decreasing cell size, while the deflection time remain approximately the same. This
means that the increasing the spatial resolution of the grid improves the accuracy of the PIC modeling as expected.
Figure 8 shows the effect of number of pseudo particles per cells on the numerical heating time, slowing time and
deflection time at two different temperatures (Ti=T.=1 and 2 eV). The results show that all three numerical times are
nearly proportional to the number of pseudo particles per cell. It also demonstrates that the higher the temperature the
longer the numerical times. Note these results presented in Figure 7 and Figure 8 are similar to those in the Ref. 49.
The above validate the implementation of the current PIC-MCC code on RAPIT®.
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Figure 8. Effect of number of pseudo particles per cell on numerical heating time, slowing time and
deflection time of ultraPICA® at two different background electron and ion temperatures.

B.2 Quasi-1D Argon Capacitively Coupled Plasma (CCP)

Two test cases of quasi-1D argon plasma in two infinite parallel electrodes under different low pressures (30
mTorr and 50 mTorr) are presented here. The gap size between the two parallel electrodes is 45 mm, in which one
electrode is grounded and another plate is connected to a RF power source. The radio frequency and voltage amplitude
of power source is 13.56MHz and 220V, respectively. A uniform structured mesh with a grid size of 0.1 mm was used
in this simulation. Both triangular and quadrilateral meshes were also tested, which produces essentially the same
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results. Figure 9 shows the cycle averaged plasma properties in the 1000™ RF period. The results show the potential
distribution is approximately the same for both cases; however, the plasma density of the 50 mTorr case is higher that
of 30 mTorr because of higher density of the former. Figures 10 and 11 show the EEDF and IEDF near the sheath
edge. The electrons of 30 mTorr appear to be more energetic than those of the 50 mTorr case, which is reasonable
since less electron-neutral collision for the former. IEDFs are highly non-equilibrium in this region for both cases.
More realistic 2D planar, 2D axisymmetric and 3D test cases will be presented in the meeting.
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Figure 9 Cycle-averaged distributions of potential and number density of charged particles. (a) 30 mTorr (b)
50 mTorr.
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C. ultraNSMod®
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Three benchmarking test cases from low subsonic to supersonic flows are presented here. The first test case is the
classical incompressible lid-driven square cavity flow with Re=100 and Re=10,000. The flow is computed for Re=100
using 128x128 structured cells, and for Re=10,000 using 256x256 structured cells. Fig. 12 shows the comparison of

present results with previous numerical study™’. It can be seen that the numerical results obtained from ultraNSMod®

are qualitatively in excellent agreement with Ghia et al., which demonstrates the solver can faithfully simulate very
low subsonic flows such as near-incompressible using the extended SIMPLE algorithm with the pressure smoothing
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technique. The second test case is the flow past a circular cylinder with Re=200 (M.=0.03), which is designed to test
the code capability in capturing the unsteady (oscillating) phenomenon in the wake. Computations have been
performed using an unstructured hybrid quadrilateral-triangular mesh with 76,588 cells. Fig. 13 shows the close-up
view of local grid distribution near the cylinder, time-varying drag and lift coefficients, and some instantaneous flow
properties. The TVD-MINMOD flux scheme is used for this near-incompressible flow simulation. The result of the
current simulation is shown to agree very well with the those of previous numerical studies’*', which is summarized
in Table 1. The third test case is the slightly rarefied supersonic flow past a square cylinder in a channel with moving
top and bottom walls (M, =2.4261) with free-stream conditions of M_=2.4261 and Kn.=0.05. A computational mesh
0f 2,000x400 uniform cells was used in this study. This test case is designed to test the code capability in simulating
high-speed flow, and the function of automatic slip boundary conditions. Fig. 14 shows the distribution of steady-state
flow properties. In general, the results agree very well with the result of a previous numerical study®. In addition, a
by-product of the RAPIT® is the explicit Euler equation solver for large scale problem. For example, Fig. 15 shows
the surface mesh of a Boeing 787 cruising at Ma_=0.8 (P.= 46040 Pa) with 6M tetrahedral cells (CFL#=0.25) and
sliced simulated distribution of Mach number.

(a)
Figure 12. Simulation results of incompressible lid-driven square cavity flow. (a) Re=100"'; (b) Re=100; (c)
Re=10,000""; (d) Re=10,000.
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Figure 13. Flow past a circular cylinder with Re=100. (a) Close-up view of the grid near the cylinder; (b)
Temporal drag and lift coefficient; (c) Instantaneous mean speed distribution; (d) Instantaneous streamline.

Table 1 Comparison of the present simulation data of drag and lift coefficients with previous studies.

St CL CD
Present 0.194 t 0.67 1343 0.044
Dewey & Smits [51] 0.196 t 0.68 1.34 t 0.045
Belov, et al. [52] 0.193 t 0.64 1.19 t 0.042
Braza, et al. [53] 0.2 t 075 1.4 * 0.05
Ding et al. [54] 0.196 t 0.659 1.348  * 0.05
Henderson [55] 0.197 - -
Kovasznay [56] 0.193 - -
Lecointe & Piquet [57] 0.194 t 05 1.58 * 0.004
Liu, et al. [58] 0.192 * 0.69 1.31 * 0.049
Miller & Williamson [59, 60] 0.197 - -
Mittal & Kumar [61] 0.193 * 0.66 1316 T 0.049
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Figure 14. Flow past a square cylinder in a channel with moving walls with M_=2.4261 and Kn.=0.05. (a)
Computational domain; (b) Pressure distribution; (c) Temperature distribution; (d) Streamwise velocity.

Mach number: 0.10 0.30 0.50 0.69 0.78 0.79 0.80 0.80 0.87 1.07 1.27 1.47 1.67 1.87 2.07

Figure 15. Inviscid flow simulation: (a) surface mesh of a Boeing 787, (2) sliced simulated Mach number
distributions. Test conditions: Ma_=0.8, P_.= 46040 Pa, 6M tetrahedral cells, CFL#=0.25.

D. ultraFluMod®

A 2D-axisymmetric capacitively coupled plasma (CCP) is used for testing the implementation of ultraFluMod®.
Fig. 16 shows the schematic diagram of the CCP for the fluid modeling, in which two ring-type die with a peak-to-
peak voltage of 400 V lectric materials are used to separate the electrode from the chamber walls. Test conditions
include a chamber pressure of 100 mtorr, a gas temperature of 400 K and a driving frequency of power source of 12
MHz. Only a set of simple argon ionization is used for demonstration purpose. 400 time steps per cycle is used for
29,044 quadrilateral cells. Fig. 17 shows a series of cycle-averaged plasma properties at the 1,000™ cycle. The results
show that the plasma is quasi-neutral in the bulk with a peak plasma density of 1.0E16 m™ and a peak potential of 150
V. Note with the use of unstructured grid there is no need to have mesh in the electrode, which can save a lot of
memory and thus computational time.
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Ground Wall
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R

Figure 16. Schematic diagram of a capacitively couple plasma chamber.
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Figure 17. Distribution of plasma properties of a capacitively coupled plasma chamber.

V. Summary and Pending Work (to be reported in the full manuscript)

A multi-physics simulation platform, named as RAPIT® (Rigorous Advanced Plasma Integration Testbed), is
proposed in this paper. It utilizes the C++ object-oriented programming language, which makes the platform highly
flexible in incorporating either continuum- or particle-based solver, or hybridization of both solvers. PDEs involved
in the solver are discretized using the cell-centered finite-volume method with unstructured mesh and parallel
computing using the MPI library. Target application solvers on RAPIT include ultraSPARTS® for DSMC
simulations, ultraPICA® for PIC-MCC computations, ultraNSMod® for gas flow simulations, and ultraFluMod®
for solving plasma fluid modeling. Many verifications and preliminary applications of these solvers are presented.
More benchmarking tests and hybridization between different solvers for some challenging problems will be addressed
in the near future.
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