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Site-specific 2D IR spectroscopy: a general
approach for the characterization of protein
dynamics with high spatial and temporal
resolution†

Sashary Ramos, ab Rachel E. Horness,ab Jessica A. Collins,ab David Haakb and
Megan C. Thielges *ab

The conformational heterogeneity and dynamics of protein side chains contribute to function, but

investigating exactly how is hindered by experimental challenges arising from the fast timescales

involved and the spatial heterogeneity of protein structures. The potential of two-dimensional infrared

(2D IR) spectroscopy for measuring conformational heterogeneity and dynamics with unprecedented

spatial and temporal resolution has motivated extensive effort to develop amino acids with functional

groups that have frequency-resolved absorptions to serve as probes of their protein microenvironments.

We demonstrate the full advantage of the approach by selective incorporation of the probe

p-cyanophenylalanine at six distinct sites in a Src homology 3 domain and the application of 2D IR

spectroscopy to site-specifically characterize heterogeneity and dynamics and their contribution to

cognate ligand binding. The approach revealed a wide range of microenvironments and distinct

responses to ligand binding, including at the three adjacent, conserved aromatic residues that form the

recognition surface of the protein. Molecular dynamics simulations performed for all the labeled

proteins provide insight into the underlying heterogeneity and dynamics. Similar application of 2D IR

spectroscopy and site-selective probe incorporation will allow for the characterization of heterogeneity

and dynamics of other proteins, how heterogeneity and dynamics are affected by solvation and local

structure, and how they might contribute to biological function.

Introduction

The now routine determination of structure has revolutionized
our understanding of proteins and how structure contributes to
function; however, proteins exist on a multi-tiered energy land-
scape with substates that interconvert on a wide range of
timescales. Such conformational heterogeneity and dynamics
are now also thought to be essential for function.1–6 A funda-
mental example is the entropic contribution to the thermo-
dynamics of biological processes, which depends on the range
of microstates accessible to protein and solvent, including
states that interconvert rapidly, such as those of amino acid
side chains.6 Additionally, proteins are complex structures, in
which the side chains of their constituent amino acids create a
wide range of microenvironments that may possess their own

unique heterogeneity and dynamics. Thus a complete investi-
gation of heterogeneity and dynamics to fully understand their
role requires experimental approaches for measuring them
with sufficient temporal and spatial resolution. While much
has been learned, for example via NMR spectroscopy, IR
spectroscopy provides an approach with an inherent pico-
second timescale that makes possible direct detection of even
the most rapidly interconverting states that could contribute to
function, and its bond-specific spatial resolution allows for the
characterization of different microenvironments. One dimen-
sional (1D) IR spectroscopy is routinely used to characterize
small molecules, as the frequency, linewidth, and number of
distinct absorptions reflect the nature, heterogeneity, and
number of distinct states populated. However, the interpretation
of 1D spectra is complicated by the convolution of line broadening
processes. This problem has motivated the application of two-
dimensional (2D) techniques that not only deconvolute the con-
tributions of these processes, but also allow for the elucidation of
the underlying dynamics.7

Historically, IR studies of proteins have focused on the
amide backbone vibrations, and thus backbone dynamics have
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been the focus of the majority of previous 2D IR studies.8,9

However, even in combination with isotopic labeling, the
massive spectral congestion of the frequency region of the amide
vibrations typically limits site-specific studies to peptides or very
small proteins. Amide bonds also do not provide information
about side chains, which is arguably as or more critical to our
understanding of protein function and how it might be tailored
by evolution. These issues have motivated intensive efforts to
develop IR probes that may be incorporated into a protein at side
chains and that possess environmentally sensitive absorptions
within a ‘‘transparent’’ frequency window (1900–2300 cm�1) that
is free of native protein absorptions.10–13 These probes are
similar to small molecule ligands that also have absorptions in
the transparent window, such as CO, which have been used for
decades to characterize their local microenvironments within
proteins that bind them.14–16 However, because the IR probes are
incorporated into the protein via covalent attachment to an
amino acid, they may be used to characterize any protein and
at any position of interest. The sulfhydryl band of natively
occurring cysteine had been exploited as a transparent window
probe, but its weak signals thus far have limited its widespread
use.17 The application of 2D IR spectroscopy with non-native
transparent window probes was first demonstrated with
p-cyanophenylalanine (CNF) to characterize the dynamics of
the model 35 amino acid peptide HP35,18,19 and the approach
was extended to measure the dynamics of a large, intact protein
via the incorporation of azidophenylalanine into myoglobin.20

Additionally, the attachment of metal–carbonyl complexes and
the installation of cyanocysteines have been used to introduce
probes for 2D IR spectroscopy.21,22 However, thus far the
approach has been applied almost exclusively for characterizing
one position in a protein, not taking advantage of its potential
high spatial resolution that enables study of different parts of
the structure. One exception is a recent study that incorporated
azidohomoalanine as a probe at six positions of a PDZ domain
and obtained difference 2D IR spectra of the states before and
after perturbation by photoinduced cis–trans isomerization
of an azobenzene, which was covalently incorporated into the
protein.23 Interestingly, only a change in absorption intensity
was observed at one site, while none showed significant differ-
ences in the frequencies or linewidths. While this may suggest
that the probes are not sensitive to changes in their local
environment, the biological relevance of the two states charac-
terized is uncertain. Additionally, the time evolution of different
environments in a protein has yet to be measured, and so
whether and how spatial variation in protein dynamics contri-
butes to biological function has remained unexplored.

Src homology 3 (SH3) domains recognize proline-rich (PR)
motifs to mediate eukaryotic protein–protein interactions in
diverse cellular processes and serve as a model for the study of
protein molecular recognition more broadly.24 SH3 domains
are composed of a beta sheet core, a short 310 helix, and three
loops: the RT loop, n-Src loop, and distal loop (Fig. 1). The
domains recognize a linear sequence motif that contains a core
consensus sequence, PxxP, with x typically a proline or a
hydrophobic amino acid. In the complex, the PR ligand adopts

a polyproline type II secondary structure and the two conserved
proline side chains pack within grooves on the SH3 domain
surface formed by a set of conserved tyrosine residues. Despite
extensive study of SH3 domain-PR motif recognition by a vast
range of approaches, many aspects of the process, such as the
origins of specificity and underlying thermodynamics, remain
poorly understood. The contributions of the dynamics of the
SH3 domain, peptide ligands, and associated solvent to mole-
cular recognition are likely to be important,25–32 but challenging
to assess experimentally. While NMR spectroscopy has revealed
binding-induced changes on the ps–ns and longer ms time-
scales,25–27,32 few studies have characterized side chain
dynamics,33,34 and none have explored their possible contribu-
tion to molecular recognition.

To demonstrate the full potential of 2D IR spectroscopy
combined with site-specific labeling for measuring the hetero-
geneity and dynamics of proteins with high spatial and temporal
resolution, and to characterize the involvement of side chain
dynamics in molecular recognition, we incorporated CNF at six
distinct sites of the SH3 domain from yeast protein Sho1
(SH3Sho1; Fig. 1) via amber suppression and characterized them
both in the unligated state and when bound to its cognate
peptide from Pbs2 (pPbs2). Specifically, CNF was introduced at
each of the three conserved Tyr residues that line the binding
surface (CNF8, CNF10, and CNF54), at a Tyr residue within the
RT loop (CNF16), at a Phe residue in a more buried location
(CNF20), and at a Tyr residue that is more distant from the
ligand binding surface (CNF2) (Fig. 1). (Residue numbering is
based on a standard numbering system for SH3 domains and
the PRmotif.35,36) 2D IR spectroscopy reveals site-specific hetero-
geneity and dynamics that depend significantly on ligand
binding, including at adjacent conserved residues within the
binding surface.

Experimental methods

CNF-labeled SH3Sho1 and pPbs2 were produced via amber
suppression and Fmoc solid phase peptide synthesis, respectively.
All procedures to express or synthesize, purify, and prepare the

Fig. 1 Structural model of the complex of SH3Sho1 and pPbs2 (2VKN)
showing locations of CNF incorporation.
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samples for analysis via FT IR, 2D IR, visible, circular dichroism,
or fluorescence spectroscopy were performed as reported pre-
viously and are described more thoroughly in ESI.† 37,38 Samples
for 2D IR spectroscopy contained 4 mM SH3Sho1 for study of the
unligated state or 4 mM SH3Sho1 and 4.8 mM pPbs2 for study of
the complex in 50 mM sodium phosphate, pH 7.0, 100 mM NaCl,
with the exception of CNF20, which was prepared with 5 mM
protein and 6 mM pPbs2 due to lower labeling efficiency. 2D IR
spectroscopy was performed in the conventional BOXCARS geo-
metry as previously reported (see ESI† for a complete description).
The FFCFs were determined via center line slope (CLS) analysis of
the Tw-dependent 2D IR spectra in combination with fitting to the
linear spectra.39,40 All experiments were performed in triplicate
with independently prepared samples.

Preparation and execution of the MD simulations utilized
computational resources of BigRed2 at Indiana University
using Amber 2016.41 The charges for the CNF were derived
via the R.E.D. Server.42 CNF was introduced into the crystal
structural model of SH3Sho1 bound to pPbs2 (PDB ID 2VKN) at
residues 10, 16, 20, 54 or 2 and 8 using Chimera (UCSF).43 The
protein was solvated by a periodic 12 Å octahedron of TIP3
water, Na+ counter ions were added to neutralize the charge of
the system, then additional Na+ and Cl� ions were added to
make the system 150 mM in Na+ concentration according to the
total number of water molecules. The particle mesh Ewald
summation method with a non-bonded cut-off of 10 Å was
employed for long-range interactions and the SHAKE procedure
was used to constrain all bonds involving hydrogen atoms.
Self-guided Langevin dynamics were run for 1 ns with a 2 ps
local averaging time and target guiding temperature of 450 K.
Ten frames from this trajectory (separated by 100 ps) were then
extracted and used to start two sets of production MD simula-
tions of 5 ns with 1 fs time steps, saving the coordinates and
forces every 100 fs. Analysis of the MD simulations were
performed using the cpptraj program of Amber16 and Matlab
18.0 (Mathworks). Calculation of the electric field (EF) along the
CN to determine the EF time correlation function (TCF) was
performed as described previously.44 Additional details about
the MD simulation preparation and analysis are provided in
ESI,† Experimental methods.

Results
Protein characterization

The IR probe, CNF, was successfully incorporated at each of the
six locations in SH3Sho1 via amber suppression.45 While the CN
group was chosen to be minimally perturbative compared to the
other possible transparent window 2D IR probes,13 substitution of
the native Tyr or Phe residues with CNF altered the size and
hydrogen bonding potential of the side chains, introducing possi-
ble perturbation to structure or function. However, characteriza-
tion of the variants via circular dichroism spectroscopy indicated
that CNF incorporation resulted in no detectable perturbation
in secondary structure, and fluorescence-based binding assays
indicated that the probe incorporation led to at most two-fold
change in the affinity for pPbs2 (Fig. S2 and S3, ESI†).

FT IR spectroscopy

The linear FT IR spectra were acquired first for the unligated
proteins to investigate the spatial heterogeneity in the absence
of the ligand. All spectra show an absorption band associated
with the CN stretch around 2232.5–2236.3 cm�1 (Fig. S4, ESI†).
For all absorptions, the frequency of maximum absorbance was
the same within error of the first moment of the absorption,
consistent with a single symmetrical band (Table S3, ESI†).
Each spectrum was fit to a Gaussian function to determine the
center frequency and linewidth (Table 1). The frequencies of
the CNF incorporated at the protein surface, with the exception
CNF10, were relatively high and similar to CNF in aqueous
solution. In comparison, the absorptions for CNF10 and
CNF20, which is positioned in the protein core, were found at
lower frequencies (by 3–4 cm�1), indicating at these sites
interactions with the local environments distinct from bulk
solvent. The spectra also show small variation in the line-
widths; the linewidth was the broadest for CNF16, whereas it
was relatively narrow for CNF2, CNF8, and CNF54.

To assess the involvement of each CNF in the recognition of
pPbs2, we next acquired the FT IR spectra of the SH3Sho1 variants
in the ligand complex. As found for the unligated proteins, the
spectra showed no evidence for multiple distinct states and were
thus fit by a single Gaussian function. Ligand binding induced

Table 1 Parameters from fits of absorption spectra and FFCFs of CNF-labeled SH3Sho1

G* (cm�1) D1 (cm
�1) t1 (ps) Ds (cm

�1) Frequency (cm�1) FWHMa (cm�1)

CNF 7.9 � 0.2 2.7 � 0.2 1.2 � 0.2 1.5 � 0.1 2236.7 � 0.1 12.6 � 0.1
CNF2 4.9 � 0.2 2.4 � 0.1 1.9 � 0.3 1.9 � 0.1 2235.2 � 0.1 9.4 � 0.1
CNF2–Pbs2 5.6 � 0.1 2.9 � 0.2 1.6 � 0.5 1.9 � 0.4 2235.4 � 0.1 10.7 � 0.1
CNF8 7.4 � 0.3 2.4 � 0.2 1.6 � 0.1 1.4 � 0.1 2235.4 � 0.1 9.5 � 0.3
CNF8–Pbs2 8.6 � 0.2 2.7 � 0.1 1.4 � 0.1 1.6 � 0.1 2236.1 � 0.1 10.7 � 0.2
CNF10 6.2 � 0.8 3.6 � 0.2 5.8 � 0.2 1.3 � 0.2 2232.5 � 0.1 11.3 � 0.1
CNF10–Pbs2 4.3 � 0.1 2.3 � 0.1 1.5 � 0.4 3.7 � 0.1 2233.3 � 0.1 11.5 � 0.1
CNF16 10.2 � 1.0 2.9 � 0.5 1.7 � 0.5 1.8 � 0.2 2234.9 � 0.1 12.8 � 0.1
CNF16–Pbs2 9.6 � 0.1 3.1 � 0.1 2.5 � 0.6 1.4 � 0.3 2234.7 � 0.1 12.6 � 0.1
CNF20 6.4 � 0.1 2.9 � 0.2 2.8 � 0.6 1.8 � 0.2 2233.6 � 0.2 10.7 � 0.1
CNF20–Pbs2 7.2 � 0.1 3.3 � 0.1 0.7 � 0.2 2.0 � 0.2 2234.6 � 0.1 11.0 � 0.2
CNF54 5.9 � 0.2 2.2 � 0.1 1.2 � 0.2 2.0 � 0.1 2236.3 � 0.2 9.0 � 0.2
CNF54–Pbs2 5.9 � 0.3 2.8 � 0.3 2.9 � 0.2 1.0 � 0.5 2235.6 � 0.1 9.8 � 0.1

a Full width at half maximum.
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no significant change in the frequency for CNF2 or CNF16,
located distant from the binding site and on the RT loop,
respectively (Table 1). In contrast, for the three sites along the
interaction surface (CNF8, CNF10, CNF54) and for the more
buried residue (CNF20) the frequency was moderately sensitive
to the binding of SH3Sho1 with pPbs2, shifting 0.6–1.0 cm�1.
However, for CNF8, CNF10, and CNF20 the absorption shifted to
higher frequency, whereas for CNF54 it uniquely shifted to lower
frequency. Thus all these sites appear to be involved in ligand
recognition, but how exactly they participate varies among them.
Another result of ligand binding was the broadening of the
absorptions of CNF2, CNF8 and CNF54. Line-broadening could
arise from greater heterogeneity in the complexes that positions
the CN probe in a variety of environments to engender a greater
range of frequencies; however, inhomogeneous broadening is
convoluted with line broadening due to other processes in 1D
spectra, which limits interpretation.

2D IR spectroscopy

To better elucidate the differences in the inhomogeneity and
dynamics among the CNF, we applied 2D IR spectroscopy.7

As frequency variation arises from interaction of the IR probe
with the protein or solvent environment, the time evolution of
the frequencies, spectral diffusion, reports on the dynamics of
the surrounding protein or solvent. 2D IR spectroscopy was used
to generate 2D correlation spectra that connect the frequencies
of the CN probes before (horizontal axis) and after (vertical axis)
a variable waiting time, Tw (Fig. 2 and Fig. S5, ESI†). For short Tw,
the 2D spectra appear diagonally elongated, which indicates that
most of the CN probes in the ensemble have the same initial
and final frequencies. With increasing Tw, the 2D lineshapes
became less elongated, reflecting that the frequencies have
changed because the environment has changed during Tw.
The Tw-dependent change in the 2D lineshape directly reports
on the spectral diffusion of the CNF probe that results from the
dynamics of its interaction with its environment.

A useful quantity for describing spectral diffusion is the
frequency–frequency correlation function (FFCF), which can be

determined from analysis of the Tw-dependent 2D data via
well-established methods.39,40 We applied a Kubo model46 that
separates the dynamics into homogeneous and inhomogeneous
contributions:

FFCF ¼ dðtÞ
T2

� þ 2T1
þ D1

2e�t=t1 þ Ds
2

The latter two terms describe the dynamics among the inhomo-
geneous distribution of frequencies. The inhomogeneous
dynamics are separated into two timescales, where D1 reflects
the part of the frequency distribution sampled on the timescale
t1, and the static term Ds, reflects the part of the frequency
distribution sampled slowly compared to the experimental time
window (B5 ps, determined by the vibrational lifetime of the CN
probe). The first term accounts for the homogeneous contribu-
tion to the FFCF. T1 is the vibrational lifetime, and the pure
dephasing time, T2* = (D2t)�1, describes very fast fluctuations in
the motionally narrowed limit where the frequency amplitude
and timescale cannot be separated (Dt { 1), which lead to a
Lorentzian contribution to the line shape, G* = 1/pT2*. The
center line slope (CLS) analysis yields a good approximation of
the inhomogeneous part of the normalized FFCF (Fig. 2).39

Combined fitting of the CLS decays with the linear spectra was
used to obtain the complete FFCFs (Table 1).40

The FFCFs of the CNFs of the unligated protein show
variation in the line-broadening and underlying dynamics that
reveal significant spatial heterogeneity in SH3Sho1 (Fig. 3 and
Table 1). The FFCF for CNF10 was the most distinct, as it
showed dynamics on a substantially slower timescale (t1 of 5.8 ps)
associated with relatively large inhomogeneous broadening (D1).
For CNF20, the site most buried within the protein, t1 also was
slightly slower (2.8 ps). In comparison, the other sites at the
protein surface showed faster dynamics similar to the amino acid
in aqueous solution (1.2–1.7 ps).38 Another distinction among the
sites revealed by the FFCFs was a large homogeneous component
(G*) for CNF16, which actually underlay the larger linewidth
observed in the 1D spectra. The homogeneous broadening is
indicative of motion that is fast on the IR timescale and could be

Fig. 2 Example 2D IR spectra of CNF8 (left panel), CNF10 (center panel), and CNF54 (right panel) SH3Sho1 at Tw of 0.25 and 1 ps for the unligated protein
(top row) and the pPbs2 complex (bottom row). Overlayed are the center lines from analysis of the lineshapes of the average spectra (white dotted line).
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due to high orientational mobility of the side chain due to its
location on a flexible loop, a contribution that was not specifically
measured in this study. Consistent with this possibility, NMR
order parameters determined for the amide backbone of the RT
loop of SH3 domains generally indicate the backbone to be highly
dynamic on the ps–ns timescale.25–27 Thus together the NMR and
2D IR data reflect the high overall flexibility of the RT loop,
including both backbone and side chains.

To next investigate how the heterogeneity and dynamics of
the microenvironment of each CNF are affected by ligand
binding, we characterized the variants in the complex with
pPbs2. Interestingly, in comparison to the linear spectra, the
spectral dynamics showed more substantial, and also site-
specific, changes in response to ligand binding. The FFCFs
for CNF2 and CNF16 did not differ significantly between the
unligated protein and complex (Fig. 4), similarly insensitive to
binding as the linear spectra. Surprisingly, unlike the linear
spectra, the FFCF for CNF8 also was not significantly affected by
pPbs2 binding, despite the probe’s location at the recognition
surface. In contrast, the dynamics for CNF10, CNF20, and
CNF54 were affected by pPbs2 binding, and how they changed
differed among the sites. For CNF20 and CNF54, the CLS
decayed more rapidly in the complexes, whereas for CNF10 it
decayed more slowly (Fig. 3). The parameters from fitting the
FFCF to the two inhomogeneous timescales indicate that the
slower overall decay for CNF10 in the complex arises from an
increase in inhomogeneity associated with slowly interconverting
states (Ds), along with a decrease associated with rapidly inter-
converting states (D1) (Fig. 4 and Table 1). In addition, the
uniquely slow timescale of dynamics among the frequency dis-
tribution D1 exhibited for CNF10 of the free protein, was faster in

timescale in the complex, becoming similar to the other CNF at
the protein surface. Compared to CNF10, the FFCF fit para-
meters for CNF54 showed opposite changes, a reduction of
inhomogeneity from slowly interconverting states (Ds) and a
small increase from rapidly interconverting states (D1), while
the timescale t1 became slower. In contrast, for CNF20 the
more rapid decay of the CLS in the complex arose from
the faster timescale of dynamics, with little change in inhomo-
geneity. Remarkably, the sensitivity of the FFCFs for the CNF at
the three, adjacent, conserved aromatic residues along the bind-
ing interface differed dramatically, with one (CNF8) showing no
effect from pPbs2 binding, and the other two (CNF10 and CNF54)
showing significant but opposite effects.

Molecular dynamics simulations

Clearly the spectral data for the CNF variants indicate complex,
distinct, and importantly, site-specific changes in local environ-
ments and dynamics with ligand binding. To gain insight into
the origins of the differences, we performed molecular dynamics
(MD) simulations of SH3Sho1 labeled with CNF at each site for the
unligated protein and the pPbs2 complex. We sought to identify
the parts of the protein or ligand that influence each CN probe

Fig. 3 CLS decay curves (points) and fits (lines) for unligated SH3Sho1

(colored) and the pPbs2 complex (black).

Fig. 4 Binding-induced changes in the timescale of dynamics (upper
panel) and the inhomogeneous distribution of frequencies sampled rapidly
(middle panel) and slowly (bottom panel) reflected by the FFCFs. Error bars
are standard deviations from three sets of experiments with independently
prepared samples.
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by determining the radial distribution functions (RDFs) for the
distance of the cyano nitrogen to different parts of the protein to
assess how often they approach each other and how this is
changed by ligand binding (Fig. 5 and Fig. S9, ESI†). For the
unligated protein, CNF20 and CNF10 were in close contact more
frequently with surrounding protein and less so with solvent
water relative to the other sites. In addition, in the unligated
protein but not the pPbs2 complex, CNF10 frequently closely
approached (B2.5 Å) a sodium ion, which appears to stabilize
the charge density of the highly acidic RT loop (Fig. 6A). These
distinct molecular environments are a possible contributor to
the slower timescale t1 found for CNF10 and CNF20 in the
unligated protein, as well as the large change in the faster
FFCF component of CNF10 in the complex (Table 1). Spectral
dynamics on such fast timescales are likely to reflect, at least in
part, the surrounding solvent fluctuations. Interactions of water
with ions are found by previous studies to decrease hydrogen
bond switching rates by a factor of three to four,47 in line with
slower dynamics reported by the FFCF of CNF10.

Comparison of the MD simulations for the unligated protein
to pPbs2 complex indicate substantial changes to the environ-
ments at CNF10, CNF20, and CNF54 – those residues with
FFCFs sensitive to binding – and much less so for the other
sites (Fig. 5C). For CNF10, the change in RDFs indicate that the
CN experiences an overall increase in the frequency of closely
approaching atoms (o4 Å). These contacts involve a variety of
residues, especially Asp13 and Glu17 of the RT loop, but also

Ala12, Trp36, and Asp16‡ (Fig. 6A and Fig. S10, S11, ESI†).
The enhanced packing of CNF10 within such a heterogeneous
environment accompanies conformational adjustment of the
RT loop upon pPbs2 binding. In comparison, the RDFs for
CNF54 similarly indicated an overall increase in the proximity
of atoms in the pPbs2 complex, but also increased amplitude at
much closer distance (B3 Å). In addition, whereas the CN of
CNF54 was rarely in close proximity to any specific protein
atoms in the unligated state, in the pPbs2 complex it packed
between the conserved P00 and P30 side chains of the ligand,
placing it near the carbonyl oxygen of P10 during almost the
entire simulation (within 4 Å in 95% of frames) (Fig. 6B and
Table S6, ESI†). Notably, in native SH3 domains Tyr54 forms a
hydrogen bond with the backbone carbonyl of P10.36 Thus, the
CN probe appears to retain sensitivity to a native interaction
with the ligand in the pPbs2 complex. For CNF20 the RDFs
showed an increase in the amplitude at longer distances (44 Å),
but at close distance no net change, rather only a shift in
amplitude. In contrast, the MD simulations showed little change
in their environment or dynamics for CNF8, CNF2, and CNF16
when SH3Sho1 binds pPbs2.

In attempt to better understand the solvatochromism and
spectral diffusion of the CN probes, we assessed whether the
spectral data could be described by a vibrational Stark effect,
the frequency dependence on the electric field projected onto
the transition dipole of the vibration. The temporal autocorrela-
tion functions of the electric field (EF TCF) along the CN probes
showed dynamics on the several ps and longer timescales,

Fig. 5 RDFs for distance of the cyano nitrogen to (A) water oxygen atoms,
(B) all heavy atoms excluding solvent and CNF side chain, and (C) change in
the RDFs for these heavy atoms upon ligand binding for CNF2 (orange),
CNF8 (teal), CNF10 (blue), CNF16 (red), CNF20 (green), and CNF54 (purple)
SH3Sho1.

Fig. 6 Overlay of average structures from MD simulations showing side
chains of residues in local environment of (A) CNF10 and (B) CNF54 when
unligated (green) and bound to pPbs2 (teal).

‡ Unique, consecutive numbering according to the consensus sequence of SH3
domains is not possible for Asp16 and Tyr16/CNF16 due to a two-residue insertion
at this site in the sequence of SH3Sho1 and other yeast SH3 domains.53
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similarly to the FFCFs determined for the CN probes. Addition-
ally, in agreement with the FFCFs, the EF TCFs indicated greatest
perturbation upon pPbs2 binding to the dynamics at CNF10.
However, the Stark effect did not fully account for all the
differences among the sites and changes due to pPbs2 binding
in either the FFCFs or 1D absorptions (Fig. S6 and S7, ESI†).
As noted previously, the environment surrounding an IR probe
in a protein is non-uniform, and particularly for the CN probe,
specific, local interactions including hydrogen bonding and
repulsive interactions due to close packing are likely to also
contribute substantially to the solvatochromism.12,48,49 In the
MD simulations water molecules appeared within hydrogen
bonding (HB) distance (3 Å) to the CN for B10% of the frames
for all the surface-exposed residues (i.e. all but CNF20), and the
occurrence unexpectedly was slightly more frequent in the pPbs2
complex (Table S5, ESI†), consistent with the blue-shift of many
absorptions. The hydrogen bonding time correlation functions
(HB TCFs) showed timescales of dynamics similar to the FFCFs
and better agreement than did the EF TCFs, but also did not
quantitatively correlate with all the spectral data, particularly for
CNF54 (Fig. S8, ESI†). More extensive simulations that more
completely sample conformational space might lead to better
agreement. In addition, short-range repulsive interactions not
captured by the simple analysis also likely contribute substantially
to the solvatochromism, as has been found in previous theoretical
studies of the small molecule model system p-tolunitrile.50

Further work to apply more complex modelling clearly is needed
to fully describe the microscopic interactions underlying the
solvatochromism and spectral diffusion of the CN probe in the
complex environments experienced in proteins.

Discussion

Altogether, the experimental data and simulations provide a
spatially detailed picture of the molecular changes of SH3Sho1

upon binding to its ligand pPbs2. At CNF10, pPbs2 binding is
accompanied by an increase in interaction with slowly fluctuat-
ing, heterogeneous environment from the RT loop and other
parts of the protein, which is associated with an increase in
inhomogeneity of slowly interconverting states. In contrast,
when SH3Sho1 binds pPbs2, CNF54 experiences a relatively
uniform environment where it interacts with specific parts of
the ligand, which is associated with smaller inhomogeneity of
slowly interconverting states. CNF20 shows no net change in
the frequency of closely approaching atoms, and no substantial
changes are found in the inhomogeneity reflected by the FFCF.
However, the timescale of dynamics was sensitive to ligand
binding. Thus, ligand binding affects not only the surface-
exposed residues that are directly involved in the interaction,
but its impact also is transmitted farther into the core of the
protein. Similar binding-induced perturbations to local side
chain conformations and dynamics have been found for other
proteins and evoked in mechanisms of allostery.2–4

The lack of sensitivity of the FFCF of CNF8 to pPbs2 binding,
while the average frequency shifts by a magnitude similar to

those of CNF10 and CNF54, was unexpected. In the native
protein CNF8 is a conserved Tyr positioned within the binding
surface, and the side chain shows significant contact with
pPbs2 in the crystal structure (2VKN). However, in agreement
with the experimental results, the MD simulations showed little
change in the dynamics at CNF8 induced by ligand binding. For
comparison, we also analyzed the proximity of water and
protein to the three native Tyr residues at the recognition
surface by determining the RDFs for the distance to the hydroxyl
oxygens, and the variable sensitivity to pPbs2 binding among the
sites was in agreement with that found for the CNF (Fig. S12,
ESI†), supporting that the heterogeneity and dynamics reported
by the probes are comparable to the native protein.

The site-specific information about the contribution of
different residues in a SH3 domain to ligand recognition reveals
the variable involvement of the three conserved aromatic residues
at the binding interface – the dynamics of two of these residues,
CNF10 and CNF54, were sensitive to ligand binding, whereas
those of CNF8 were unchanged. In agreement with these results,
our previous study of SH3Sho1 binding to pPbs2 labeled with
carbon–deuterium (C–D) transparent window IR probes revealed
multiple bands for C–D bonds incorporated at P30,51 indicating
conformational heterogeneity at the proline residue of the ligand
closest to CNF8. This observation is consistent with the insensi-
tivity to ligand binding of the FFCF of CNF8, suggesting that at
this position the protein and ligand do not as tightly interact.
Also in line with this picture, mutation of Tyr8 to alanine results
in a B17-fold decrease in binding affinity, whereas the same
mutation at Tyr54 results in B350-fold decrease.52 Thus, while
not apparent in the crystal structure, the IR data indicate site-
dependent engagement of the SH3 domain with the ligand.
Additional support for this conclusion is provided by previous
NMR studies of the complexes of the Apb1 SH3 domain and a
number of PR peptides where linear chemical shift variation
among the complexes provided evidence for rapid dynamics that
depended on the position probed.32

A longstanding question about SH3 domain recognition
regards the thermodynamics that typically include large
unfavorable entropy contributions, unexpected for the highly
hydrophobic interaction with the PR motif in which solvent
should be displaced. Toward explaining the thermodynamics,
the protein, ligand, and, more recently, water dynamics have
been suggested to play a critical role.25–31 Reduction in con-
formational freedom of the loops and restriction of interfacial
water molecules upon complexation would engender unfavor-
able entropy changes. Notably, side chain dynamics play a key
role in entropy changes of molecular recognition by other
proteins.1,6 Similarly, we expect that the site-specific changes
in the heterogeneity and dynamics uncovered in this study
of SH3Sho1–pPbs2 recognition are important to the binding
thermodynamics. In the complex with pPbs2, CNF10 appears
to have increased interaction with a heterogeneous protein
environment, whereas CNF54 experiences a more homogeneous
environment upon intercalation between the conserved proline
residues of the ligand. In contrast, CNF8 is sensitive to ligand
binding, as evident from the induced shift in the average
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absorption frequency, but binding does not alter the inhomo-
geneity or dynamics of its environment. Thus, our study
indicates how part of the recognition surface, specifically
around the region of CNF54, could contribute more substan-
tially to unfavorable binding entropy than other parts of the
protein, such as probed by CNF10, and particularly CNF8.
Furthermore, the data underscores how generating a complete
molecular description of protein recognition and other aspects
of function will require the ability to measure conformational
heterogeneity and dynamics with residue-specific precision.

Conclusions

This study demonstrated how 2D IR spectroscopy in combi-
nation with the introduction of frequency-resolved IR probes
may be used to reveal site-specific changes in the heterogeneity
and dynamics of protein microenvironments, and the applica-
tion of the approach toward developing a more complete
molecular description of the recognition of SH3 domains.
Importantly, the observed spectral changes were induced by
cognate ligand binding, the biological function of the protein
domain, which in turn suggests that the observed dynamics
may be biologically significant. As expected, molecular recognition
is clearly complex, but additional studies involving more probes in
different proteins and contexts will help to elucidate the process.
Further development of the experimental methods will advance
our ability to characterize protein heterogeneity and dynamics to
better enable investigation into their contribution to molecular
recognition, catalysis, and other biochemical processes.
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