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Abstract. The increasing tritronquée solutions of the Painlevé-II equation with parameter
2

a exhibit square-root asymptotics in the maximally-large sector |arg(z)| < 7 and have
recently appeared in applications where it is necessary to understand the behavior of these
solutions for complex values of . Here these solutions are investigated from the point of
view of a Riemann—Hilbert representation related to the Lax pair of Jimbo and Miwa, which
naturally arises in the analysis of rogue waves of infinite order. We show that for generic
complex «, all such solutions are asymptotically pole-free along the bisecting ray of the
complementary sector |arg(—=z)| < im that contains the poles far from the origin. This
allows the definition of a total integral of the solution along the axis containing the bisecting
ray, in which certain algebraic terms are subtracted at infinity and the poles are dealt with
in the principal-value sense. We compute the value of this integral for all such solutions. We
also prove that if the Painlevé-II parameter o is of the form a = £ +ip, p € R\ {0}, one
of the increasing tritronquée solutions has no poles or zeros whatsoever along the bisecting

axis.
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1 Introduction

The Painlevé-II equation with parameter oo € C

d?u

2 = zu + 2u® — a, u=u(x;a) (1.1)
x

has been the object of intense study ever since it was identified by Painlevé more than a century
ago as one of only 6 formerly unknown second-order ordinary differential equations of the form
u” = F(x,u) with F rational in v and meromorphic in z having what is now called the Painlevé
property: the only singularities of a solution u whose location in the z-plane depends on initial
conditions are poles. In fact, it is now known that every solution of (1.1) is a meromorphic
function of x all of whose poles are simple and of residue £1. Since its original discovery in
the context of the solution of an abstract classification problem for differential equations, the
equation (1.1) and its particular solutions have become very important in numerous applications.
For instance, similarity solutions of the modified Korteweg-de Vries equation satisfy (1.1) [16].
The oscillations appearing near the leading edge of the dispersive shock wave generated from a
wide class of initial data in the weakly-dispersive Korteweg—de Vries equation have a universal
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profile corresponding to the Hastings—McLeod solution of (1.1) with a = 0 [12]. The real graphs
of the rational solutions of (1.1) for integer values of o determine the locations of kinks in space-
time near a point where generic initial data for the semiclassical sine-Gordon equation crosses
the separatrix in the phase portrait of the simple pendulum in a transversal manner [9]. In
mathematical physics there are also many applications of solutions of (1.1). Perhaps the most
famous one concerns the distribution functions for the largest eigenvalue of random matrices
from certain ensembles, which in the scaling limit can in some cases can be written in terms of
again the Hastings—McLeod solution [28].

The Hastings—McLeod solution of (1.1) is especially important in applications because it is
a global solution for real values of z, i.e., it has no singularities for z € R. It is an example of
a so-called tronquée solution, namely one having no poles near x = co in one or more sectors
of opening angle %77 of the complex plane. In fact, the Hastings—McLeod solution has no poles
near infinity in two disjoint sectors: |arg(x)| < é’ﬂ' and |arg(—z)| < %w. The intervening sectors
symmetric about the imaginary axis are filled with poles for large |x|, and the poles form a locally
regular lattice. In general, there are two distinct types of tronquée solutions of the Painlevé-11
equation (1.1). The increasing tronquée solutions satisfy wu(z;a) ~ i(—%m)lﬂ as |z| — oo
with |arg(—z)| < i7 (arising from a dominant balance between the terms zu and 2u? in (1.1)),
and the decreasing tronquée solutions satisfy u(z;a) ~ az™! as |z| — oo with |arg(z)| < i
(arising from a dominant balance between the terms zu and —« in (1.1)). The Hastings—McLeod
solution is uniquely determined as being both an increasing and a decreasing tronquée solution.
Otherwise, the tronquée solutions are not generally determined by their leading asymptotics.
However, for each choice of sign there is a unique solution of (1.1) for which u(x; ) ~ :t(—%x) 1/2
holds as |z| — oo with —i7 < arg(—z) < 7 and another unique solution for which the same
asymptotic holds for —7 < arg(—x) < %ﬂ'. These solutions are related by the rotation symmetry
of the Painlevé-II equation in which whenever u(z) is a solution, then so is €™/ 3u(62”i/ 3x). Thus

there is also for each choice of sign a unique solution for which u(z; a) ~ +i(32) Y2 s |z| — o0
with |arg(x)| < %71 These six solutions are called the increasing tritronquée solutions of (1.1)
in the nomenclature of [17, Chapter 11] that can be traced back to the terminology introduced
by Boutroux [7, 8].

The Painlevé-I equation also has tritronquée solutions, and these have been conjectured
and/or shown to describe critical phenomena in several different situations [2, 11, 15, 24]. The
tritronquée solutions of other Painlevé equations seem to not arise as frequently; however the
increasing tritronquée solutions of (1.1) have recently appeared in two quite different applica-
tions. The first application is the asymptotic description of rational solutions w = wy(z;m),
n € Z, m € C, of the Painlevé-11I equation

dz2 w

— ) - == A — = 1.2
P + + 4w (1.2)

Pw 1 (dw\? 1dw 4(n+m)w?+4(n—m)
z dz z

in the limit of large integer parameter n. Given such n, the rational solution w = wy,(z;m) is
uniquely determined by the rationality condition and the asymptotic property wy(z;m) — 1
as z — 00. As n — +oo, the poles and zeros of wy,(z;m) accumulate within a dilation nFE
of a fixed eye-shaped domain E centered at the origin and with corners at the points i%i. In
the interior of the eye-shaped domain there are accurate asymptotic formulae for w,(z;m) in
terms of modulated elliptic functions [5]. If one examines the function w,(z;m) near the corner
point z = :l:%in, it turns out to be natural to zoom in on the corner point by centering and

rescaling the independent variable as z = :I:i(%n + (3—1271) Y 3:):) and also to introduce a new
dependent variable by w, = j:i(l — (%n)_l/ 3ui). Substituting these scalings into the Painlevé-
IIT equation (1.2) and formally considering n large one finds that © = u® () is a solution of an

O(n_l/ 3) perturbation of the Painlevé-II equation (1.1) with parameter o = m. Noting that
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the interior angle of the eye-shaped domain F at its corners is exactly 27 /3 and comparing with
the known asymptotic behavior of wy,(z;m) in the exterior of nE, in [6] the following conjecture
is formulated.

Conjecture 1.1 (Bothner, Miller, and Sheng). Let m € C be fixed. Then

lim (3n) 1/3(1 + iwy (£ (30 + (Hn) 1/3x);m) = uk(z;m)

n—-+o0o

where u = ujTET(x;m) is the unique increasing tritronquée solution of (1.1) with parameter

a = m and determined by the asymptotic behavior ujTET(:L‘;m) ~ :l:i(%:n)l/2 as x — oo with
|arg(z)| < 2.

Thus the complementary sector |arg(—x)| < %ﬂ' in which the poles of the tritronquée solu-
tion reside for large |z| corresponds to the interior of the eye-shaped domain E in an overlap
region where the Painlevé-II asymptotics and the modulated elliptic function asymptotics are
simultaneously valid. Now the elliptic function asymptotics valid within E are associated with
an elliptic curve associated to each point of E, and in [5] it is shown that the elliptic curve
degenerates along the vertical segment of the imaginary axis connecting the two corner points.
This degeneration makes one of the periods of the elliptic function blow up and results in a local
dilution of the pole/zero distribution of w,,(z;m) when z is near the vertical segment. In the
overlap domain this vertical segment corresponds to the negative real axis in the variable x of the
Painlevé-1I increasing tritronquée solution. Of course the negative real axis is precisely the ray
that bisects the asymptotic pole sector |arg(—x)| < %77 for the tritronquée solution. This is one
of the critical rays' for the Painlevé-II equation (1.1), and it is well known in the case a = 0 that
solutions behave differently for large x near such rays than elsewhere in the complex plane. See
[17, Chapters 9-10], where the large-z asymptotics are worked out in detail for a class of solutions
for a« = 0 that includes the tritronquées ufTET(:B; 0) as a particular case. However, since m € C
is an arbitrary parameter in the sequence of rational Painlevé-III solutions {wy(z;m)}>2, to
fully explain the matching between the corner asymptotics suggested by Conjecture 1.1 and the
large-n asymptotics of w,,(z;m) along the central axis of the eye domain z € nF, it is desirable
to generalize known asymptotic results for the tritronquée solutions of (1.1) with o = 0 to the
setting of arbitrary & = m € C. This is the aim of Theorem 1.2 below.

The second application concerns a new solution W(X, T') of the focusing nonlinear Schrédinger
equation

OV 10%0

— o+ U = 1.

which was recently identified [3] as a scaling limit of a sequence of particular solutions of the
same equation modeling so-called rogue waves of increasingly higher amplitude. The special
solution W(X,T), the rogue wave of infinite order, has many remarkable additional properties.
In particular, the function ¥(X,0) is related to a special transcendental solution of the Painlevé-
IIT equation (1.2) with n = —m = % for which all Stokes multipliers of the direct monodromy
problem for (1.2) vanish. In the regime of large variables (X, T) € R?, it turns out that ¥ (X, T)
exhibits transitional asymptotic behavior when v := T|X|~%/2 is in the neighborhood of the
critical value ve := 54~%/2. In [3] it is proved that as |X| — oo with v — v, = O(|X|*1/3),
the rogue wave of infinite order ¥(X,7T) can be expressed explicitly in terms of a function V(y)
extracted from a certain model Riemann—Hilbert problem, namely Riemann—Hilbert Problem 2.1
in Section 2 below in the case of parameters p = In(2)/(27) and 7 = 1. It is then of some practical

!This is terminology used in [25]. In other references the same rays are also called canonical rays [17, Chap-
ters 9-10] or Stokes rays [17, Remark 7.1].
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interest to obtain some alternative and possibly more effective characterization of V(y), and
to determine its essential properties. One of the goals of this paper is to relate V(y) to the
Painlevé-II equation (1.1), and to identify the particular solution needed to construct V(y) as
the increasing tritronquée? upyp(z; @) for v = 1 +iln(2)/(27). It is known [17, p. 297] that when
o = 0, ufp(r;0) is well-defined for all real o, however for V(y) to be a meaningful asymptotic
description of the rogue wave of infinite order W(X,T'), it would be necessary that upp(z; ) be
a global solution of (1.1) also for the complex value o = 3 +1In(2)/(27). The global nature of
tritronquée solutions of (1.1) for certain complex « including this particular value is the subject
of Theorem 1.4 below.

One of the earliest and most important scientific contributions of Andrei Kapaev was a sys-
tematic description of the large-x asymptotics of general solutions of the Painlevé-I1 equa-
tion (1.1); see for example [21, 22]. These works were based on the isomonodromy method
in the setting of the Flaschka—Newell Lax pair representation [16] of (1.1). Kapaev’s results
were made fully rigorous for a = 0 with the development by Deift and Zhou [14] of a suitable
analogue of the steepest descent method adapted to matrix Riemann—Hilbert problems such as
that arising in the inverse monodromy theory for (1.1). The more general results of Kapaev
were later also put on rigorous footing by this method; in particular the asymptotic analysis
of the increasing tronquée solutions for general « is described fully for general x avoiding the
critical rays in [17, Chapter 11, Section 5]. Tritronquée solutions of higher-order equations in
the Painlevé-II hierarchy have also been studied by Joshi and Mazzocco [20].

Despite these developments, the results needed for the applications described above do not
appear to be in the literature. In this note, we try to fill this gap by proving the following
results, in which we assume that a € C\ (Z+ %), and let u = U%T(x; «) denote the corresponding
increasing tritronquée solution of the Painlevé-II equation (1.1) characterized uniquely by the
asymptotics

1/2 2
urp (T ) = +i (g) +0(z7), T — 00, |arg(z)| < 3™ (1.4)
The uniqueness of ufTET (z; ) given (1.4) combines with elementary Schwarz and odd-reflection
symmetries of (1.1) to imply the following identities:

upp(7; @) = —upp(r; —a) = upp(a*; a*), (o, ) € C*. (1.5)
The remaining four increasing tritronquée solutions are obtained from u%T(a:; a) via the cyclic
symmetry group generated by u(zx) — 7/ ?’u(eZ“i/ 3:3).

The first result concerns the behavior of increasing tritronquée solutions as * — oo along
the critical bisecting ray of the complementary sector |arg(—z)| < %77 containing the poles near
infinity. Given a € C\ (Z + %), let ¢ and 7 be defined as follows. Firstly, set

1 .
qo(a) := —iav — Py log (1 +e™2™), (1.6)

where to be precise the principal branch of the logarithm is meant, with imaginary part in
(—=m,mw]. Then denoting by [z] the nearest integer to z € R with half-integers rounded down,
ie., [n—i— %] =nforn € Z,

¢=4q(a) == q(a) —ilm(g(a)], 7 =r(a):=i(—1)Im@lDleloa =072 (1.7)

Note that —% < Re(ig(a)) < 1.

2We stress that the subscript in the notation u%:T (z; &) is mnemonic for “tritronquée” and has nothing to do
with the independent variable T in (1.3).
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Figure 1. Curves of constant Re(ig()) in the a-plane. The red lines correspond to Re(ig(a)) = 1, i.e.,
everywhere but on these lines up(x; a) is pole-free for large real z and has simple asymptotics given by
Theorem 1.2. The green lines correspond to Re(ig(c)) = 0 and here upp(; o) has oscillatory asymptotics
as  — —oo. The vertical strips Re(a) € (0,4) (mod Z) correspond to Re(ig(e)) € (0,%) while the
vertical strips Re(a) € (—3,0) (mod Z) correspond to Re(ig(e)) € (—3,0). Note that Re(ig(a)) takes
on every value in the range (f%, %} in the neighborhood of each half-integer a = n + %, n € 7.

Theorem 1.2. Suppose that Re(ig(a)) # &. Then upyp(x; ) is pole free for sufficiently large
negative x, and the following asymptotic formule hold:

L(iq)e ™2 o 0 i o . -
UET(x;a) = q(;qT)\e/?—T63”1/48_"1821(_@3/2/3(—:1;)_1/4_3"1/2(1 + O(|{E‘M (q))),
1 3 3
T — —00, 5 < Re(ig) < 0, M~ (q) := max {—4 — §Re(iq), 3Re(iq)} <0,

wq/2 ) ) ) .
u'}T($;O‘) = T\FFﬂ(-i])e—37r1/481qe—21(—£)3/2/3(_x)—1/4+31q/2(1 + O(|1}’M+(q))),

1 3 3
x — —oo, 0<Re(ig) < 2’ M™(q) := max {—4 + iRe(iq), —3Re(iq)} <0,

and

74/2q(e?™ — 1) sin(0(z)) + O(\xrl),

upp(z; ) = T T — —00,
GER,  O) = %(fx)if/? + gqln(—aj) - %r +3¢1n(2) — arg(T(ig)). (1.8)

Corresponding formula for u¥T (z; ) can be obtained from Theorem 1.2 using the symmet-
ries (1.5) provided that Re(ig(—a)) # 3 or Re(ig(a*)) # 3. In fact, the proof of Theorem 1.2 will
show that it is also possible to obtain an asymptotic description of u . (; o) when Re(ig(ar)) = %,
but it may be necessary to exclude certain neighborhoods of infinitely many values of x where
poles may exist, and the resulting formula must include more terms.

The only values of o that are not covered by Theorem 1.2 are those for which Re(ig()) = 3.
This means that Re(igo()) € Z+1, i.e., log (14+e~2™) has the form —2mia+r+27i(n+3) where
r € R and n € Z are arbitrary parameters. No information is therefore lost by exponentiating,
which leads to e 2™ = —1/(1 +e"). It is then straightforward to determine that the excluded
values of o have the form a = %—kn —ip for n € Z and p > 0. Similarly, the values of a for which
Re(ig(a)) = 0 (so the x — —oo asymptotics are oscillatory) correspond to Re(igo(r)) € Z,
i.e., log (1 + e_QWiO‘) has the form —2wia + r + 27win where » € R and n € Z. Therefore
e 2™ = 1/(e" —1). The case r > 0 then corresponds to a € Z + iR while r < 0 corresponds
instead to o = % +n+ip for n € Z and p > 0. See Fig. 1. Specific examples that are especially
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-20 -10 0 10 20

Figure 2. Comparison of the leading terms in the asymptotic formulae (1.4) (light blue thick curve plotted
for > 0) and (1.9) (light red thick curve plotted for < 0) with Olver’s numerical approximation of
the purely imaginary solution wpp(2;0) (thin black curve).

relevant include:

q0(0) = _lr;(j) = q(0)=— o= and 7(0) = iv2

and, for applications to rogue waves of infinite order,

” G +iln(2)) _ e

2 27
1 .In(2)\ In(2) 1 .In(2)\
q<2+127r>— o and T §+127r =1.

In both cases, the relevant asymptotic formula for u.p(2;a) in the limit z — —oo is (1.8). In
particular, we have

wrp(230) = 1\/@(_;)1/4 sin (-2(—:5)3/2 - 31;‘752) In(—z) — iw
— 31292 + arg (F (111;(;)))) +0(]z|7"), = — —oo, (1.9)

a connection formula that is well-known in the literature, cf. [17, Theorem 9.1] and [25]. In
the Flaschka—Newell theory [16], the solution uy.(x;0) is associated with Stokes multipliers
s1 = s9 = s3 = 1; see [25]. It is striking to compare the (purely imaginary) exact solu-
tion u;T(m; 0) with its asymptotic approximations for large positive and negative x (see (1.4)
and (1.9), respectively). To do this, we used the Mathematica package RHPackage of Olver [27]
with the command PainleveII[{I,I,I},x] to obtain the numerical approximation of the so-
lution, which we compare with the two asymptotic formulee in Fig. 2.

The fact that the solution U%T(l'; «) has simple asymptotics as © — Fo00 suggests that, after
subtracting off certain explicit terms, u%T(:U;a) may be integrable over z € R in a suitable
sense. To make the definition of such an integral precise, we may recall that the only possible
singularities of each solution of (1.1) are simple poles of residue £1, which may in principle occur
along the real axis. Hence they may be taken into account by a suitable regularization of the
integral. We choose the Hadamard principal value, and then we can establish the following result.
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Theorem 1.3. Suppose that Re(ig(«)) # %, and let A < 0 < B be such that all real poles of
upy(z; «) lie in the interval (A, B). Then the total integral formula

A a B
exp (/ [u}T(aﬁ; a) — ;} dz + P.V./A upp(z; ) do
toor LT o
—l—/B |:UTT($, ) +i 5 + 2:5] dx)
iﬂ(a—l)/?r(a + l) B o )
— (_1\N4—N- € 2) [ 4. 1P —iB3/2,/2/3
(—1) 7() N A 5 e (1.10)

holds, where N+ denotes the number of real poles of upy(x; ) of residue 1, and in which the
integral over (—oo, A) is a convergent improper integral while that over (B,+00) is absolutely
convergent.

Again, a corresponding formula for utp(z; @) can be obtained from (1.10) using the symme-
tries (1.5) provided that Re(ig(—a)) # 3 or Re(ig(a*)) # 3. Similar results have been obtained
for other well-known solutions of the Painlevé-II equation such as the Hastings—McLeod and
Ablowitz-Segur solutions for a = 0, see, e.g., [1], although usually such integration formulae
have been considered only for global (i.e., pole-free on the integration axis) solutions.

Next, we recall that in the setting of the rogue wave solution W(X,T) of infinite order, we
need to consider the special complex value of o = £ 4 iIn(2)/(27) and know that the solution
upr(2; ) has no poles at all on the real line. In fact, we can show more.

Theorem 1.4. Suppose that p > 0. Then upy(x; % +ip), upp (:z:; —% + ip), uJT“T (:c; % — ip), and
uJTrT (:):; —% — ip) are global solutions for x € R, i.e., they are analytic for x € R. Moreover, they

have no real zeros.

The reader may observe that, in the cases covered by Theorem 1.4, the relevant solution
always has oscillatory asymptotics as x — —oo according to (1.8) in Theorem 1.2, and that the
leading term has infinitely many zeros in the limit. Indeed, for uyp(z;«) the indicated values
of & in Theorem 1.4 lie on the green half-lines emerging vertically from o = :l:% in Fig. 1. But
whereas the solutions ufTET(:U; 0) are purely imaginary and hence the zeros of the leading term are
perturbations of actual real zeros of the solution, the tritronquée solutions that are the subject of
Theorem 1.4 are essentially complex-valued. Thus, the fact that they have no real zeros simply
means that the error term in (1.8) is nonzero and has a phase with a component orthogonal to
that of 71/2¢(e?™? — 1) in neighborhoods of z-values satisfying 6(x) = mn for n € Z large.

The reason for excluding the half-integral values of a in the above results is that the Riemann—
Hilbert representation of the increasing tritronquée solution that we study below fails to yield
a determinate expression for the solution in such cases®. On the other hand, it was discovered
by Gambier [18] and is now well-known that for a — % € Z, the Painlevé-II equation (1.1)
is solvable via Bécklund transformations and the general solution aAi(x) + bBi(x) of the Airy
equation (see [17, Chapter 11, Section 4]); the tronquée solutions of these special cases were
recently studied in detail by Clarkson [13]. However, it is clear from Theorem 1.2 and Fig. 1
that the asymptotic behavior of u%T(:c; «) is very sensitive to the value of o near half-integers
7 + % This raises the interesting question of double-scaling asymptotics, i.e., consideration of
the limits x =& —oc and a@ — n—i—% simultaneously at appropriate related rates, a problem for the
future. A different double-scaling limit related to solutions of (1.1) has been recently addressed

3As will be seen early in Section 2, if « — 2 € Z\ {0} then Riemann-Hilbert Problem 2.1 below has no solution
at all, while if a = % it has a trivial solution through which u%T(x; %) is represented as an indeterminate fraction:
0/0.
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by Bothner [4], and the joint asymptotic behavior of u(x; ) when x and « are both large has
also been studied [10, 11, 23].

Finally, we formulate a corollary of the above results and their connection with Riemann—
Hilbert Problem 2.1 formulated in Section 2 below that is needed in the application to rogue
waves of infinite order [3].

Corollary 1.5. Letp :=In(2)/(27) and T = 1. Then Riemann—Hilbert Problem 2.1 has a unique
solution for every y € R, and the function V(y) extracted from it via the formula (2.6) is zero-
free and critical point-free for real y and satisfies V'(y)/V(y) = —(%)I/SU%T(—(%)I/Sy; T+ ip).
Moreover, V(y) has the following asymptotic behavior:

V(y) = 7'1;1:/(71?10) 6737ri/4ef7rp/2271p672i(7y/3)3/2
< (<3 AL Ol ),y o (1.11)

and

)ip+1/2

V(y) = — (% (1+0(y=3%), y — +00. (1.12)

The rest of this paper is organized as follows. In Section 2 we present a Riemann—Hilbert
problem connected with the Jimbo-Miwa theory of the Painlevé-II equation (1.1) and use the
Deift-Zhou steepest descent method to study its asymptotic behavior and therefore establish
precisely which solution of the latter equation it encodes, namely the increasing tritronquée
solution u = upp(z; ). Then in Sections 3, 4, and 5 we use the Riemann-Hilbert representation
to prove Theorems 1.2, 1.3, and 1.4, respectively. A certain parabolic cylinder parametrix needed
in Sections 2 and 3 is described in Appendix 5.

Notation

We use subscripts + and — to denote the boundary values taken by a sectionally analytic
function on an oriented jump contour from the left and right sides respectively. We also make
frequent use of the Pauli matrices

o1 o —i 1 oo
g1 ‘= 1 0 5 g9 — i 0 y an o3 (= 0 —1 .

2 A Jimbo-Miwa representation of urr(x; o)

In [3], the analysis of the rogue wave of infinite order W(X,T') in the transitional regime where
T|X|73/? ~ 5471/2 leads to consideration of a certain local model Riemann-Hilbert problem
which coincides with the following in the special case of parameters p = In(2)/(27) and 7 = 1.
Consider the jump contour and jump matrix shown in Fig. 3.

Riemann—Hilbert Problem 2.1 (Jimbo-Miwa Painlevé-II problem). Lety,p, T € C be related
by 72 = e?™ — 1. Seek a 2 x 2 matriz-valued function W (C;y) = W((;y, p, ) with the following
properties.

Analyticity: W ((;y) is analytic for ¢ in the five sectors Sy: |arg(()| < %7@ Sy: %W <
arg(¢) < 2w, S_1: =27 < arg(¢) < —im, Sp: 2w < arg(¢) <, and S_p: —7 < arg(() <
—27. Tt takes continuous boundary values on the excluded rays and at the origin from each
sector.
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Figure 3. The jump contour in the ¢-plane and jump matrix VI,

Jump conditions: W, (C;y) = W_(C;y)VEPI(Cy), where VP y) is the matriz de-
fined on the jump contour shown in Fig. 3.

Normalization: W ((;y)(P73 — 1 as ¢ — oo uniformly in all directions.

Note that the condition 72 = €*™ — 1 ensures that the cyclic product of the jump matrices
at the origin is the identity, which is a necessary condition for the continuity of the boundary
values from each sector at ( = 0. Noting also that all jump matrices have unit determinant,
it is therefore a simple consequence of Liouville’s theorem that this problem has at most one
solution, and if it exists it must have unit determinant. If p € iZ then all jump matrices become
the identity so given the continuity of the boundary values at the origin from each sector the
solution W((;y) would need to be entire; but this yields a contradiction with the normalization
condition unless also p = 0. Hence there is no solution for p € iZ \ {0}. If p = 0 it is easy to
check that W((;y) = I is the unique solution. For all other values of p € C, the solution will
exist for generic values of y € C that avoid certain poles.

2.1 Differential equations

Given parameters p and 7 with 72 = €2 — 1, and assuming solvability of Riemann-Hilbert

Problem 2.1 in the neighborhood of some value of y € C, we can derive from the solution certain
differential equations via the dressing construction. It is a consequence of the exponential
decay to the identity of the jump matrix VP ((;y) as ¢ — oo that the normalization condition
on W((;y) holds in the stronger sense that:

W(Gy) ~ [T+) Wiy | P8, (= oo,
j=1

[e.e]

OW AW/ -\ o,
Ty(C;y) ~ ;dy (y)¢7 | P8, ¢ — oo, (2.1)
oW

ac Gu)~ = | posCT D[ - W) + W T @)os] ¢ | ¢ (oo

=2
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It is easy to see that the “undressed” matrix Z((;y) := W((; y)ei(cgJ“tliq)"i”/2 is analytic in the
same domain that W((;y) is, and satisfies analogous jump conditions except that the factors
(Y0 i the jump matrix VFI(¢;4) have been replaced in all cases by 1. It follows easily
that Z¢(C;y)Z(¢y) ™ and Zy (¢ y)Z(¢y) ™t are both entire functions of ¢ whose asymptotic
expansions as ( — oo are easily computed from (2.1). Applying Liouville’s theorem shows that
these entire functions are polynomials:

_ 3. 3.
Z:7Z 1= 5103{2 + 51[W1(y),03](

+ ginos + [ W), 03] — S1[W(y),05] W (1), (22)

_ 1. 1.
7,77 = 5103( + il[Wl(y),ag],

and from the necessarily vanishing coefficient of (7! in the expansion of Z¢(¢;y)Z(¢;y) ™! one

finds that

S IW20).0a] — 5 [W2(0), 03] W)+ 5 [W 1), o] (W (0)? — W2(0)
+ %y[Wl(y),aa} = pos, (2.3)

while setting to zero the coefficient of (! in the expansion of Z,((;y)Z(¢;y) ! gives

1
)+ W), o] - SiWI ). W) =0, (2.4

The latter allows (2.2) to be rewritten in terms of the matrix coefficient W1(y) alone:

dW!
dy

_ 3. 3. 1.
Z:Z 1 5103(2 + ﬂ[Wl(y), ag]C + S1yos = 3 (y)- (2.5)

2
It is convenient to use the representation (2.2) for the diagonal terms and (2.5) for the off-
diagonal terms. Thus, if

Uly) == Wi(y) and  V(y) = Wy (y), (2.6)
then Z((;y) is a simultaneous fundamental solution matrix of the two Lax pair equations:

oz

3 = AZ, A= §103C2 + 3i

[0 —u] 1.[y+6uv 6ild’
2 C+3

Voo 2| 6V —y—6uv|’
and

0Z 1. 10 U
@—BZ, B210'3C+1|:V 0:|
These equations constitute the Lax pair for Painlevé-II found by Jimbo and Miwa [19]. The
existence of a simultaneous fundamental solution matrix of both differential equations implies
compatibility of the Lax pair, i.e., the coefficient matrices A and B necessarily satisfy the zero-
curvature condition Ay — B¢ + [A,B] = 0, which by direct computation is equivalent to the
following coupled system for the functions U = U(y) and V = V(y):
du 1 v 1

au 1 2y a X _y_anroo 2.
o7 " oY =0 o gly =0 (2.7)
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Combining the diagonal part of (2.3) with the off-diagonal part of (2.4) and using the identity
W (y) + Wi, (y) = 0 following from det(Z(¢;y)) = 1 yields

1

3P =UYV(y) -UY)V'(y). (2.8)

Since the left-hand side is independent of y, so must be the right-hand side, and indeed it is
straightforward to check that U’ (y)V(y) —U(y)V'(y) is a constant of motion for the system (2.7).
It follows immediately that the logarithmic derivatives

_U®) _ VW)

Py) : and Qy) : 2.9
W)= %) W) =30 (2.9)
satisfy uncoupled inhomogeneous Painlevé-I1 equations:
P 2 5 2 1 29 2 5 2 1
— + -yP —2 —-ip—-=0 d — 4+ -y9Q —-20°— -ip—-=0. (2.10
ETEIREE LA an Qe Ve gy (2.10)

These two equations are simply rescaled forms of the standard Painlevé-II equation (1.1). Indeed,
the function u(z) := —(3) 1/377(— (3) 1/3x) is a solution of (1.1) with parameter a = 1 — ip.

1
Likewise, the function u(x) := —(%)UBQ(—(%)U?’Q}) satisfies (1.1) with o = 1 + ip.

Remark 2.2. Let W((;y,p, ) denote the solution of Riemann—Hilbert Problem 2.1 with pa-
rameters (p,7) related by 72 = e?™ — 1. Observing that (p, —7) also satisfies the same re-
lation, it is a direct matter to check that W((;y,p, —7) = (i03)W((;y,p,7)(io3) L. At the
level of the functions U, V, P, and Q, this symmetry implies that U(y;p, —7) = —U(y;p, T),
V(y;p,—7) = =V(y;p,7), P(y;p,—7) = P(y;p,7), and Q(y;p,—7) = Q(y;p,7). The latter
two identities indicate that, for the purposes of studying the solutions of (2.10), or equivalently
of (1.1) for a = % =+ ip, the sign of the second parameter 7 in Riemann—Hilbert Problem 2.1 is
arbitrary and can be chosen for convenience.

2.2 Asymptotic behavior for large y and solution identification

When p € C )\ iZ, Riemann—Hilbert Problem 2.1 determines a specific solution of each of the
two Painlevé-II equations (2.10) as well as specific corresponding logarithmic “potentials” U
and V (which would involve additional integration constants to determine from P and Q).
The monograph [17] contains an exhaustive description of all solutions of the standard form
Painlevé-1T equation (1.1) in which their properties are associated with the monodromy data
of a different Riemann—Hilbert problem, namely that corresponding to the alternate Lax pair
discovered by Flaschka and Newell [16]. Since to our knowledge the literature does not yet
contain a complete description of the relation between the monodromy data for the Lax pairs of
Flaschka—Newell and Jimbo—Miwa, in order to identify the specific solutions arising we need to
compute the large-y asymptotic behavior directly from Riemann—Hilbert Problem 2.1 and then
compare with known asymptotics of solutions catalogued in [17].

Let us write y € C, y # 0, uniquely in the form y = Me?, M = |y|. Letting ¢ = M'/2¢ and
setting

Y (&M, ) = MW (Mg Me?),

the conditions of Riemann—Hilbert Problem 2.1 imply an equivalent rescaled Riemann—Hilbert
problem for Y(f s M, eie):

Riemann—Hilbert Problem 2.3 (rescaled Painlevé-I1 parametrix). Let p € C\iZ and 7 =
+/e2™ — 1 be given parameters. Given also a number € on the unit circle and M > 0, seek
a 2 X 2 matriz-valued function Y(f; M, ew) with the following properties.
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Figure 4. Left: the sign chart for Im(p(§; —1)). Right: the deformed jump contour ¥y for Y (&; M, —1).

Analyticity: Y({; M, eie) s analytic for & in the five sectors shown in Fig. 3, now inter-
preted in the £-plane. It takes continuous boundary values on the excluded rays and at the
origin from each sector.

Jump conditions: Y (£;M, eie) =Y_ (g;M, eie)V(ﬁ;M, eie), where V(ﬁ;M, eie) is the
same jump matriz as shown in Fig. 3 except that the exponent (3 + y( is everywhere
replaced with M3/2g0(§; eie), cp(ﬁ; eig) = &3 4 ellg.

Normalization: Y(ﬁ; M, eie)fip"i” — I as & — oo uniformly in all directions.

2.2.1 The case el = —1. Asymptotic behavior as y — —oo

Note that ¢(&; —1) has critical points & = &+ := +1/4/3. We observe that the sign table for
Im(p(&; —1)) has the structure plotted in the left-hand panel of Fig. 4. We take the jump contour
for Y (&; M, —1) to be deformed as shown in the right-hand panel of Fig. 4, so that in particular
the self-intersection point now coincides with the left-most critical point £ = £~. As an outer
parametrix for Y (&; M, —1) we take the matrix function

Yo = (- 67) 7, (211)

which satisfies exactly the jump condition of Y (&; M, —1) on the ray £ < £, as well as the
normalization condition on Y (&; M, —1). Let D({7) denote a disk centered at £ = £~ of radius
less than 2/4/3 (so that it excludes the other critical point £+). For & € D(¢7), we introduce
a conformal mapping £ — Z(§) that satisfies the equation

(E75-1) — (& —1) = 22, (2.12)

which has a unique analytic solution Z = Z(&) for which Z({7) =0 and Z’({7) > 0. Assuming
that when £ € D({7) the jump contour for Y (&; M, —1) is taken to consist of five straight-
line segments joined at the origin in the Z-plane with arg(Z) = :tiw, arg(Z) = i%ﬂ', and
arg(—Z) = 0, we observe that the matrix P(M3/4Z(§);p, T) e*iM3/2¢(57?*1)03/2, where P(\; p, 7)
is the solution of the parabolic cylinder Riemann—Hilbert problem solved in the appendix, is an
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exact local solution of Riemann—Hilbert Problem 2.3 near £~. Writing the outer parametrix in
the form

=\ —lpos
Yo = MO0 z@) e = (S5)

where we note that H(¢) is analytic within D(£7) and is independent of M, we define the inner
parametrix by the formula

Y (& M) = MRS/ Mo Dos 2 ()P (M3 Z(€); p, 7)
y e—iM3/2go(£_;—1)03/2’ EeDE).

We combine the outer and inner parametrices into a global parametriz Y(§ ; M) defined by

Y(fM) — Ym(va)v f S D(é.i)a
T Y),  ¢eC\D(E).

Consider the error matrix defined by

F(¢ M) 1= M—30oa/de MR Naa/2y (¢ 0, 1) (¢ M) !
« o M*2p(67=1)03/2 ) r3ipos /4. (2.13)

Because Y and its parametrix Y satisfy exactly the same jump conditions both on the real axis
to the left of £~ and also on all jump contour arcs within the disk D(£7), it can be shown that
F(&; M) admits analytic continuation to these contours and hence can be regarded as a function
analytic in the complex &-plane except on the four non-real jump contours shown in the right-
hand panel of Fig. 4 restricted to the exterior of the disk, and the disk boundary 0D({™) where
the inner and outer parametrices fail to match exactly. The jump matrix for F(£; M) on the
resulting jump contour just described is an exponentially small perturbation of the identity
matrix except when £ € 9D(£7) due to the placement of the contour relative to the sign chart
of Im(p(&; —1)) as shown in Fig. 4. Taking the circle 9D(£7) to have clockwise orientation, the
jump condition for F(&; M) expresses the mismatch between outer and inner parametrices in
the form F (& M) = F_(& M)VE (& M), where

VF(&, M) — M73ipa'3/4efiM3/2<p(§_;71)03/2Yin(§; M)Yout(é)7leiM3/2<p(§_;71)03/2M3ip0'3/4
=H(P\p, PAPPHE) ™, £€aD(E), (2.14)
where A = M3/4Z (€). Since the conjugating factors are bounded as M — oo while A is bounded
below by a multiple of M3/* when & € D(¢7), it follows that VF(&; M) differs from the identity
uniformly on the jump contour for F(&; M) by O(M’3/4). The boundary value F_(&; M)
necessarily satisfies the integral equation
F_(&M) —1=C2 (VE(5 M) - T)(¢)
+CE((F-(5s M) = D(VE(: M) =) (€), €€, (2.15)

which is to be solved for F_(-; M) — 1 € L?(Xp). Here, for a contour ¥, C* denotes the right
boundary value Cauchy operator defined by

CEO)(E) = [ FEd

= , € X\ {self-intersection points},
2mi N R g_ 5 \ { P }
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where the subscript “—” indicates that a nontangential limit is taken toward £ from the right
side of ¥ by local orientation. It is well-known to be a bounded operator on L?(X) for contours
such as ©F, with a norm depending only on geometrical details of the contour. Now due to
the exponential decay of VF(&; M) as € — oo along the four unbounded rays of Y, it is
easy to see that not only |[VF(;M) —I|oc = O(M~%/*) (uniform estimate on Yg) but also
HVF(-; M) — ]IH2 = O(M_3/4) (L? estimate on Yg). It follows easily that the integral equation
is uniquely solvable in L?(Xg) with solution satisfying ||[F_(:; M) —1I|2 = O(M~%/4) as M — oc.
From the integral representation

VF(w; M) -1
F(E;M)=H+% : (Z’_g) dw
1 (F_(w; M) = I)(VF(w; M) —1T)
2m/E e dw, €eC\Tp,

the exponential decay of V¥ (¢; M) — 1 as £ — oo in Xp guarantees that

F(&M) =1+F(M)ET+FH(M)E+0(£72), £ — oo, (2.16)
where
k L _i F . . k—1
F*(M) := 2 Js, (V¥ (w; M) —D)w* ' dw
1

- — (F_(w; M) —1) (VF(w;M) - ]I)wk_1 dw, kE=1,2.
27 Jyp

Since §(VF(£; M) —]I) is also in L?(Xg) with norm proportional to M ~3/4, it follows by Cauchy—
Schwarz that

1
FFM)=——— [ (VF(w; M) - )" dw + O(M3/?),
2mi  F
k=12, M- co. (2.17)

The contribution to the first term from integration over Yy \ dD({7) is exponentially small
as M — oo, and therefore we may take the integration over just dD({~) with no change in
the order of the error estimate. Combining (2.16) with (2.13) and the identity Y (¢&; M) =
Yout(¢) holding for sufficiently large |¢|, recalling the definition (2.11) together with the rela-
tion Y (& M, —1) = MPo3/2W (M/2¢; —M) and the first expansion in (2.1), we see that for
sufficiently large negative y,

V(y) = Wi (y) = M~P/%/Me M€ =D EL (1),

V) . W3 (y) _ 5 (M)
Qy) = Vi) ~ W (y) — IWzli(y) =ivM <F111(M) - lei(M)> ,

where M = —y for ¢ = —1. In the case of the formula for Q(y) we also used (2.4) to
eliminate V'(y). To calculate V(y), we therefore substitute (2.14) into (2.17) for k = 1, replacing
the integration contour by dD(£™) with clockwise orientation, and use also the expansion (A.9)
from the appendix to obtain:

V(y) = S(Z;’iT)Mip/Ql/éleiMW?@(g;l)

" 1/ (w_£_>2ip dw +0(1\4—5/4) M — 400 y <0
27 dD(™) Z(w) Z(’UJ) ’ ’ ’
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Figure 5. Placement of the jump contour Yy relative to the sign chart for Im(p(&;e?)) = Im(p(£7;¢%))
for = 137 (left panel), # = 27 (central panel), and 6 = 37 (right panel).

where s(p, T) # 0 is given by (A.8). Since the integrand is analytic within the circle of integration
aside from a simple pole at w = £, we compute it by residues and obtain

V(y) = 5. 7) N ip/2-1/4o—iMB (€7 5-1)

2i
% [Z/(§_>_2ip_1 +O(M_5/4)], M — 400, y < 0. (218)

Note that ¢(¢7;—1) = 2 - 3732 and taking two derivatives of (2.12) with Z(¢7) = 0 and
Z'(€7) > 0 gives Z'(¢7) = 3Y/4. Therefore, also using (A.8) to eliminate s(p,7), we arrive at
the asymptotic formula (1.11), which is valid for all p € C \ iZ.

Now the dominant contribution to F; (M) is O(M~3/%) as M — co. On the other hand, the
dominant contribution to Fi; (M) is calculated exactly as above, by residues. Since the integrand
now has an additional factor of w, it is easy to see that Fg (M)/Fay (M) =&~ +0(M~3/2). We
therefore conclude that

QW) =it VT +Ol ) = i[5 +0), v

2.2.2 Generalization to complex y

As soon as e # —1, the two critical points of 90(5 ; eie) are in general no longer on the same

level of Im(go(ﬁ;ew)). We denote by £~ = —(—%ew) 2 the critical point that agrees with
—1/4/3 when e = —1. The level set Im(ap(&;eie)) = Im(gp(ﬁ_;eie)) undergoes a bifurcation
in the neighborhood of the other critical point & = —£~, when ¢ = —1 and then again when
el = eFi/3 The bifurcation at e = —1 is harmless from the point of view of placing the jump
contour so as to achieve exponential decay of the jump matrix to the identity relative to the
neighborhood of the point £~. However, the bifurcations at e = e=7/3 are genuine obstructions
to the basic approach valid for € = —1. The development of the problematic bifurcation as e'’
ranges over the upper (lower) half semicircle from —1 toward e™/? (toward e~17/3) is illustrated
in Fig. 5 (in Fig. 6).

These figures show that the same basic method as applies to the special case of e = —1
also applies over the whole range arg(—y) = arg (—eig) € (—%ﬂ', %7‘() Mutatis mutandis, the
construction of the parametrix explained in Section 2.2.1 is the same, as is the analysis of
the error F(&; M), and we arrive again at the asymptotic formula (2.18) for V(y) now valid
for |arg(—y)| < 2, except that ¢({7;—1) has to be replaced with ¢(£7;€') in the exponent



16 P.D. Miller

Figure 6. As in Fig. 5, but for 6 = — 1 (left panel), §# = — 27 (central panel), and § = —ir (right

panel).

and that the conformal mapping Z(&) has a generalized interpretation. In general, Z(&) is the
conformal mapping defined near £~ by gp({‘; eie) — <p(§; eie) = Z(£)? that is chosen to depend
continuously on e. Therefore, Z/(£¢7) = 31/4(—e19) 1/4, and also Lp(ff; eia) =2- 3*3/2(—619)3/2,
so we see that (1.11) holds true as y — oo with |arg(—y)| < 2m. Similarly,

oW =i(-9)" vou™).  yooe -yl < m (219)

In both cases, we use the principal branch to interpret the power functions: (—y)P = ePlog(-v)
with [Im(log(—y))| < =.

2.2.3 Solution identification

Recall that the function u(z) := —(%)1/3Q(—(§)1/3x) is a solution of the Painlevé-II equation

i

in standard form (1.1) with parameter o = 5 + ip. From (2.19), we therefore have shown
that u(z) matches the asymptotic description of the solution w . (.CU; % + ip) given in (1.4), and
covering the sector |arg(z)| < %7‘(. According to the analysis of the Riemann-Hilbert problem
arising from the Flaschka—Newell Lax pair of Painlevé-II described in [17, Chapter 11], for
each a € C\ (Z + 3) there is ezactly one solution of (1.1) consistent with the asymptotic
formula (1.4) (for each choice of the sign +). Thus u(z) = upp(z; 3 + ip). Having square-root
asymptotics in such a large sector of the complex z-plane, the solutions upp(x; ) are two of the
six increasing tritronquée solutions of (1.1) (four others are obtained by i%ﬂ' rotation symmetry
in the complex z-plane). Each of these six is determined by its leading asymptotic behavior in
a sector of maximal opening angle %ﬂ — €. It is shown in [17] that the leading asymptotic (1.4)
admits correction in the form of a full asymptotic series in decreasing powers of x differing by %
in consecutive terms, the coefficients of which can be determined by formal substitution into the
differential equation (1.1). Thus in particular it holds that

/N2  « _ 2
u(z) = —i (§> ~ 5 + O(\x| 5/2), T — 00, |arg(x)| < 577.

Using a = % + ip, this implies also that (2.19) can be improved to

1

1
3 1 2
oy =i(-%)" - (4 + i§) SHOMIP), ymoo Jars(-y)l < g (220
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The solution u(x) characterized by the asymptotic behavior (1.4) is globally meromorphic and
has poles near = oo in the complementary sector | arg(—z)| < éTF; equivalently Q(y) has poles
near y = oo for |arg(y)| < 3. Indeed, for typical values of €' with |0] < %, the procedure
of asymptotic analysis of Riemann—Hilbert Problem 2.3 requires the introduction of a two-cut
g-function with one cut shrinking while approaching each of the two critical points of go(f ; ei(’)
as 0] T %71' (see the right-hand panels of Figs. 5 and 6). Thus the asymptotic behavior is given
in terms of a certain elliptic function of M with modulus depending on 6. Another degeneration
occurs precisely when § = 0 as the two cuts merge at the origin and thus become a single
cut. This observation implies that the elliptic asymptotics give way to algebraic/trigonometric
asymptotics in the limit y — +o00, and it forms the basis for the proof of Theorem 1.2 which we
turn to next.

3 Proof of Theorem 1.2

To study V(y) and Q(y) in the opposite limit y — 400, we return to the consideration of
Y(g; M, ele) as M — 400, now in the case €/ = +1. In this situation there is no distinction
between y and its modulus M, so we just replace M with y > 0 in this section.

3.1 Introduction of g-function

The critical points of ¢(£;1) form a conjugate pair, and to deal with this it turns out to be
necessary to introduce a so-called g-function. Define

vim 2 (31)

let X denote the straight line segment connecting the points +iv, and then set

§(€) = SERE) -~ 5,  €€C\T, (32)

where R(€) is the function analytic for ¢ € C\ ¥ determined from the conditions R(£)? = &2 +12
while R(§) = £+0(£71) as € — oo. It is easy to confirm directly that ¢'(€) = O(£72) as £ — o0
so g(&) is well defined by the integral

3
9(6) == / d(s)ds, €eC\¥,

o0

where the path of integration is arbitrary in the domain of analyticity of the integrand. It is
easy to obtain the asymptotic formula

g(&) 1 +0(¢77), £ — . (3.3)

C12¢

Consider the function h() := g(€) + 3¢(&; 1). The left-hand panel of Fig. 7 shows the sign chart
for Im(h(€)), a function that is continuous across the branch cut ¥, which in turn is part of the
zero level set Im(h(§)) = 0. Moreover, it is clear from the definition of h that the sum of the
boundary values taken by h' on X is A/ () + h'_(§) = 0. Therefore, hy(§) + h_(&), £ € X, is
a real constant. Evaluating this constant for £ = 0 € ¥ using the fact that h is an odd function
of £ shows that h4 (&) + h—(&) = 0 holds identically for £ € . Since h is continuous at £ = +iv,
this implies that h(+iv) = 0. However, the limiting values taken at & = 0 are opposite and
noNZero:

, tor3, 13, 1
h(0t) := %13(1) h(§) = g(0£) = :I:/O [2§ +tg - 55\/5 + 2| dE = :|:§1/. (3.4)

+£>0



18 P.D. Miller

~

1 NN ~o 0¢’+
+ + T
4 B|c) K N
N 3 g
0 s ’ s
2 -
7 BHYNY
1 \
— — D \E\E,

N

Figure 7. Left: the sign chart for Im(h(&)). Center: the original jump contour Xy for Y(&;y, 1) and the
regions A, B, C, D, E, and F. Right: the jump contour ¥z for Z(¢;y). The branch cut ¥ = ST U X~
for g and h is shown in orange.

Remark 3.1. The formula (3.2) can be motivated by the desire to enforce the condition that
h! (&) + h_(§) = 0 or equivalently that ¢/ (§) + ¢" () + ¢’(§;1) = 0 holds on ¥. Indeed,
the latter equation can be re-arranged to read (g;(é) + %52 + 1) = —(g/_ &) + %52 + 1), SO

3 3
() +32+3

2)2 should have no jump across ¥ and hence can be sought as an entire function.
Imposing the integrability condition that ¢'(£) = 0(5*2) as £ — oo determines this entire
function up to a constant as the polynomial %f‘l + %62 + ¢. The formula (3.2) then corresponds
to the choice ¢ = 0. This is the only choice of ¢ for which the polynomial has two simple roots
and one double root.

The central panel of Fig. 7 shows the original jump contour for Y (&;y, 1) together with six
regions denoted A, B, C, D, E, and F. We use the function g(§) to give a piecewise-analytic
definition of a new matrix unknown as follows:

(1 _e—2mpaiy® 20(&1) .

Z(6y) = Y(Eu ) [ ¢ ] WO g,
(1 1.3/ 20(&1) :

Z(&y) =Y(&y,1) (1) e . } e W95 e,
: —1ait?2p(&1)] .

Z(&y) = Y(Ew ) | T ] e WOn - cec,
i 1 U

Z(&y) =Y (&y 1) Te_gﬂpe_iy3/2w(§;1) 1 € ) §eD,
i 1 O] —iy3/2g(€)os

Z(&y) =Y (&y, 1) T_1e_iy3/2<p(5;1) 1 e ) §€EE,
i 1 O] —iy3/2g(€)os

Z(&y) =Y (&y, 1) _771e71y3/2¢(§;1) 1 € ) §EF,

and for ¢ € C\(AUBUCUDUEUTF) we set Z(&;y) :== Y (&9, l)e*iy3/29(5)"3. The resulting
jump contour Yz for Z(&;y) is illustrated in the right-hand panel of Fig. 7. Z(§;y) is analytic
for £ € C\ ¥z, and across the arcs of ¥z the jump condition Z, (£;y) = Z_(&;y)VZ(&; y) holds,
where the jump matrix VZ(&;y) is defined as follows:

VZ(&y) =

. +
_O 1 3 €€a7

(3.5)
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(1 7—le—2mpa2iy®/?h(€)
ViGy) =, T . gept (3.6)
1 7—1e2iy*/2h(€)
Vigy =1, T T ], genh
zZ 0 —7! +
VAgy)= |0 T €enti= (g€ T Im(e) >0}, (37)
. 1 0 . i
\4 (f’ y) = Te_2iy3/2h(£) 1 5 56 1R+\E s
VZ(&y) =™, £ <0, (3.8)
[ 1 0 _
VZ(SQ y) = Te_zﬁpe_giyw?h(g) 1:| ) f€ea,
1 0
Z(¢. ._ _
V(& y) = _T_le_pre_gin?h(g) 1:| ) §ep,
1 0 _
VZ(§§ y) = Tfle,21y3/2h(§) 1:| ) €,
VA [ 0 T —
VAs) = |0 . sesm (e nm <o), (3.9
[ re2i?/h(E)
VZ(¢,y) = é Te yl ] . feiR_\X (3.10)

Due to the placement of the jump contour Xz relative to the sign chart for Im(h()) illustrated
in Fig. 7, the jump matrix VZ(¢;y) converges exponentially fast to the identity pointwise on ¥z
as y — +o0o, with the exception of the two halves of 3 and the negative real line, see (3.7), (3.8),
and (3.9).

3.2 Parametrix construction
3.2.1 Outer parametrix

We construct an outer parametrix Zout(g ) to satisfy the latter jump conditions as follows. Since
£71P93 gatisfies exactly the normalization condition Z(&;y)¢P%% — T as € — oo, as well as the
jump condition for Z across the negative real axis, we seek the outer parametrix in the form
7o (€) 1= J ()63 and we require that J(§) — I as € — co and that J(€) be analytic except
on Y, where

- 1 p—2ipT
J+<£) - J—(&) Tg(]Zip ’ 05 ’ ) § € 2+7 (311>

and

_ .
1O =3O |_ e | geT (3.12)

These choices guarantee that Zout(g) exactly satisfies the jump conditions of Z described by the
jump matrix in (3.7), (3.8), and (3.9). Given p € C \ iZ, observe that there exists a unique
number ¢ € C such that 7 = e’ solves the equation 72 = e*™ — 1 and such that the following
inequalities hold:

20
—1 < Re <Qip+ > <1 (3.13)
im
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Indeed, the relation 72 = e?™ — 1 determines ¢ modulo inZ, and hence a unique definite value

of ¢ can be chosen so that e* = 72 = > — 1 and the inequalities (3.13) hold. We are thus
breaking the symmetry 7 — —7 mentioned in the remark at the end of Section 2.1 in order to
facilitate subsequent asymptotic analysis. We note that in the application of Riemann—Hilbert
Problem 2.1 to rogue waves in [3], it is necessary to have 7 = 1 for p = In(2)/(2); this amounts
to choosing ¢ = 0 which is consistent with the inequalities (3.13), so we can be assured that the
analysis that follows applies to that special case.

Now, given p and ¢ as above, let j(£) be defined by

o PR(E) log(s) ds

i) ==  R6=B
MOff__ds [ ds

+ 27ri [ s+ Ri(s)(s — &) /E_ R.,.(S)(s—{)} ) EeC\%,

where the constant n is defined by

B log(s) ds

i ) R+( )
Here, log(s) refers to the principal branch, and R, (s) refers to the boundary value from the
left by orientation of the integration contour (the direction of which is irrelevant for making j

and 7 well-defined given the factor R (s) in the integrand). Thus, taking the integration in the
upward direction, and parametrizing by s = it, we have R, (it) = —v/v? — t2, and hence

+in

/ Vi At Py, (3.14)
2 2

The function j is analytlc for £ € C\ X and the value of the constant 7 is determined so that
j(&) = 0 as £ — oo. In fact, it is not difficult to establish that

j(€) = —iv ( — g) T ﬂpg +0(¢77), £ — 0. (3.15)

The boundary values ji(£) taken on ¥t and X~ are continuous except at the origin, but
including the other endpoints ¢ = +iv. Since R(£) changes sign across ¥ = X7 U X, the
sum of the boundary values is easy to compute directly:

2iplog (&) + £+ 2in, €€ X, Im(log()) = g,

2iplog(¢) — 0+ 2in, €€ X, Im(log(&)) = —%77.

Let D(0) denote a disk of sufficiently small radius (less than v = 1/v/6 will do) centered at the
origin. It is straightforward to show that

i = (24 ) 05O 16O, € DO, Re(d) >0, (3.16)

J+(8) +3-(§) = {

where log(§) again denotes the principal branch, and where k() is a function analytic in the full
disk D(0). Letting R;(&) denote the analytic continuation of R(&) from the right half of D(0)
to all of D(0), a formula for k() that admits direct evaluation for any £ € D(0) reads

_..Dp ¥ log(s)ds M og(s)ds
HE) =it TR [ [ moe—n*), mee s)]

2 [/Mmf—s) ‘/in el

- <2ip y fr) logl& + M) + <21p y fr) a®) /_iw [R11<s> - RllosJ —
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where M > 0 is any sufficiently large constant, and where the contour integrals on the first two
lines are taken over straight line segments. It is an exercise to show from this formula that

k(0) = in —i ( - ﬁ) In(2v). (3.17)

Now set K(¢) := J(€)e 7€), Then J(¢) — I as € — oo implies that also K (&) — I as £ — oo,
and J analytic in C\ ¥ implies that the same is true for K. According to (3.11), K (&) satisfies
the jump condition

_2in
Ki(§) =K_(¢§ [6_02117 % ] , ¢ € X (here taken with upward orientation).
We take for K(&) the following solution:
: -\t 1 [1 —i
K(&) :=e"38 S 173 S:=—|". : 1
(&) :=e <§+1V € ’ B -1 (3.18)

This function takes continuous boundary values along Y except at the endpoints, where it
exhibits negative fourth-root singularities. Moreover, its boundary values from the left and right
half-planes admit analytic continuation into the full neighborhood D(0). The outer parametrix
is thus defined by the formula

Z°U(€) == K(§)e! O3¢5 e C\ (SURL). (3.19)

3.2.2 Inner parametrices near £ = *iv

Let D(iv) denote a disk of sufficiently small radius (less than v) centered at £ = iv. We define
a conformal mapping £ — Wi, (§) of D(iv) onto a neighborhood of the origin by the equation

2ih(€) = Wi, (€)*/?

in which we understand that both sides of this equation are positive real for £ on the imaginary
axis above £ = iv. To define the conformal map, we choose the solution W;,(§) that is also
positive for such ¢ before analytically continuing the resulting solution to D(iv). That this
procedure succeeds is a consequence of the formula #'(§) = 3¢R(€) and the fact that h(iv) = 0
since hy (&) + h—(§) = 0 holds identically on ¥ and h is continuous at £ = iv.

Suppose that within the disk D(iv), the contour arcs at and ST are merged into a single
arc carrying the product of their (commuting) jump matrices (see (3.5)—(3.6)), and that this
arc lies along the ray arg(W;,(§)) = %71'. Likewise, we take 4T to lie within D(iv) along the ray
arg(Wiy(§)) = —2m, while W;, automatically maps the imaginary axis near £ = iv to the real
axis so that ¥ lies along arg(—Wi,(£)) = 0 and the imaginary axis above £ = iv is taken to the
positive real axis. Then, the identity 72 = e®™ — 1 implies that the jump conditions satisfied by
the product Z(&;y)7~7%/%(ioy) (here 7'/2 denotes any fixed square root of 7 # 0) read as follows
for £ € D(iv), where A := yW;, (&):

r _)\3/2

2, (&) o) = 2o (G o) || sy o (3.20)
1 0

Z (&) 7 (101) = Z-(&y)r 7P (i01) N2 1]7 arg(A) = o,

and

i (&) o) = 2o (GG | O gl an-n =0, (3.21)
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To properly interpret these jump conditions, note that all contours carry the orientation induced
from that shown in the right-hand panel of Fig. 7 by the conformal mapping & — Wi, (§), which
means that the rays in the A-plane are oriented in the direction of increasing real part.

From the definition (3.19) of the outer parametrix Z°"(¢) that there exists a matrix-valued
function Hj, (&) analytic in D(ir) and having unit determinant, such that

2o (&)77% (i01) = Hyp (§) Wi (€)7/4S = Hy )y 73/*A/1S, ¢ e D(iv),

where S denotes the same eigenvector matrix defined in (3.18). Because we would like to build
an inner parametrix that matches well onto the outer parametrix when £ € 9D(iv), we take
guidance from the final two factors A?3/4S and define a matrix A(\) as the solution of the
following Riemann—Hilbert Problem.

Riemann—Hilbert Problem 3.2 (Airy parametrix). Seek a 2x 2 matriz function A(\) defined
for 0 < |arg(\)| < %77 and %ﬂ < |arg(\)| < 7 with the following properties:

Analyticity: A(\) is analytic in the four sectors indicated above, and takes continuous
boundary values from each sector including at the origin.

Jump conditions: The boundary values Ay (\) are related by exactly the same jump con-
ditions satisfied by Z(&;y)T=73/%(i01) (see (3.20)~(3.21)) but with the indicated directions
extended to infinite rays in the \-plane oriented in the direction of increasing real part.

Normalization: A(N)S™IA7%/* 5T as A\ — oc.

This problem is well-known to have a unique solution constructed from Airy functions. The
solution has the additional property that the normalization condition is strengthened to

o(A3) oMY

—1y—o03/4 _
ANSTAN B =T+ O()\_g) O()\_3) )

A = 00, (3.22)

We then define an inner parametrix for Z(&;y) as follows:
Z35(&5y) == Hi (Qy~ /" A(yWiy (€)) (<o) 7%, & € D(iv).

Since Wi, (§) is bounded away from zero and hence A is proportional to y when & € 9D(iv), we
then get from (3.22) that

Zi%(&;9)ZO (€)™Y = Hiy ()y ™" A (yWi, (€))S ™ (y Wi, (€)) 73/ 4y 3/ H,, (¢) !
3

=1 Oy [0 O v
-3 —3/2
L Hu () [Oo(gyg/g) Oggyg)ﬂ Hy, (6)!
=1+0(y?), ¢€caD(v), (3.23)

where the estimate on the last line holds in the uniform sense on the circle 9D(iv) in the limit
Yy — +00.

A very similar construction gives an explicit parametrix Zifiy(ﬁ ;y) defined in a small disk
D(—iv) centered at £ = —iv in terms of Airy functions, satisfying exactly the jump conditions
of Z within the disk and for which the estimate Z, (&;y)Z°"(&)~' = I + O(y=*/?) holds

uniformly on 0D(—iv). We will require no further details of these inner parametrices.
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3.2.3 Inner parametrix near £ = 0

Recall the disk D(0) of sufficiently small radius centered at the origin. We define a conformal
mapping in terms of h(¢) within D(0) as follows. Here a slightly different approach is required
because h is locally two opposite analytic functions in the left and right half-disks, each of which
has a simple critical point at the origin. Thus, we will define a mapping Wy (§) on D(0) by two
different conditions:

h(€) — h(0%) = %Wo(g)% £eD0),  +Re(®)>0. (3.24)

Here, h(0+) denotes the limiting value of h(£) at £ = 0 from the domain +£Re(§) > 0; see (3.4).
These conditions determine Wy () up to an overall sign as a conformal mapping of the disk D(0)
with the property that Wy(0) = 0. We fix the sign by insisting that W/(0) > 0. In fact, by
taking two derivatives in (3.24) and setting & = 0 we see that

1/4
W{(0) = \; = (g) > 0. (3.25)

We deform the jump contour within D(0) to ensure both that arg(Wo(yF)) = :E%T[‘ and that
arg(Wo(B%)) = £37. The conformal mapping is real, and therefore it automatically holds that

arg(—¢) = 0 corresponds to arg(—Wy(€)) = 0.
Consider the matrix X (&;y) explicitly related to Z(;y) for & € D(0) as follows:

0o 771 .
z<s;y>[ s ]elymh(‘”*’sﬁal), ym < ang(€) <,
—T
K)o - 3.26
—T
| Z (&) MO0 i), |arg(©)] < 3

From this definition, it follows that

Xi(Gy) =X (&y),  £ex, (3.27)

so that X(&;y) may be considered to be analytic on ©*. The remaining jump conditions sa-
tisfied by X(§;y) are easily expressed in terms of the rescaled conformal mapping with a new
independent variable \ := y3/ 4Wo(€). They read as follows:

X6 =X-60) | e Yo (@) = n (3.25)
I —1,-iA?

Xuen =X ) 70| amm©) =i
[ —2mp ,—iA?

Xy =X-(&n |, ¢ ] arg(Wo(€)) = 3.
[ 1 0 3

X4(&y) =X (&Y) | —2mpyin? J o arg(Wo(§)) = —m,

and finally,

Xy (&y) = X (&y)e?™Br7208 arg(—Wo(€)) =0, (3.29)
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where all contours are oriented in the direction of increasing real part (so 4% have been re-orien-
ted). To confirm these jump conditions, it is necessary to use the fact that h(0—) + h(0+) = 0.

The jump conditions (3.27)—(3.29) match those of the parabolic cylinder function parametrix
described in the appendix, provided we replace the parameters (p,7) with (g, ), where (recall
that £ is a specific number for which 7 = ef)

1 1
qg:=p—— and wi=—. (3.30)
T T

It is easy to check that the condition 72 = e?™ — 1 guarantees that also u? = €™ — 1. It then

follows from the definition (3.19) of the outer parametrix Z°"*(¢) and from (3.16) that there
exists a matrix function Hy(§), independent of y and having unit determinant, that is analytic
in D(0) such that

Z(§)e” MO0 (i) = Ho(§)e MO (g) T
= Hy(g)e W *h0RImsyfians/iz—iors ¢ € D(0),  Re(€) > 0.
Note that, in particular,
H(0) = €738 1m03/48 = 1o~ 1mo3 kO)as i (0) 71473 (i ). (3.31)
Similarly (comparing with (3.26)),

. -17 . i i .
ZOUt(f) [_07- T() } ely3/2h(0+)03 (ioy) = HO(g)efly3/2h(0+)asy31q03/4)\71q03’

¢ € D(0), 17T < arg(§) <, and

2
ZOUt(é) |: 0_1 Z)':| eiy3/2h(0+)03 (io1) = HO(E)e—iy3/2h(0+)03y3iq03/4)\—iq03’
-7
1
¢ € D(0), - < arg(§) < —=m.

2

Taking into account the final factor of A719%3 to obtain a good match on the boundary 9D(0),
we are led to construct an inner parametrix near the origin by the following formulse

Zi (&) = Ho(&)e W *hO0)78 3149/4p (314917 (¢); g, ) (—ioy Je ™ *HOHIos
¢e D), Re(®) >0,

. . . . . —_— _1
2 (€50) = Ha(€)e MO P Wi € g, ) (i) 00 [0,

&€ D(0), %7‘(‘ < arg(§) <, and

2 (€50) = Ho(g)e MO0 0 AP €)s . ) (i o H00 | O T

&€ D(0), —m < arg(§) < —%77.

Here P();-,-) is the solution of Riemann—Hilbert Problem A.1 given in the appendix. We
emphasize that Z(&;y) is an exact local solution of the jump conditions for Z(&;y) within the
disk D(0). It satisfies the mismatch condition

an(§7 y)ZOut(g)fl _ HO(g)efiy3/2h(0+)03y3iq03/4P(A; q, H))\iqa3y73iq03/4
x VPO ()71 ¢ € aD(0), (3.32)
where A = y%/4Wy(£).
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3.3 Error analysis
The global parametriz Z(&;y) for Z(&;y) is defined as
Zl:rtlll/(év y)7 5 € D(:l:lV),

Z(&y) = (L8 (&y). €€ D),
Zov(¢), €€ C\ (D(iv) U D(0)UD(-iv)).

In a preliminary attempt to gauge the accuracy of the approximation of Z(&;y) by Z(§ ;Y), we
define the error matrix as E(&;y) 1= Z(&y)Z(&;y)~! wherever both factors are defined (note
that by definition det(Z(&;%)) = 1 holds everywhere). Because the inner parametrices are in
each case exact local solutions of the jump conditions for Z(&;y), it is easy to apply Morera’s
theorem to deduce that E(&;y) can be viewed as a function analytic within all three disks:
D(+iv) and D(0). Similarly, because the outer parametrix exactly satisfies the jump condition
for Z(&;y) on the part of the negative real axis outside of D(0) and the parts of ¥F lying outside
of all three disks, E({; y) may be considered to be analytic in a neighborhood of these. Therefore,
the only points of non-analyticity for E(&;y) correspond to jump discontinuities (i) across the
portions of a®, %, ¥ and iR \ ¥ lying outside all three disks (where Z(¢;y) is discontinuous
while Z(&;y) = Z°"(€) is analytic) and (ii) across the boundaries of the three disks (where the
parametrix Z(&;y) is discontinuous while Z(&;y) is analytic).

For jumps of type (i), we directly compute that E (¢;y) = BE_(&;y)ZO" (&) VZ(&; y)ZoUt (&),
where VZ(¢;y) is defined on the relevant arcs by (3.5)-(3.10). The placement of the jump
contour Xz relative to the sign chart for Im(h(§)) as shown in Fig. 7, the fact that for jumps of
type (i), £ is bounded away from the points £ = 0, +iv, and the fact that the conjugating factors
are uniformly bounded for such ¢ and independent of y, show that E;(y) = E_(&y)(I+
exponentially small in y and &).

For jumps of type (ii), if we take the disk boundaries to be oriented in the clockwise direction,
it is easy to see that E(&y) = E_(¢; y)Zigg(g;y)Zout(g)—l holds when £ € 9D(&), for all
three cases §y = 0, £iv. For {, = +iv we have from (3.23) and its analogue on 0D(—iv) that
E (&y) =E_(&y)(I+ O(y_3/2)) holds uniformly on dD(+iv). For £ = 0, we combine (3.32)
with formulae (A.7)—(A.9) from the appendix and the fact that Wy () is bounded away from
zero on 0D(0) to conclude that

o) — . 1 0 c12(y)
B () = B-(60)H© (14 75 | oy "] (3.3
—3/2 —9/4+3Re(iq)/2
L P B ) R

where we have used !eiQiyg/Qh(0+)’ =1 (following from (3.4)) and where

1 _ i3/ _ . T Wefiﬁ/4e7rq/221q » P i
c12(y) = ;¢ 2y*Eh(O0+) =8/ 44810/2 (g 1) = v Tlg) e i(29/3)%%, —3/4+3iq/2
- . (3.34)
1 o . T(i in/4 —7Tq/22—1q ) )
c1(y) = EQQIygmh(Oﬂy_3/4_3IQ/28(q7 n) = ¢l (ig)e 27_\6}/% e1(2y/3)3/2y—3/4—31q/2.

Now the inequalities (3.13) and the definition (3.30) of ¢ show that —3 < Re(ig) < 1, which
implies that all matrix elements in the error term on the second line of (3.33) are O(y*3/ 2) as
y — +oo. However, the terms on the first line are larger; indeed, c¢12(y) does not decay to zero
at all as y — 400 if Re(iq) = % So it will be necessary to take that term into account explicitly
in order to arrive at a small-norm problem, and it will also be convenient to remove the effect
of c1(y), since for —1 < Re(ig) < 3 it can decay arbitrarily slowly as y — +oo for Re(ig) near
the lower end of the allowed range.
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3.3.1 First parametrix for the error

Since c12(y) does not decay when Re(ig) = 3, to cover the whole range —3 < Re(ig) < 1 we

must construct a parametrix for E(&;y) itself, which we will denote by E(&;y). We want it
to have the following properties. It should be analytic for & € C\ 9D(0), taking continuous
boundary values on 9D(0) from the interior and exterior. It should converge to the identity as
& — oo. Finally, it should satisfy the jump condition

: : c12(y) 1 0 1
E.(&y)=E_(&y)H I H € 0D(0 =
60 =B (6@ (1+ (200 ) e, ecop0), o= g ],
in which the circle is taken with clockwise orientation. Given that Wy(£) has a simple pole at
the origin, a reasonable ansatz for E(;y) is that its exterior boundary value is a function with
a simple pole at & = 0 and that satisfies the normalization condition at infinity:

E (&y) =1+ "R(y). (335)

We then attempt to determine the residue R(y) by insisting that the corresponding boundary
value E_(§; y) obtained from the jump condition admit analytic continuation to the full interior
of the disk D(0). Thus,

E (; x . c12(y) - -1
—(&y) = E4(§y)Ho(6) H+WO(£)U+ Hy(¢§)

_ - c12(y) -
= (I+ ¢ 'R(y)) Ho(&) <H - I/Il/o(g)a+> H(¢) ™

needs to be analytic at £ = 0, where we have used 0% = 0 and (3.35) to obtain the second line.
Noting that det(Hg(0)) = 1, the Laurent expansion of Hg(0) 'E_(&;y)Hp(0) about ¢ = 0 is
therefore

c12(y)
W5(0)
c12(y) le(y) B /
! <_ w07+~ wio) o 'R(y)H)(0)o+
c12(y)
W;(0)

+H0) T ROHO) (14

Ho(0) "E_(&y)Ho(0) = — Ho(0) 'R (y)Ho(0)o+£ 2

Ho(0)"'R(y)Ho(0)o+ Ho(0)"H{(0)

c12(y) Wy (0)
2W;(0)2

0+>> o),  e—o.

To remove the coefficient of {2, we will again use 0% = 0 to express R(y)H(0) in the rank-1
form
0
ROMHO) =ale]. o= )] = RwH©0 o (3.0

and a(y) is a vector unknown yet to be determined. Using this form, two terms in the coefficient
of €1 are automatically cancelled, and the condition that this coefficient also vanish becomes

7612(11)0 - c12(y)
We(0)"" Wg(0)

Hy(0)"a(y)e; Ho(0) ™ Hi(0)oy. + Ho(0) 'a(y)e; = 0.
The first column is an identity, and after multiplying on the left by Hy(0), the second column
reads

c12(y)
W;(0)

_c1(y)
W5(0)

Ho(0)e; — <2 a(y)e] Ho(0) "Hy(0)es +aly) =0, e = H



On the Increasing Tritronquée Solutions of the Painlevé-1I Equation 27

Since eq Ho(0)"1H}(0)e; is a scalar, the solution is explicitly given by

= = — c12(y)
a(y) := c12(y)Ho(0)er, cr2(y) = WI(0) = exa(y)ed Ho(0)~THLL (0)er” (3.37)

provided the denominator of the coefficient ¢12(y) is nonzero. Since W{(0) > 0 and Hy(§) are
independent of y, while cj2(y) = O(y_3/4+3Re(iQ)/2) as y — +oo, it is clear that ¢12(y) will be
well-defined and will also satisfy ¢12(y) = O(y‘3/4+3Re(i‘I)/2) if Re(iq) < % This is a decaying
estimate as y — +oo. Only in the case Re(ig) = % is it even possible for E({, y) to fail to exist for
sufficiently large positive y. In the latter case, by excluding neighborhoods of certain points, we
may still assume that ¢1»(y) = O(1) as y — 400. Thus it is certainly true that E(¢;y) = O(1)
as y — +oo with the above caveat if Re(ig) = 1. Since det(E(&;9)) = 1 the same holds for the
inverse matrix.

Using the rational expression (3.35) together with (3.36) and (3.37) and the identity eje] =o
then shows that

E(&y) =1+ Ca(y)Ho(0)o Ho(0)'¢™, €€ C\ D(0). (3.38)

3.3.2 Second parametrix for the error

We now compare the initial error matrix E(&; y) with its parametrix E(; y) by setting F(&;y) :=
E(&y)E(Ey) ! Clearly, F(&;y) is analytic in the same domain as is E(£;y), and takes its
boundary values on the jump contour in the same continuous fashion. Moreover, since we
require E(§;y) — 1 as £ — oo, we also have the corresponding condition on F(&;y) because
E(&y) — I as £ — oo. For all points £ on the jump contour for E omitting the circle dD(0),
we use the uniform estimate on E(§ ;y) and its inverse to conclude that the previously obtained
estimates of the deviation of the jump matrix for E(§;y) from the identity persist. Hence

F (&y) =F_(&y)(I+0(y™3?),  €€%p\aD(0), (3.39)

where the estimate is in the L® sense, but the error term also decays exponentially to zero in
both £ — oo and y > 0 along unbounded portions of ¥g. On the circle 9D(0) where E; (&;y) =

E_(&y)VE(&y) and B4 (& y) = E_(&y)VE(&y), we have F (& y) = F_(&y)VF (&), where

VF(&y) = B (&) VE(Gy) ' VEGYEL (&Y™, € €aD(0).
1

Now, using c12(y) = O(1) along with 02 = 0 and the fact that over the whole range —3 <
Re(iq) < % we have c12(y)co1(y) = O(y‘3/2) as y — 400, we get

Eie. \—IxE/e. N _012(1/)0,
V(&) V(e ) = Ho(e) (11 L +>

012(@/)0 _ 021(?/)0 —3/2 -1
x <H+WO(§) - T ® - +0(y )>Ho(£)

— Hy(¢) <11 _ ;;E(é; o+ O(y_3/2)> Ho(6)!, €€ aD(0),

where o_ := o] . Therefore, using (3.38) and defining B(¢) := H(0)"'Hy(¢),

Ho(0)"'VF (& y)Ho(0)

= (1+(y)or€Y) BE) (H nly) O(y3/2)> B(&) ! (- Za(y)ort ™)

- Wo(6)

o en(y) o -1 -3/2
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where again we used 02 = 0 and took into account that ¢i2(y)ca1(y) = O(y‘3/2) and that
¢12(y) = O(1). Therefore conjugating again by H(0),

V() =1 - AU Ho(© 400, €€0D0). g v (3.40)

This form suggests that we might finally arrive at a small-norm target problem with jump
matrices uniformly deviating from the identity by O(yfg/ 2) if we choose to remove the term

proportional to ca1(y) by a second parametrix for the error, which we denote by F(f ;y). Tech-
nically, since c21(y) = O(y‘3/4—3Re(iQ)/2) which is o(1) as y — 400 over the whole range of
values —% < Re(iq) < %, F(&;y) already satisfies the conditions of a small-norm problem, but it
is convenient to first construct F(¢;y) and then compare to F(&;1) before obtaining estimates
from small-norm theory.

Therefore, we define F(£;y) as the matrix analytic for & € C\ dD(0), normalized to the
identity as & — oo, and whose continuous boundary values on dD(0) are related by the jump
condition

B (Gy) = F_ (&) <H - W% Ho@)a_Ho(é)l) . ccap(). (3.41)

Of course, the solution of this problem is very similar to that for E(f ;y), and we obtain the
result that

F(&y) =T — 2 (y)Ho(0)o_Ho(0) ',

- o c21(y) =7y
2= 0+ en (el Ho0) 0, PO 442

and one can check directly that F_(&; y), obtained from evaluating the above expression on dD(0)
as F+(§ ;y) and applying the jump condition (3.41), admits analytic continuation to the interior
of D(0). Unlike ¢12(y) for which existence may require conditions on arbitrarily large y > 0 if
Re(ig) = %, C21(y) always exists as long as y > 0 is sufficiently large and —% < Re(iq) < %

3.3.3 Improved error analysis

We finally set

G(&y) =F(&yFEy)

Carrying forward the conditions on y — +4oo sufficient to guarantee that ¢i2(y) = O(1) as
y — +00 (no conditions needed unless Re(ig) = % in which case it may be necessary to exclude
certain intervals), we can show that G(§;y) satisfies the conditions of a small-norm Riemann—
Hilbert problem. Clearly, G(&;y) is analytic in the domain £ € C\ ¢, where ¥g = Xg = Xg,
and G(&y) — I as £ — oo as this normalization holds for both factors in the definition. It
remains to estimate the difference of the jump matrix for G from the identity. First note that
since F(¢;y) and F(&;9)~! are bounded uniformly for y > 0 sufficiently large, it is easy to see

that the estimate (3.39) implies a similar estimate for G(&;y):

G.(&y) =G_ (&Y (I+0(y?)),  €e3g\aD(0) (3.43)

again with the estimate holding uniformly and also exhibiting exponential decay in both y > 0
and |¢| on unbounded arcs of ¥g. Because the jump condition (3.41) for F(&;y) on dD(0) takes
into account everything except the O(y*?’/ 2) error term in the jump matrix (3.40) for F(§;y), it
is easy to show that the estimate (3.43) extends also to & € 9D(0). Through standard analysis of



On the Increasing Tritronquée Solutions of the Painlevé-1I Equation 29

a system of singular integral equations equivalent to the Riemann—Hilbert conditions for G(§;y)

(completely analogous to (2.15)) it follows that G(&;y) exists for y > 0 sufficiently large (again

with possible exclusions if Re(ig) = 3) and satisfies

GGy =1+G' W'+ Gy +0(¢77), = o, (3.44)

where the limit & — oo may be taken in any direction, and in which the moments G¥(y), k = 1,2,
satisfy the estimate G*(y) = O(y~%/?) as y — +o0.

Now Z(&y) = E(§Gy)Z(§y) = F(Gy)EEGYZL(ESY) = GEYF(EGYEEY)Z(Ey). Pro-
vided that & = ¢y~ /2 is sufficiently large, we may take the rational forms (3.38) and (3.42) for
E(&;y) and F(&;y) respectively, and also we will have Z(&;y) = Z°"(¢). Therefore, for such £,
we have the exact formula

W ((;y)CPos = y 1008/ (y=1/2¢; y) ¢iroe
— yiPo3/27, (y—1/2g; y) (y—l/Qc)ip”3eiy3/29(y*1/2003yip03/2

=y PGy PGy F(y PGy E( Gy K (y )
x 11712003 iy* gy~ 2, ipos /2.

This expression admits an asymptotic expansion in descending non-negative powers of (~1 as
¢ — 00, i.e., of the form of the expansion in parentheses on the first line of (2.1). It is straight-
forward but tedious to calculate explicitly the first two coefficients W!(y) and W2(y) by combi-
ning (3.44), the rational expressions (3.38) and (3.42), the large-§ expansion of K(&) (see (3.18)):

ip—1/2
K(6) =1+ [_6_2_1/2 6p0 } 1 %1152 LO(EY),  £ooo

and the expansion (see (3.3) and (3.15))

ej(&)o’geiy3/2g(€)o'3 =1 + (_\/§q + 1y3/2> iUgg_l
3 12

L Lo 1 \/5 3/2 L osr) -2 -3
—Zipog — 2?1+ — 1/ 2qy3?T — —4°I o) .
+ < 5Pos — 34 + 2\ 3 258 E7+0(77), £ — 00
In substituting from the formulee (3.38) and (3.42), we use the fact

1 . ) 2in
HO(O)U:EHO(O)_lzQWOI(O):EQIqei(Qm_Qk(O)){ 1 Fe ]

+e 2 1
EEE AN I L
T2\ 3 +677  —1 |’

which follows from (3.31) with the help of (3.14), (3.17), and (3.25), recalling also (3.1). This
leads to the following exact formulee for V(y) and Q(y):

; i 1/32\'% .
V(y) = Wiy (y) = yP+1/2 (6 (p+1/2)+§ <3> 6~ PC12(y)

132\ 797 )
t5\3 6" Pean(y) + G (y) | » (3.45)
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and
. W3 (y)
iq/2 —iq/2 ,
= iy!/? (; <332) G1a(y) —% (332> ea(y) + Gh(zﬁ) - iylp“/]\}[((yy)),

1 (322 _ 32\ 9/ _ 1o o
No=3 () o e -5 () 0T ) + 50 )

iq/2 ]
G - 672600 + 5 () Ea) Gho) + 67 Ch)

—ig/2 )
5(5)  @m(eho) -6 k). (3.46)

Suppose now that —% < Re(ig) < %, so we are excluding only the endpoint case Re(ig) = %

Then from (3.34) we see that c¢12(y) and c21(y) both decay algebraically as y — +o00, so from
(3.37) and (3.42) we get (also using (3.25)) that

1/4
) = (3) en) +0(cew?)

1/4
co1(y) = <3> e (y) + O(CQl(y)Q)7 y — +o0. (3.47)

Furthermore, this condition on ¢ guarantees that we are in the small-norm setting for G(&;y),
so GF(y) = O(y*3/2) holds for & = 1,2. Then, using (3.34) again we see that (3.45) becomes
simply

V() = — (g)i”“ﬂ (14 Oy ¥/ H+3IRetia)l/2))
Y\ ip+1/2
=— (6) (14 0(1)), y — +o0. (3.48)

This becomes (1.12) when p = In(2)/(27), which means Re(ig) = 0. Similarly, all but the terms
on the first line of (3.46) are O(y_3/2), so using (3.34) and (3.47),

N( )_ 24—1/46—ip—1/2 —3/4

x [T\Feﬂqﬂ i < > —i(2y/3)3/2 31q/2(1_|_0( 3/4+3Re(iq)/2))
T 7rq/2 —iq/2 .
g ( < > 2y/3)3/2y—31q/2( JrO(y—?,/4—3Re(1q)/2)) +O(y_3/2)
— 94 1/4g—ip— 1/2 —3/4 [T\Fe ra/2 oiT <128> lg/2 —i(2y/3)3/2, 3iq/2
3 Y

—mq/2 —ig/2
qI‘( q/ <1 > 4 Qy/3)3/2y—31q/2 + O(y—3/2+3‘Re(iQ)|)’ y — +o00.
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The two terms in square brackets are only of equal size in the limit y — +o0 if Re(ig) = 0.
Thus, keeping only the leading term(s), there are three different asymptotic formulae for Q(y)
in the limit y — +oo assuming that —1 < Re(ig) < 3:

I'(ig)e—™/2 __, /128\ 792 /2 1jass -
o = e () o ),

1
y — +o00, —5 < Re(ig) < 0, M~ (q) := max {—i = ;Re(iq), 3Re(iq)} <0,

o7 /me™/2  (128\2 e e
Q) = i (537) T s o)),

3 3
Yy — 400, 0 < Re(iq) < =, M+(q) := max {— + §Re(iq), —3Re(iq)} <0,

4

N |

and, using the identity [26, equation (5.4.3)] and the relations y = 77! and p? = €™ — 1,

oy) = - TV D) G o)) + 0y,

(24y)1/4

1 128

3/2 1
Yy — +00, O(y) == — (3y> + iqln(y) — 171 + iqln (3) —arg(T'(ig)), q € R.

It is straightforward to translate these formulse into corresponding the asymptotic formulse for
Upp (T ) = —(%)1/3Q(—(%)1/3x) given in the statement of Theorem 1.2, where o = § +ip. In
doing so, one must express ¢ and 7 explicitly in terms of a, or equivalently, p, which results in
the definitions (1.6)—(1.7). This concludes the proof of Theorem 1.2.

4 Proof of Theorem 1.3

The computation of total integrals of Painlevé-II solutions u(x; ) is fairly straightforward when
such solutions are extracted from a Riemann—Hilbert problem associated with the Jimbo—Miwa
Lax pair because the “fundamental” potentials in this setting are the quantities U(y) and V(y)
(see (2.6)) whose asymptotics are easiest to compute for large |y| and whose logarithmic deriva-
tives yield solutions of Painlevé-II.

Since V'(y)/V(y) = Q(y) and since (2.20) gives asymptotics for Q(y) as y — —oo up to an
error term that it absolutely integrable in this limit, it is easy to see that

e 2i(—y/3)%/? Y n 1 p\1
V() = Ko exp ( / [Q@) SR < ¥ i) ] dn)
(_3y)1/4+1p/2 e 3 4 2/ n
holds for sufficiently negative y, where K is an integration constant, and where the integral in

the exponent is absolutely convergent. The integration constant K is easily determined from
the asymptotic formula (1.11) valid for V(y) as y — —oo. Therefore we have the representation

—37i/4 ,—2i(—y/3)3/?

Tpl'(ip)e e
91+ip ﬁewp/Q (_3y) 1/4+ip/2

con([ -4 (53] )

which is valid for y < 0 of sufficiently large magnitude that it lies to the left of all real poles
of Q(y).

V(y) =
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Pick a < 0 and b > 0 so that all real poles of Q lie in the interval (a, b). This is possible under
the hypothesis Re(ig) # % according to the defining asymptotic formula (1.4) and Theorem 1.2.
Then using the formula (4.1) for y = a and again the relation V'(y)/V(y) = Q(y), we get the
following formula, now valid for y > b:

_Tpr(ip)ef37ri/4 6721(7a/3)3/2 a ‘ " 1 p\1
V(y) = 21Hip fmemP2 (—3q)1/A1in)2 exp . Qn) —i —§+ 1—1—15 E dn

- /C ) Q(n)dn + /b Q(n) d77>. (4.2)

Here, C(a,b) is any contour in the complex plane from a to b that avoids all poles of Q. Now
rewriting (3.48) for y > b in the form

V(y) = - (2)1/%@ e ([ (5+1) L) 1+ ot

1 1
y — +00, —3 < Re(iq) < 37

we compare with (4.2) and eliminate V(y) to find

oo o T ()]
+/C(a,b) Q(n) d77+/by [Q(n) - (; +ip> H dn)

2i(—a/3)3/2 12+
_ %e((/))emumip)/z (b\/—7> (1+0(1))
TpI'(ip 3 ’

1 1
y — +00, —§Re(iq) <3 (4.3)

Taking the limit y — 400 in (4.3) yields the total integral identity

o)
o[, e+ [ T ow-(5+w) ] dy>

oi(—a/3)3/2 1/2+ip
- Me*iﬂ(l/wip)/? b\/—TL o< Re(iq) < :
7pI'(ip) 3 , 2 2

in which the integral over the interval (b, 4+o00) is not generally absolutely convergent, but it
necessarily makes sense as an improper integral. Suppose that we take for C(a,b) a real path
with infinitesimal semicircular indentations in the lower half-plane centered at each real pole
of Q. It is well-known that all poles of Q are simple and have residue 4+1. Therefore,

b
/C( ) Qy)dy = P.V./ Q(y)dy + im(Ny — N_),

where “P.V.” denotes the Hadamard principal value and N+ is the number of real poles of Q of
residue +1.
Setting A := —(%)1/31) < 0 and B := —(%)1/3a > 0 so all real poles of upp(z;a) =

—(%)1/3Q(—(%)1/3x) lie in the interval (A, B), we have established the total integral formu-

la (1.10) for the increasing tritronquée solution u = upp(x; ) of (1.1). This completes the proof
of Theorem 1.3.
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Figure 8. The jump contour and jump matrix \N/'PH(C; y) for W(C; y). On the segments of the jump
contour within the unit disk, the jump matrix is exactly as shown in Fig. 3.

5 Proof of Theorem 1.4

When p > 0, which also implies that 7 € R, Riemann—Hilbert Problem 2.1 has a unique solution
for every y € R as a consequence of Zhou’s vanishing lemma [29]. Indeed, let us define a modified
unknown W as W := W for |¢| < 1 and W := W% for |¢| > 1. This transformation removes
the jump from the negative real axis for || > 1, modifies the remaining jump matrices for
|| > 1 by conjugation, and introduces a new diagonal jump across the unit circle. For the
latter, it is convenient in the setting of [29] to take the upper and lower semicircles both to
be oriented from left to right. The jump conditions for W(C ;y) are illustrated in Fig. 8. Now
W(C ;y) satisfies the conditions of an identity-normalized (as { — oo0) Riemann—Hilbert problem
whose jump matrix is easily checked to satisfy the cyclic condition at each self-intersection point
that is necessary for consistency. Moreover, when p > 0 and y € R, the jump matrix satisfies
VPI(¢;y) = VPI(¢*; ) for all non-real ¢ and that VFI(¢;y) + VPI(¢; )T is positive-definite
for all real ¢ in the jump contour. The vanishing lemma [29] therefore guarantees the existence
of VV(C ;y), which also yields W((;y) by inverting the substitution made for || > 1. Uniqueness
of the solution is standard, as is the fact that the solution satisfies det(W((;y)) = 1.

The existence of a solution of Riemann—Hilbert Problem 2.1 for every real y when p > 0
actually implies via analytic Fredholm theory that the functions U (y) and V(y) defined by (2.6)
are analytic for y € R. Moreover, these functions are Schwarz reflections of each other: V(y) =
—U(y*)*. The relation (2.8) then implies that U(y) and V(y) cannot have any real zeros unless
p = 0 (in which case they vanish identically because W ((;y) = I), because U(y) and V(y) would
have to vanish simultaneously. The same argument shows that U(y) and V(y) cannot have any
real critical points for positive real p. Therefore, when p > 0, P(y) and Q(y) defined by (2.9) are
nonvanishing analytic functions for y € R, and they are related by the symmetry Q(y) = P(y*)*.
This implies that when p > 0, the increasing tritronquée solution u = upp (x; % + ip) of (1.1)
for a = % + ip is globally analytic and nonvanishing for real z. Applying the symmetries (1.5)
for x € R then shows that upp (iL‘, —% + ip), uJTrT (a:,% - ip), and u?T (:U, —% — ip) are global
nonvanishing solutions for x € R whenever p > 0. This completes the proof of Theorem 1.4.
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e

Figure 9. The jump contour in the A-plane and jump matrix VFC.

Appendix A. Parabolic cylinder function parametrix

Consider the contour shown in Fig. 9 and the indicated jump matrix defined thereon.

Riemann—Hilbert Problem A.1 (parabolic cylinder parametrix). Let p,7 € C be related by
72 = ¥ —1. Seek a 2 x2 matriz-valued function P(\) = P(\; p, 7) with the following properties.

Analyticity: P()\) is analytic for X in the five sectors Sp: |arg(\)| < im, Si: im <
arg(A) < 37, S_1: — 31 < arg(\) < —im, So: 3w < arg(\) < 7, and S_o: — 7 <
arg(\) < —%ﬂ'. It takes continuous boundary values on the excluded rays and at the origin
from each sector.

Jump conditions: P ()\) = P_(A\)VFC(\), where VFC(\) is the matriz function defined
on the jump contour shown in Fig. 9.

Normalization: P(A\)AP? — 1 as A\ — oo uniformly in all directions.

To solve Riemann—Hilbert Problem A.1, first note that there can be at most one solution,
and if it exists it must have unit determinant. This problem has no solution if p € iZ \ {0} for
the same reason as in the case of Riemann-Hilbert Problem 2.1, and its solution is P(\) =T if
p=0.

Therefore we now assume that p ¢ iZ, and consider the matrix Q(A) := P(\)e~*3/2,
This change of variables removes the exponentials eHY from the jump conditions, from which it
follows that Q'(\) and Q(\) satisfy exactly the same jump conditions. Appealing to invertibility
and the specified regular behavior of P near A = 0 we see that Q' (\)Q(A)~! is an entire
function of A. If P()\) has an asymptotic expansion as A — oo consistent with the normalization
condition and hence of the form P(\) = (]I + APl ))\*11”3, the additional assumption
that the series is differentiable term-by-term with respect to A shows by a Liouville argument
that Q' (\)Q(A\) ™! = —idos +i[o3, Pm]; therefore Q(A) is a matrix solution of the first-order
System

dQ [—i)\ r

o= | s i)\]Q, ro=2P, 5= 2Pl (A1)
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Eliminating the second row of Q and rescaling by ¢t = v/2e /%) shows that the first row
elements of Q satisfy Weber’s equation for parabolic cylinder functions [26, equation (12.2.2)]

Qe (1
de? 4

1
t2+a> Q1 =0, a:= 5(1+irs), k=1,2.

This differential equation has particular solutions U (a, +t) and U(—a, £it), and the special func-
tion U (-, -) is described in detail in [26, Section 12]. In each of the five sectors, the general solution
can be written as a linear combination of a suitable “numerically satisfactory” fundamental pair:

U(a, t) + rBOU(—a,it), X € S,
Ula,t) + TB(UU( a, —it), A€ S,
Que(\) = rA<1kma,¢)+rB WU(-a,it), NeS_i,

77 (a, —t) + rB(2)U( a,—it), A€ Sy,
T'A( 2)U(a, t) + TB )U( a,—it), X € S_q.

The first row of the matrix differential equation (A.1) then gives the elements of the second
row explicitly in terms of those of the first and their derivatives; however the derivatives can be
eliminated using [26, equations (12.8.2)—(12.8.3)], and we therefore obtain

~A U@ — 1.0 +i(a—§)BOUQ —ait),  AeS
~A U= 10 —i(a - )BIUA—a—it),  Aes,

k
Qe(\) = V2e ™ ATV (0 — 1, —t) +i(a— ) BU VU —ait),  Ae Sy,
A<2>U( —1,—t)—i(a—H)BPU@M —a,—it), A€,
U1 —a,—it), A€ S_,.

In each sector, the asymptotic expansion [26, equation (12.9.1)]:

0 1
U(a,t) ~ emat’ymas Z(—l)jma)% t— o0 |arg(t)| < §7r (A.2)
’ = JI(2t2)7 7 ’ 4

can be used to obtain the asymptotic behavior of the matrix elements of Q(XA). Since the
normalization condition on P(\) = Q(\)e**73/2 = Q(\)e~**73/4 forbids exponential growth, it
is necessary that A() = 0 and B() = 0 for all sector indices ¢ = 0,4+1,4+2. From the jump
conditions it follows that the second column of Q must match between sectors Sy and Sy, as
well as between sectors S_; and S_p. This implies that Ago) = A;l) and that Ag_l) = Ag—z).
Similarly, the first column of Q must match between sectors Sy and S_1, as well as between
sectors S7 and Sy. This implies that Bgo) = BE_I) and that B%l) = B?). Lastly, the jump
condition between sectors Sp and S_o implies that B§_2) = e*2”pB§2) = e*Q”pBgl) and that
A;2) = e*Q’TpAg_Q) = e*QWPAg_l). Therefore, if Q@ (\) denotes the restriction of Q(\) to A € S;,
we have so far found that

(0) . (0)
Oy rB; U(—a,lt) rAs Ula,t)
Q ( ) felﬂ/4 B(O)U 1— a,it \/§GSiﬂ'/4A(0)U a— 17t 9 )\ S SO; (A3)
1 2
QW (\) = BmU(%—W rAy Ua, 1) re S
\[e7317r/4( l)BEI)U(l — a, —it) \/§e3i“/4A§O)U(a —1,t) 7 7

rB(O)U(—a, it) rAg_l)U(a, —t)

=D\
Q= [fe”r/‘l( 3)B §O)U(1 —a,it) ﬂe*i”/‘lAé_l)U(a— 1,—t)

]) )‘ES—la



36 P.D. Miller

Q) = rBVU (~a, it) e 2r AL VU (0, —t)
V2e 3/ (g — %)BEI)U(l —a,—it) 6_2””\/56_1”/414&_1)[](@ —1L,-t)]
A€ Sy,
Q2 () = e 2 B{VU(~a, —it) rdy VU(a, 1)
e~ 2™ \/2e31m/4 (¢ — %)BF)U(l —a,—it) V2 ATV U@ -1, -1)]
A€ S_o. (A.4)

Now taking A — oo in each sector we find that the matrix P(\) = Q(\)e**73/2 satisfies the
required normalization condition provided that

1
a=g - ip which implies that rs = —2p, (A.5)

and that the remaining unknown coefficients are subject to the following:

—3im /4
ngo) — o TP/eipIn(2)/2. Ago) _° / o TP/ 4e=iPIn(2)/2
V2
im/4
rB%l) _ 3p/AgipIn(2)/2 Ag_l) — ie?wp/llefipln(?)/?_ (A.6)

V2

Only the values of the constants r and s remain undetermined. It is interesting to observe
that if one tries to use the definitions in (A.1) to find  and s from the formulee (A.3)—(A.4)
after substituting from (A.5) and (A.6) and using the asymptotic expansion (A.2) for the off-
diagonal entries, one finds simply the truisms r = r and s = s. These constants must therefore
be determined from the only other information we have not yet used: the nontrivial jumps
captured by the first (resp. second) column of the jump matrix VFC for arg(\) = %71, —%77

(resp. for arg(\) = —%ﬂ', %7‘1’). In particular, the jump condition for arg(\) = %7‘1’ requires that
1 0 0
QY (N = QYN + 7RI (),
which given all available information is equivalent to the condition

eiw(a+1/2)/2U(_a’ —it) + e*i”(lﬂ/z)/zU(—a, it)
e—i7r/4 . 1
=l e e PO (0,1),  a=o —ip,  arg(t) =0.

V2 2

But it is easy to check that this matches the connection formula [26, equation (12.2.18)] for the
parabolic cylinder function U(-,-) provided that

eﬂ'p/Qeip In(2)

= = 20i7/4 A.
=) = 2R (A7)
Using (A.5) one then deduces that
9 3im/4 .
s=s(p,7)=— p__¢ TpF(ip)e*”p/Qeﬂpln(z). (A.8)

r(p,7) V7

At last all free parameters have been determined, and it is straightforward to verify with the use
of connection formulae for U(-,-) that the other jump conditions that we have not yet enforced
are automatically satisfied.
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Remark A.2. In fact, the unenforced jump conditions cannot contain any further information,
because the cyclic product of the jump matrices for Q is the identity (as must be the case for
consistency at the origin). This matrix identity modulo unit determinant amounts to three
conditions, which determine all of the off-diagonal entries of VFC given any one of them.

This completes the solution of Riemann—Hilbert Problem A.1. We pause to point out that
the normalization condition on P(\) = P(\;p,7) indeed holds in every sense we assumed at
the start in order to derive the differential equation (A.1), and therefore in particular from the
asymptotic expansion (A.2),

P(\;p, 7)AP? =T+ % _S((;’T) T(pd T)] + [O(’\_?) A A= oo, (A9)

In fact, (A.2) shows that the diagonal (resp. off-diagonal) elements have explicit asymptotic
expansions in descending even (resp. odd) powers of A\. The full expansion of P(A\)AP3 as
A — oo is the same in all five sectors.

In the special case that p > 0, which also implies that 7 € R, we may use the identity for
the modulus of the gamma function on the imaginary axis (see [26, equation (5.4.3)]) to deduce
that s = —r*.
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