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Abstract

We consider an evolution equation involving the fractional powers, of
order s € (0,1), of a symmetric and uniformly elliptic second order operator
and Caputo fractional time derivative of order v € (1,2]. Since it has been
shown useful for the design of numerical techniques for related problems,
we also consider a quasi—stationary elliptic problem that comes from the
realization of the spatial fractional diffusion as the Dirichlet-to-Neumann
map for a nonuniformly elliptic problem posed on a semi—infinite cylinder.
We provide existence and uniqueness results together with energy estimates
for both problems. In addition, we derive regularity estimates both in time
and space; the time-regularity results show that the usual assumptions
made in the numerical analysis literature are problematic.
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1. Introduction

The purpose of this work is to derive regularity estimates for the solu-
tion to an initial boundary value problem for a space—time fractional wave
equation. To make matters precise, let 2 be an open and bounded domain
in R” (n > 1) with boundary 09. Given s € (0,1), v € (1,2], a forcing
function f, and initial data g and h, we seek u such that

{azu + L= f in Qx(0,T),

w(0) =g inQ, u(0)=~h in Q. (1.1)
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Here £ denotes the linear, self-adjoint, second order, differential operator
Lw = —divy (AVyw) + cw,

supplemented with homogeneous Dirichlet boundary conditions; 0 < ¢ €
L>(Q) and A € C%(Q,GL(n,R)) is symmetric and uniformly positive
definite. By £°, with s € (0,1), we denote the spectral fractional powers of
the operator L.

The fractional derivative in time 9] for v € (1,2) is understood as the
left-sided Caputo fractional derivative of order v with respect to ¢, which

is defined by
1 t 1 d?u(r)
A = 1.2
T = 5=y, G 2

where I' is the Gamma function. For v = 2, we consider the usual time
derivative 7.

The main source of difficulty in the analysis of (1.1) and in the design
of efficient solution techniques is the nonlocality of both the fractional time
derivative and the fractional space operator [9, 26, 29, 45, 46]. When £ =
—A and 2 = R", i.e., in the case of the Laplacian in the whole space,
Caffarelli and Silvestre [9] have overcome this difficulty by localizing £° as
the Dirichlet-to-Neumann map for an extension problem to the upper half-
space Rﬁ“. The extension corresponds to a nonuniformly elliptic PDE.
This important result was later extended in [8] and [47] to bounded domains
) and more general operators, thereby obtaining an extension problem
posed on the semi-infinite cylinder C := § x (0, 00); see also [10]. We shall
use the Caffarelli-Silvestre extension result to rewrite our problem (1.1) as
the following quasi—stationary elliptic problem with a dynamic boundary
condition [4, 11, 12, 51]:

—div (yY*AV%)+y“c% =0 inC x (0,7),

v =0 on 9rC x (0,T), (1.3)
dsO) U + 05U = dsf on (2 x {0}) x (0,7),
with the initial conditions
U =gonQx{0}, t=0, % =honQx{0}, t=0, (1.4)

where 0r,C = 092 x [0,00) corresponds to the lateral boundary of C, a =
1-2s€(—1,1),ds = 2°T(1—s)/T'(s) and the conormal exterior derivative
of % at Q x {0} is
Oy U = — lim y*Uy; (1.5)
y—0+
the limit must be understood in the sense of distributions [9, 10, 47]. We
will call y the extended wvariable and the dimension n + 1 in RTFI the
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extended dimension of problem (1.3)—(1.4). Finally, A = diag{A4,1} €
C%(C,GL(n+1,R)). With the solution % to the extension problem (1.3)—
(1.4) at hand, we can find the solution to (1.1) via [8, 9, 10, 47]:

u = %’y:().

To the best of the authors’ knowledge this is the first work that analyzes
problem (1.1) and its extended version (1.3): we provide existence and
uniqueness results and derive regularity estimates both in time and space.
Concerning spatial regularity of the extended problem (1.3), we derive such
estimates in weighted Sobolev spaces. In particular, we establish analytic
regularity with respect to the extended variable y € (0, 00). We prove that
% belongs to countably normed, power—exponentially weighted Bochner
spaces of analytic functions with respect to y, taking values in Sobolev
spaces in 2. Our main motivation for deriving such regularity results is
the fact that any rigorous study of a numerical scheme to approximate the
solution to (1.1) via the resolution of problem (1.3) must be concerned with
the regularity of its solution. In fact, as it is well known, smoothness and
rate of approximation go hand in hand. This is exactly the content of direct
and converse theorems in approximation theory [2, 24]. An instance of this
is provided in [5, 37] where, in the case of an elliptic equation involving the
spectral fractional Laplacian, the analytic regularity of the solution to the
extended problem with respect to the extended direction has been shown
essential to provide efficient solution techniques.

In the literature, several numerical techniques have been proposed to
approximate the solution to problems involving the Caputo fractional de-
rivative of order v € (1,2). To the best of our knowledge the first work
that proposes a scheme based on finite differences is [48]. In this work, the
authors prove that the consistency error of such scheme is O(7377), where
7 denotes the time step. However, this error estimate requires a rather
strong regularity assumption, namely that the third time derivative of u
is continuous on [0,T]. This assumption is problematic and it has been
largely ignored in the literature [13, 14, 23, 52]. Since v € (1, 2), the second
and higher order derivatives of the solution u of (1.1) with respect to t are
unbounded as t | 0. In this work, we examine the singular behavior of
9?u and OPu when t | 0 and derive realistic time-regularity estimates for
u and % in Theorems 4.1 and 4.1, respectively. These refined regularity
estimates are of importance in the analysis of time discretization schemes
for problems (1.1) and (1.3).

The outline of this paper is as follows. In section 2 we introduce some
terminology used throughout this work. We recall the spectral definition of
fractional powers of elliptic operators in section 2.1 and, in section 2.2, state
the essential result by Caffarelli and Silvestre about their localization. In
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sections 2.3 and 2.4, we introduce some elements of fractional calculus that
will be important in the analysis that follows. Upon introducing suitable
definitions of weak solutions, we derive the well-posedness of problems (1.1)
and (1.3)—(1.4) in sections 3.1 and 3.2, respectively. In section 4.1 we derive
time regularity results for problems (1.1) and (1.3)—(1.4), while, in section
4.2 we study spatial regularity properties for the solution to the extended
problem (1.3)—(1.4). Space-time regularity of the solution to (1.3)—(1.4)
is discussed in section 4.3. We conclude the discussion with section 4.4
where we sketch how the obtained regularity results can be applied to the
derivation of error estimates for fully discrete schemes for (1.3)—(1.4).

2. Notation and preliminaries

Throughout this work € is an open, bounded, and convex subset of R"
(n > 1) with boundary 9Q. We will follow the notation of [39, 41] and
define the semi-infinite cylinder C := 2 x (0, 00) and its lateral boundary
OrC = 02 x [0,00). For o > 0, we define the truncated cylinder with
base 2 and height 9 as Cy := 2 x (0, 7); its lateral boundary is denoted by
O0r.Cy = 002 x (0,7). Since we will be dealing with objects defined in R™ and
R"*! it will be convenient to distinguish the extended (n + 1)-dimension:
if z € R, we write z = (2/,y), with 2/ € R” and y € R.

Whenever X is a normed space, X’ denotes its dual and || - || x its norm.
If, in addition, Y is a normed space, we write X < Y to indicate continuous
embedding. We will follow standard notation for function spaces [3, 49].
For an open set D C R? (d > 1), if w is a weight and p € (1, 00) we denote
the Lebesgue space of p-integrable functions with respect to the measure
wdx by LP(w, D) [21, 27, 50]. Similar notation will be used for weighted
Sobolev spaces. If T' > 0 and ¢ : Dx(0,T) — R, we consider ¢ as a function
of ¢t with values in a Banach space X, ¢ : (0,T) >t — ¢(t) = ¢(-,t) € X.
For 1 < p < oo, LP(0,T; X) is the space of X-valued functions whose norm
in X is in LP(0,7). This is a Banach space for the norm

1
T »
MLP(O,T;X)—(/O w(t)nf;(dt), l<p<oo

[l Loo (0,7:x) = esssupye (o, 198 x-
The relation a < b means a < Cb, with a constant C' that neither
depends on a or b. The value of C might change at each occurrence.
Finally, since we assume {2 to be convex, in what follows we will make
use, without explicit mention, of the following regularity result [20]:

lwllaz2) S 1Cwllrz@) Yw € H?(Q) N Hy(R). (2.6)
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2.1. Fractional powers of second order elliptic operators. We adopt
the spectral definition for the fractional powers of the operator £. This is, to
define £*, we invoke spectral theory for the operator £ [6]. The eigenvalue
problem: Find (), ¢) € R x H}(Q) \ {0} such that

Lo = Ap in Q, ¢ =0 on 012, (2.7)

has a countable collection of solutions {\s, ¢r}ren C Ry x HL(2) such
that {¢¢}32, is an orthonormal basis of L?(Q2) and an orthogonal basis of
H} (), for the inner product induced by £. With these eigenpairs at hand,
we introduce, for s > 0, the space

H*(Q) = {w = wepe : [wlfeqqy =Y Mlwel® < oo} : (2.8)
=1 =1
and denote by H™#*(£2) the dual space of H*(€2). The duality pairing between
the aforementioned spaces will be denoted by (-, -).
We notice that, if s € (0,3), H*(Q) = H*(Q) = H(), while, for
s € (%, 1), H*(Q2) can be characterized by [32, 34, 49]

H*(Q) = {w € H*(2) : w =0 on 02} .

1
If s = 1, we have that He (€) is the so—called Lions—Magenes space H3,(2)
[32, 49]. If s € (1,2], owing to (2.6), we have that H*(Q2) = H*(Q) N H} ()
[17].
The fractional powers of the operator £ are thus defined by

L8HNQ) - H5(Q), Low:=) MNuwer, s€(0,1). (2.9)
/=1

2.2. Weighted Sobolev spaces. Both extensions, the one by Caffarelli
and Silvestre [9] and the ones in [8, 10, 47] for © bounded and general
elliptic operators require us to deal with a local but nonuniformly elliptic
problem. To provide an analysis it is thus suitable to define the weighted
Sobolev space

H(y*,C) = {we H' (y*,C) : w=0o0n 9;C} . (2.10)

Since a € (—1,1), |y|* belongs to the Muckenhoupt class Ag [15, 38, 50].
We thus have the following important consequences: H'(y®,C) is a Hilbert
space and C°°(Q) N H!(y*,C) is dense in H'(|y|*,C) (cf. [50, Proposition
2.1.2, Corollary 2.1.6], [28] and [18, Theorem 1]).

As [39, inequality (2.21)] shows, the following weighted Poincaré in-
equality holds:

lwll 2o ¢) S IVWllp2ge ey Vo € HL(*,C). (2.11)
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Thus, [[Vwl|r2(yac) is equivalent to the norm in Hl(y*,C). For w €
H'(y®,C), trgw denotes its trace onto  x {0}. We recall that, for a =
1 —2s, [39, Prop. 2.5] yields

tro Hi(y*,C) = H(Q),  |[trowl|a (o) S lwll gy (2.12)

(y*.0)°

The seminal work of Caffarelli and Silvestre [9] and its extensions to
bounded domains [8, 10, 47] showed that the operator £* can be realized as
the Dirichlet-to-Neumann map for a nonuniformly elliptic boundary value
problem. Namely, if U € H} (y*,C) solves

—div (y*AVU) +cy*U =0 inC
U=0 on JrC, (2.13)
U = dsf on  x {0},

where o« = 1 — 2s, 00U = —limy o y°U, and dy = 2°T(1 — s5)/T'(s) is a
normalization constant, then u = trq U € H*(Q2) solves

Lou=f. (2.14)

2.3. Fractional derivatives and integrals. The left—sided Caputo frac-
tional derivative of order v € (1,2) is defined as in (1.2).

Given a function g € L'(0,T), the left Riemann-Liouville fractional
integral 17[g] of order o > 0 is defined by [26, formula (2.1.1)], [45, formula
(2.17)]

I”[g](t)zr(la) /O : G (2.15)

t—r)l-e
Young’s inequality for convolutions immediately yields the following result.

LEMMA 2.1 (continuity). If g € L*(0,T) and ¢ € L'(0,T), then the
operator

g, ()= dxglt) /¢t—r

is continuous from L?(0,T) into itself and 19l 20,1y < 1@l 220,119l 22(0,7)-

COROLLARY 2.1 (continuity of I?). For any o > 0, the left Riemann-
Liouville fractional integral I° g is continuous from L?(0,T) into itself and

o

o T 2
1171g]ll 20,1y < mHQHB(o,T) Vg € L7(0,T).
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2.4. The Mittag-Leffler function. For v > 0 and p € C, we define the
two—parameter Mittag-Leffler function E., , as [19, 26, 42]

o0 k
z
E, (2) =) ——, z€C, (2.16)
e kz_o L(vk + p)
which generalizes the classical Mittag-Leffler function E,(z) := E,1(2).

It can be shown that E, ,(z) is an entire function of z € C. In what

follows the following members of the family {E, , : v > 0, € R} will be

of importance: E, 1, E, 2, and E, ; they will allow us to derive solution

representation formulas for (1.1) and (1.3)—(1.4) in the case that v € (1, 2).
For \,~,t € RT, we have [26, Lemma 2.23]

O Ey1(=X\7) = =XE, 1(=At). (2.17)
If v€(0,2), peR, my/2 < § < min{m, 7y} and 6 < |arg(z)| < , then
Byu(2)] S A+ 127 (2.18)

where the hidden constant depends only on v, u and d; see [26, Section 1.§]
and [42, Theorem 1.6].

For ¢ € N and ~, u—q € R™ the following differentiation formula follows
from [42, formula (1.83)]

d\?, g
<dt) (B () = P B, (7). (2.19)
As an application of the previous formula we record, for future reference,
the following particular cases: If ¢,v, A € RT, then

(1B 5 (A1) = Bya(-A), (2:20)

and
d , _ _
dt (ty 1E%”/(_)‘tﬂ/>) =17 2E%7—1(_)‘t7)5 (2.21)
see also [25, Lemma 2.2] and [44, Lemma 3.2].
We conclude this section with the following formula that follows from
[44, Lemma 3.2] and [25, Lemma 2.2]: If {,4,A € RT and ¢ denotes a
positive integer, then

d q
(dt> Eyi(=MY) = =M, g (—A). (2.22)
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3. Well-posedness and energy estimates

In this section we will study the existence and uniqueness of weak so-
lutions to problems (1.1) and (1.3)—(1.4) and derive energy estimates. We
will begin with the analysis of the fractional wave equation (1.1) and dis-
tinguish two cases: v = 2 and v € (1,2); the first one being considerable
simpler.

3.1. The fractional wave equation.

3.1.1. Case v = 2. We assume that the data of problem (1.1) is such that
f € L%0,T;L3(R)), g € H(Q) and h € L*(Q).

DEFINITION 3.1 (weak solution for v = 2). We callu € L?(0, T; H*(Q2)),
with dyu € L(0,T; L?(2)) and 0?u € L?(0,T;H~3(Q)), a weak solution of
problem (1.1) if u(0) = g, du(0) = h and a.e. t € (0,7,

(OFu, v) + (Lou,v) = (f,0) Vo € H(Q),
where (-, -) denotes the the duality pairing between H*(2) and H~*().

REMARK 3.1 (initial conditions v = 2). Since a weak solution u
of (1.1) satisfies that w € L2?(0,T;H*(?)), du € L2(0,T;L*Q)) and
0?u € L2*(0,T;H-%(2)), an application of [43, Lemma 7.3] implies that
u € C([0,T); L3(Q)) and that du € C([0,T]);H*(R)). Consequently, the
initial conditions involved in Definition 3.1 are appropriately defined.

Existence and uniqueness of a weak solution, in the sense of Defini-
tion 3.1, to problem (1.1), together with energy estimates are obtained
by slightly modifying the arguments, based on a Galerkin technique, of
[16, 32, 43]. For brevity, we present the following result and leave the de-
tails to the reader. We only mention, since this will be used below, that
the solution has the representation u(z’,t) = >, <, uk(t)pr(2"), where the
coefficients uy are given by B

s hie . s
up(t) = g cos()\k/Qt) + )\T];Q 81n()\k/2t)
’; . (3.23)
ts / Fo(r) sinO2 (¢ — 1) dr.
Ao

THEOREM 3.1 (well-posedness for v = 2). Given s € (0,1), v = 2,
f € L*0,T;L3(R)), g € H3(Q) and h € L*(Q), problem (1.1) has a unique
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weak solution. In addition,

1wl oo 0, 7w (@) + 10wl oo 0,122 (02)) S 1 f 220,122 (02))

3.24
T llgleoy + MRl O2Y

where the hidden constant is independent of the problem data.

3.1.2. Case v € (1,2). The analysis of fractional evolution differential
equations as (1.1) and the derivation of energy estimates is not an easy
task. The main technical difficulty lies in the fact that an exact integration
by parts formula is not available. This has two main consequences. First,
it is difficult to introduce a definition of weak solutions to (1.1) in the sense
of distributions [25]. Second, when deriving an energy estimates boundary
terms need to be estimated.

In this section, we follow [25, 44] and obtain the existence and unique-
ness of a suitable weak solution to problem (1.1) together with energy
estimates. The analysis is based on a solution representation formula. To
describe it, we invoke the eigenpairs defined in Section 2.1, and formally
write the solution to problem (1.1) as follows:

u(@,t) = ur(t)er(a’). (3.25)

k>1

Since, at this formal stage, we have u(z’,0) = g(2’) and dwu(z’,0) = h(z'),
this representation yields the following fractional initial value problem for
U

8?uk(t) + /\zuk(t) = fk(t), t> 0, uk(O) = Gk, 8tuk(0) = hk, (3.26)
where k € N. Here gr = (9,¢k)12()» e = (hyor)r2(0), and fi(t) =
(f(-;1),¥k)r2(q)- The theory of fractional ordinary differential equations
[26, 45] gives a unique function wuy, satisfying problem (3.26). In addition, an

explicit representation formula for the solution ug holds (see, for instance,
[25, formula (2.1)] or [44]):

ug(t) = By 1(=Apt7) gk + tEy 2(= A5t hy,
+ /t(t — r)'y_lE%W(—)\Z(t — ) fr(r)dr. (3.27)
0

With the help of identities (2.20), (2.21), and (2.22) we can derive
formulas for the derivatives, of order 1 and vy € (1,2), of u; which shall



10 Enrique Otarola, Abner J. Salgado

prove useful in the analysis that follows:
duy,

E(t) = —/\Zt'yilE’y,w(_)‘ztv)gk + By 1 (=Mt )by

t (3.28)
* / (t =) 2By y o (=Xt — 7)) fr(r) dr
0

and
O ur(t) = =N Ey 1 (= Xpt") g — t\ By 2 (A5t ) e

t 3.29
— )\2/0 (t— r)”’lEyﬂ(—)\z(t — 1)) fre(r)dr + fr(t); ( )

see [25, Lemma 2.3] and [44, formulas (3.8) and (3.12)], respectively.

We now proceed to make rigorous the previous formal considerations
and show that the expression (3.25), where ug(t) are given by (3.27), con-
verges. This gives rise to a notion of weak solution for (1.1) which will
satisfy, on the basis of (3.27), the solution representation formula

t
u(z',t) = G (t)g + Hy(t)h + / Lt =) (2 r)dr, (3.30)

where the solution operators G, H, and F, are defined as follows: For
f=0and h=0, and f =0 and g = 0, we define, respectively,

Gy(tyw =Y By (=Mt wper(a’), (3.31)
k=1
and -
Hy(tw =Y tEyo(= Mt Jwrepr(a’), (3.32)
k=1

where wy, = (w, pk)r2(q)- We also define the solution operator for g = 0
and h =0 as

Fy(yw =Y t77 By (=Mt wreor (). (3.33)

We immediately comment that, in view of the estimate (2.18), for all ¢t > 0,
G- (t), Fy(t) and H,(t) belong to B(L%*(Q)) [33, 42, 44].
We now introduce the following notion of weak solution.

DEFINITION 3.2 (weak solution for v € (1,2)). Let s € (0,1) an
€ (1,2). We call u € L*>(0,T;H*(Q2)), with dyu € L>(0,T; L*()) and
0ju € L?(0,T;H*(Q)), a weak solution of problem (1.1) if u(0) =
0yu(0) = h, and for a.e. t € (0,7),

(0Ju,v) + (Lou,v) = (f,v) Vv e H(Q),
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where (-,-) denotes the the duality pairing between H?(2) and H™*(Q2).

Notice that in the previous definition we are not being specific about
the smoothness in the problem data, nor the sense in which the initial
conditions are understood. The following result addresses these issues and
provides existence and uniqueness of a weak solution.

THEOREM 3.2 (well-posedness for v € (1,2)). Lets € (0,1),v € (1,2),
f € L>(0,T; L)), g € H?**(Q) and h € L*(Q). Then, problem (1.1) has a
unique weak solution which is given by the solution representation formula
(3.30). In addition,

[wll oo 0,115 () + 10l 20,7:2200)) S 122070200

(3.34)
+ ll9llms @) + 1Pl L2

and

10cull oo 0,122 S N llze0,min2(0)) + 19llm2s (@) + 1Al 2y (3-35)

The hidden constants, in both inequalities, are independent of the problem
data.

P r o o f. Let us first show that the function given by the representation

formula (3.30) has the requisite smoothness and is indeed a solution to (1.1).
This will be done, with the aid of representation formulas (3.27) and (3.28),
in four steps.
The goal of this step is to analyze the convergence of ) <, urpi.
To accomplish this task, we let m,n € N with n > m. We thus invoke the
representation formula (3.27) for ug(¢) and the estimate (2.18) to conclude,
for t € [0, T, that

n 2

Z uk )k

k=m

n

_Z)‘kuk QSZ 1+)\5t729k

H# ()
n
AtV
2—y A A 2
+1 Z 1+)\5t7 hy

3 2
+k:ZmAi ( /0 (t—r)v—lEm(—AZ(t—r)V)fk(r)dr> . (3.36)

We denote the last term on the right—hand side of the previous expression
by I and bound it by using the Cauchy—Schwarz inequality and the estimate
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(2.18). We thus obtain that

s Z </0 o) ([ o)
<& ([o-ro) ([ 1)

< v—1 2 d
N,;t /Ofk@)t

Replacing this estimate into (3.36) we arrive at

sup Z)\,Cuk t)? < Z/\kgk+T2 VZhi

tel0,1] i,
+TV—1Z/ FA(t) dt.
k=m 0

Consequently, since v € (1,2), g € H*(Q2), h € L*(Q) and f € L?(0,T; L?(12)),
the previous estimate allows us to obtain that

(3.37)

n

> uk(t)er

k=m

=0, (3.38)
H* (Q)

lim  sup
m,n—o0 te [O,T}

ie, ue L>®0,T;H*(Q)).

Step 2.| In this step we study the convergence of the formal expression
Y i1 Ovukpr. Let m,n € N with n > m. In view of the representation

formula (3.28) for dyug(t), similar arguments to the ones used in Step 1
allow us to obtain that

> du(t)er
k=m

2 n

< T v—2 )\Zt’Y A 2 d
t —Lr )7 t

n

+T >

k=m

o 3 ([ =Bk = ) dr)2 at. (339)

L2(0,T5L%(9))

Let us denote the last term on the right—hand side of the previous expres-
sion by II = Y~}_ 1I;. With this notation it is immediate to see that
I1;, is the square of the L?(0,T)-norm of the convolution of the functions
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ne(t) = 772E, ,—1(=Ajt?) and fi. Therefore, by Young’s inequality for
convolutions, we obtain that

I, < ||"7k||%1(o,T)||fk”%2(o,T)-

In addition, (2.18) allows us to see that

T

T
7Nl 20,1 :/0 2By yo1 (= A5 dt 5/0 A ST

In conclusion, we have proved the bound

11 < 720~ / f2(t)

We thus replace the previous estimate into (3.39) and conclude that

T n n n
/O > o) dt ST Z Ngi4+T Z 2
k=m

(3.40)
+ 720~ Z / f2(t) dt.
This immediately yields
mlér_r)loo Z Orug(t)pr =0. (3.41)
k=m L2(0,T5L2())

In this step we analyze, again, the convergence of Zk Orug ., but
in the space L°°(0,T;L?(2)). To accomplish this task, we will assume
g € H*(Q), h € L*(Q) and f € L*>(0,T; L*()). With this setting at
hand, similar arguments to the ones that led to (3.41) allow us to conclude
that

sup Z By ()| dt < 7201 Z A28 g2

te0,7] .=, J—
+ Z h2 + 1?07 sup Z fe(t)?, (3.42)
o t€(0,T] j =
and thus that
lim  sup Z Oyug(t) =0. (3.43)
M09 40, 7 )
L2(Q)
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Collecting the results (3.38), (3.41) and (3.43), we conclude that
S uer(a), D Ohup(t)er(z)

keN keN

converge in L*(0,T;H*(Q)) and L>(0,T;L?(2)), respectively. Conse-
quently, u, given by (3.30), belongs to L*(0,7;H*(£2)) and its first—order
time derivative dyu € L°(0,T; L*(R)).

Since £° is an isomorphism from H*(Q2) onto H™*(2) and the forcing
term f € L2(0,T; L*(Q2)), it is immediate that 8] u € L2(0, T; H*(2)). The
energy estimate (3.34) follows from (3.37) and (3.40), while (3.35) follows
from (3.42). In addition, (3.37) and (3.42) show that u € C([0,T]; H*(2))
and dyu € C([0,T]; L*(2)). We thus conclude that u is a weak solution to
problem (1.1) in the sense of Definition 3.2. Uniqueness follows standard
arguments. We leave details to the reader. |

REMARK 3.2 (initial conditions v € (1,2)). The estimate (3.37) re-
veals that v € C([0,T]; H*(2)) and thus that the initial condition u(0) = g
is well-defined. Since u € L%(0,T;H*(2)) and O;u € L?(0,T; L*(2)), this
result can also be obtained by using [43, Lemma 7.3]. However, to con-
clude that dyu € C([0,T); L?(R2)) and thus that d;u(0) = h is well-defined,
additional assumptions need to be made on the problem data: g € H?*(Q)
and f € L°°(0,T; L?(Q2)). This is in contrast to the case v = 2 where, to
have d;u € C([0, T]; L%(Q2)), weaker assumptions are needed on the problem
data; see Remark 3.1.

REMARK 3.3 (weak solution v € (1,2)). Definition 3.2, of a weak solu-
tion to problem with v € (1, 2), is inspired in the work [44]. Recently in [25],
the authors have considered a different definition of weak solutions, that is
in turn inspired in [44] and [31]; see [25, Definition 1.1]. The advantage of
this approach is that it allows to show the well-posedness of problem (1.1)
under weaker assumptions on the problem data. In particular, the authors
show that u € C([0,T]; L*(R)); see [25, Theorem 1.1]. In contrast, in The-
orem 3.2 we assume more regularity on problem data mainly to obtain that
oy € C([0,T); L2(£2)).

3.2. The extended fractional wave equation. In this section we briefly
analyze the extended problem (1.3)—(1.4) and derive a representation for-
mula for its solution. To accomplish this task, let us first recall that
uw(@',t) = D poq uk(t)pr(z’) corresponds to the unique weak solution to
problem (1.1), where, for k € N, u(t) solves (3.26) and ¢}, is defined as in
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(2.7). Let us thus consider the formal expression

= ur(t)en(a )i (y), (3.44)
k>1

where, for a = 1 — 2s, the functions ¥ solve

a d

2
;;W@+y®m@=Mww,yamm,
Pr(0) =1, lim ¢y (y) =

Y—00

(3.45)

If s = 3, we thus have 5 (y) = exp(—v/Agy) [8, Lemma 2.10]; more gener-
ally, if s € (0,1) \ {3}, then [10, Proposition 2.1]

y) = cs(VAY) Ks(VAry), (3.46)

where ¢s = 2!7%/T'(s) and K, denotes the modified Bessel function of the
second kind. We refer the reader to [1, Chapter 9.6] and [40, Chapter 7.8]
for a comprehensive treatment of the Bessel function K. We immediately
comment the following property that the function v satisfies:

hmwk ) =exp(—vAy) Vy > 0.

This property follows from the fact that

— 2 — [ e %

% }(1 =1/3; ;
the latter being a consequence of formulas (9.2.10) and (9.6.10) in [1].
We now notice that in view of (3.44) and (3.45) we conclude that

Uy, t)y= O—Zuk Jer(x Zuk )ek(@ u(a’,t),

k>1 k>1

for a.e. t € (0,7), i.e., u = trq %, where, we recall that, trg denotes the
trace operator and is defined in Section 2.2.

Properties of the modified Bessel function of the second kind K imply
the following important properties of the functions vy, that solve (3.45).
For s € (0,1), we have that [39, formula (2.31)]

i W)
yl0 dsAz

and, for a,b € RT, a < b, that [39, formula (2.33)]

=1, (3.47)

b
/y%mmW+m@ﬂ@=wwwwwﬁ (3.48)
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We thus combine the definition (1.5) with (3.44) and (3.47) to arrive at

dstro 8] U + 0%U = d, trgav%—hmy Uy, = ds ZQ% (O] up + Njug)
k=1

:dsfv

where the last equality is a consequence of the fact that wuy solves (3.26).
These results thus show that %, given by (3.44), satisfies the boundary
condition of problem (1.3).

Finally, on the basis of the asymptotic estimate (3.47), (3.48) implies
that

IV% O ae ey S S uat) / ¥ (ete(y)? + ¥4 (y)?) dy
k=1

= ds Z )‘kuk( ) = dsuu(t)HI%HS(Q)’ (3-49)

k=1
for a.e. t € (0,7).

These arguments show that given a function u € L*(0,7; H*(Q2)) there
exists % € L>°(0,T; ﬁi(yo‘,C)) such that u = trq % . Consequently, trg is
such that

L(0, T5H(Q)) € tra (L0, T: A1(5,0))

ie., tro : L>=(0,T; ﬁi(yo‘,C)) — L*(0,T;H*(£2)) is surjective [10, Propo-
sition 2.1]. Similar arguments to the ones developed in the proof of [10,
Proposition 2.1] reveal the inverse inclusion. We thus have that trq is a
bounded linear map such that

L=(0, T; H¥(Q)) = trq (LOO(O,T; ﬁ;(ya,C)) .
As it will be necessary in what follows we define a : H}(y*,C) x
Hj(y*,C) = R
1
ds
The previous formal considerations, on the basis of the results of Sec-

tion 3.1, suggest to consider the following notion of weak solution for prob-
lem (1.3)—(1.4).

a(w,d) = /Cyo‘ (A(z)Vw - Vo + c(z')we) da. (3.50)

DEFINITION 3.3 (extended weak solution). Let s € (0,1) and o =
1—2s. We call % € L=(0,T; H} (y*,C)), with trq ;% € L>(0,T; L*())
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and trg 0] % € L*(0,T;H*(f2)), a weak solution of problem (1.3)—(1.4) if
trq % (0) = g, Oy trq % (0) = h and, for a.e. t € (0,7),

(trq O] ,trq ¢) + a(% ,¢) = (f,tra ¢) V¢ € H}(y*,C), (3.51)

where (-, -) denotes the the duality pairing between H*(£2) and H~*(€2) and
the bilinear form a is defined as in (3.50).

REMARK 3.4 (dynamic boundary condition). Problem (3.51) is an el-
liptic problem with a dynamic boundary condition: 9% = ds(f—trq 9} %)
on  x {0}.

We have the following localization result [4, 7, 8, 9, 10, 11, 12, 47, 51].

THEOREM 3.3 (Caffarelli-Silvestre extension). Let v € (1,2] and s €
(0,1). If f, g and h are as in Theorem 3.1 (for v = 2) or as in Theorem 3.2
(for v < 2) then the unique weak solution of problem (1.1), in the sense
of Definition 3.1 or Definition 3.2, respectively, satisfies that u = trq %,
where % denotes the unique weak solution to problem (1.3) in the sense of
Definition 3.3.

We now present the well-posedness of problem (1.3)—(1.4) together with
energy estimates for its solution.

THEOREM 3.4 (well-posedness for v = 2). Given s € (0,1), v = 2,
f € L?(0,T;L*Q)), h € H¥(Q) and g € L*(Q), then problem problem
(1.3)—(1.4) has a unique weak solution in the sense of Definition 3.3. In
addition,

IV || Lo (0,712 (5o 0)) + 1870 O || oo 0,102 (2)
S fllizzomez) + 9l @) + 17l 2),  (3-52)

where the hidden constant is independent of the problem data.

P r o o f. The proof is based on the so—called Galerkin method [16, 32,
43]. For brevity, we leave the details to the reader. O

THEOREM 3.5 (well-posedness for v € (1,2)). Given s € (0,1), v €
(1,2), f € L*(0,T;L3*(R)), g € H?**(Q), and h € L?(QQ), then problem
(1.3)—(1.4) has a unique weak solution in the sense of Definition 3.3, which



18 Enrique Otarola, Abner J. Salgado

is given by (3.44). In addition,

IV || oo (0,112 (ye 0)) + 1 10 O || L2(0,7:12(02))
S W llz2o,mz2)) + gllms @) + 1Al L2, (3:53)
and

[ tr 0% || Lo 0.7;22 () S 1 f Lo o,02(0)) + [|9llm2s (@) + 1Rl L2(). (3-54)

The hidden constants, in both inequalities, are independent of the problem
data.

P r o o f. Existence and uniqueness of a weak solution % to problem
(1.3)—-(1.4) follows from, on the basis of (3.44) and (3.45), the arguments
elaborated in the proof of Theorem 3.2. These arguments, together with
(3.49), also allow us to bound V% in L*>(0,T;L?*(y%,C)) by the terms
that appear on the right—hand side of (3.53). The control of the remaining
term trg ;% follows from (3.34) and an application of Theorem 3.2. The
estimate of trq 3;% in L>(0,T; L?(2)) follows from (3.35). This concludes
the proof. O

4. Regularity

Having obtained conditions that guarantee the existence and uniqueness
of solutions for problems (1.1) and (1.3)—(1.4) we now study their regularity
properties.

4.1. Time regularity. In [48], the authors introduce and analyze a nu-
merical technique based on the Crank—Nicolson scheme to discretize the
left—sided Caputo fractional derivative of order v € (1,2). They obtain
stability properties [48, Theorem 3.2] and, under the time-regularity as-
sumption that

u € C30,T), (4.55)
they derive error estimates for the proposed scheme [48, Theorem 3.3]. This
solution technique was later used and extended to the design of numerical
techniques for different equations involving a left—sided Caputo fractional
derivative of order v € (1,2); see, for instance, [13, 14, 22, 23, 30, 52, 53].
In all these references it is assumed that the solution u of the involved
equation satisfies (4.55). However, (4.55) is inconsistent with (3.25). In
fact, let us assume that f = 0 and A = 0 in (1.1). Thus, on the basis of
(3.31), properties of the Mittag—Leffler function show that, if g # 0, the
solution u to problem (1.1) satisfies the following asymptotic estimate:

u(z',t) = Gyg(x) = (1 TTaE)

Y

L5+ (’)(t27)> g(z), t1o0.
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If this is the case, we then expect that 0%u(z',t) ~ t7"2L%g(z2’) and that
Opu(a t) = t773L5g(x"). Consequently, since v € (1,2), we have that the
second derivatives of u with respect to the variable t are unbounded ast | 0.
Unfortunately, we also have that have dju ¢ L?(0,T;H~%(2))). However,
this asymptotic also suggests that if 0 <e < T

/0 152U OBy A S l9l3e) /0 PO (4.56)

is finite provided p > 5 — 27, i.e., Bu € L2(t*,(0,T); H*(£2)). The justi-
fication of this heuristic is the content of Theorem 4.1 below. In order to
derive such a result, we first establish some suitable bounds for the solution
operators G and H., that are defined in (3.31) and (3.32), respectively. We
refer the reader to [35, 36] for similar bounds but when v € (0, 1).

LEMMA 4.1 (estimates for G- and H,). Lety e (1,2), s € (0,1) and
r € R. If g denotes a positive integer, then, for a.e. t € (0,T], we have the
following estimates

107G (O)wllwr () + 10 Hy (8wl ) S £ wllmr+2s (0 (4.57)
and
107 H (t)wllssr ) S 072wl grr+s - (4.58)

The hidden constants, in both inequalities, are independent of t, w, s, r
and q.

P r o o f. Invoke the definition of G, given in (3.31), the definition of
the space H"(Q2), given in (2.8), the fact that {¢y}sen is an orthonormal
basis of L?(£2) and the differentiation formula (2.22) to conclude that

107G () wllfr (g ZAwkaE71 $17))?

:t%*q)zw?sw E2 (=), (4.59)
k=1

Consequently, employing the estimate (2.18) we arrive at

||83G7( )wHHT(Q S P09 Z)‘THS = 2079 ”w||[251r+2s(9)» (4.60)
k=1
which yields the first part of (4.57). The derivation of the second part

follows similar arguments: see (3.32) and the differentiation formulas (2.20)
and (2.22).
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The estimate (4.58) follows similar arguments. In fact,

10f T Hey () w|Fr ) = £~ ‘“ZWS 2N Ey g1 (= Met)?]
k=1

At
< v—2q 7”+s v—2q r+s
t g AL 1+>\ﬂ)2wt kglx\ w3

This concludes the proof. O

To present the following result we define

A(g, b, ) = llglles @) + [1Pll2) + | Fll 220,75 ) (4.61)

THEOREM 4.1 (time regularity: v € (1,2)). Assume that g € H*(Q2),
h € L?>(Q) and f € H*(0,T;H *(Y)). Then, the solution u to problem
(1.1) satisfies

Htp/2a?u”LQ(O,T;H*S(Q)) S Alg, b, f), (4.62)

where p > 5—2~. The hidden constant is independent of t and the problem
data but blows up as 7 | 1.

P r o o f. We proceed in three steps and apply the superposition prin-
ciple.
’ Step 1. Case h=10 and f = 0. ‘ In this case, the solution to problem (1.1)
is u(z’,t) = G4(t)g(z’). An application of the estimate (4.57) of Lemma
4.1 reveals that

107 ulli-+ () S 7> lgllms @)
for t € (0,T], whence (4.62) follows.
’ Step 2. Case g =0 and f = 0. ‘ If this is the case, the solution to problem
(1.1) is u(2',t) = Hy(t)g(2'), where H, is defined as in (3.31). We thus
apply the estimate (4.58) of Lemma 4.1 to obtain, for ¢ € (0,7], that
|07l -5 () S /2= ?||h|| f2(q)- This immediately yields (4.62).

’Step 3. C’ase g=0andh = 0. ‘ In this case, we have that v = ), urpr,

where uy, is as in formula (3.27) with gy = hy = 0:

un(t) = /0 (t— P B (- — ) fe(r)dr,  BEN.

The first—order derivative of the coefficient uy, is given in (3.28): dyui(t) =
fg(t — )77 2B, o1 (=X (t — r)7) fr(r) dr; notice that gx = hy = 0. On the
basis of this formula, a simple change of variable and differentiation allow
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us to conclude that
Ofup(t) = 2B, 1 (= \it") fr(0) + /Ot PV 2B 1 (=)0 fr(t — ) dr.
Differentiating once more, and using formula (2.19), that yields
O (172 Byym1 (A7) = 2By ya (=01,
we obtain that
Fun(t) = 3B, o a(~Nt) fil0) + 2B, 1 (~Xit)9:fi(0)

t
n / 2By (<A fiu(t — ) dr. (4.63)
0

Since p > 5 — 2 yields fOT rP27=6 dr < oo, the first and second term on
the right-hand side of the previous expression lead to (4.62). To estimate
the third term we first use that p > 0, invoke then estimate (2.18) and then
Lemma 2.1 to conclude that

T ¢ 2
_ s _ 2
/0 P (/0 r7 2E777,1(—)\kr7)8,52fk(t —r) dr> dt < Hr”’ 2 *OfkaLz(&T)

SN0 fill320.0)0

where we also used that, since y € (1,2), 7772 € L'(0,T) and ||/ || 11 0.1y =
ﬁT”il. This concludes the proof. O

On the basis of Theorem 3.3 we immediately conclude the following
result.

COROLLARY 4.1 (time regularity for the extension: v € (1,2)). Let
€ (0,1) and v € (1,2). Assume that g € H*(Q), h € L*(Q) and f €
H?(0,T;H*(Q)). Then, the solution % to problem (1. 3) (1.4) satisfies

[£°/2 trq, 8?%”L2(0,T;H*S(Q)) S Alg, b, f), (4.64)

where p > 5—2~. The hidden constant is independent of t and the problem
data, but blows up as v | 1.

4.2. Space regularity. We now proceed to analyze the space regularity
properties of the solution % of problem (1.3)—(1.4). To accomplish this
task, we define the weight

wao(y) =y e™,  0<60 <2/, (4.65)
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where $ € R will be specified later. With this weight at hand, we define
the norm

ol 2 (/ [ cnalete’ P as dy) . (4.66)

In view of formulas (3.44) and (3.46) we observe that, in order to derive
regularity properties of % it is essential to bound certain weighted integrals
of the derivatives of the function ¥ (z) := ¢s2°K(z). To accomplish this
task, we define, for 5, 0 e R, £ € N, and A > 0

D(5,0,\) = /OO 282V ()2 dz (4.67)
0

We(5,0,N) = /Oooz

The parameter 6 is such that (4.65) holds.
The integrals ®(0,0, \) and ¥y(5,0,\) are bounded as follows.

and
2

dﬁ
A e¥()| = (4.68)

PROPOSITION 4.1 (bounds on ® and ¥y). Let d > —1, 8 > —1 —4s,
¢ € N. If 0 is such that 0 < 0 < 24/\1 and A > \q, then
®(5,0,A) <1, (4.69)

where the hidden constant is independent of \. In addition, there exists
k > 1 such that
We(B8,0,2) < w02, (4.70)

where the hidden constant is independent of £ and .

Proof See[5, Lemma 5 O

On the basis of Proposition 4.1 we can give pointwise, in time, bounds

for % .

THEOREM 4.2 (pointwise bounds). Let % solve (1.3)—(1.4) for s €
(0,1) and v € (1,2]. Let 0 <o < s and 0 < v < 1+ s. Then, there exists
k > 1 such that the following bounds hold:

oyt (-t o) S DU+ V)P ul, ) |Foreqq),  (471)

) HL2(“@+2[—20,97

IV Ot (-t

) H L2 (wat2(041)—20,6.C)

SREDE D2l ) Fre () (472)
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and
0+1 2
||£I/ay 02/(’ t)||L2(wa+2(£+1)—2u,97c)
< R2ED 4+ 1)1, 75)||1%11+v+s(9)~ (4.73)

In all inequalities the hidden constants are independent of % and ¢.

P r o o f. We begin with the proof of (4.71). We invoke the representa-
tion formula (3.44) and use the fact that {¢}7, is an orthonormal basis
of L%(€) to arrive at

2

df-i—l
dy.

Ayt

Yr(y)

oo 0o
V4 2 20—20 0
‘|8y+1%("t)||%2(wa+2e—2a,0,c) = Zuk(t)/o yOHr 7et
k=1

Consider the change of variable z = \/Ary on the previous integral. Thus,
in view of definition (4.68), we can apply the estimate (4.70) with 8 =
a—20—2=1—-2s—20—2>—1—4s to conclude that

0+1 2
||ay %(7 t)HL2(wa+2272a,Gvc)

& et
k=1

1
U () Wep (@ — 20 — 2,0, Ar)

S (L + PRI AT (1),

k=1
as we intended to show.
Similar arguments reveal that
0+1 2

va/ay %('7t)||L2(wa+2(Z+l)—2u,07C)

= 2 > 2(0+1)—2v 6 d“t i
= upt)Ag [yt T¥k(y)| dy

0 dy“‘

k=1

i 14+(0+1)— at2(4)—2v)_ 1
— Zuz(mk () Woi(a—2v,0,\),

i
I

Since  —2v > 1 —2s — 2 — 25 = —1 — 4s we can thus apply the estimate
(4.70) with 5 = o — 2v to obtain that

S (L DPRAEDN Al (1),

wa+2(2+1)72v,0 7C) ~
k=1

NPT
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Finally, applying the same arguments that led to (4.71) and (4.72) we
obtain that

o0
4 4
||£z/ay+1oz/y\%2(wa+w+1)_w’c) < KA (g 4 )2 Z A2 ).
k=1
This concludes the proof. O

As an application of this result we can obtain spatial regularity for
% . The results below show the spatial analyticity of % with respect to
the extended variable y € (0,00). We obtain that % belongs to countably
normed, power—exponentially weighted Bochner spaces of analytic functions
with respect to y, taking values in spaces H" ().

Let us first focus on the case v € (1,2).

COROLLARY 4.2 (space regularity, v € (1,2)). Let % solve (1.3)—(1.4)
for s € (0,1) and v € (1,2). Let 0 < o0 < sand 0 < v < 1+ s. Let
0 < p < 1 be arbitrary. Then, there exists £ > 1 such that the following

estimates hold for all £ € Ny:
||6§+1%”%2(0,T;L2( 0)) S “2@“)(5 + 1)!2(||g||112-110+6(ﬂ)

+ HhH]%-HU(Q) + HfH%Q(O7T;HU*S<F2,U,s(Q)))’ (4.74)

Wa+420—20,05

”V$'65+1%”%2(0,T;L2(w S “2(“_1)(6 + ]‘)!2(”9HIQHIV+S(Q)

a+2(04+1)—20,0:C)) ™~
+ ”h”]?-]IV(Q) + ||f||%2(07T;Hu—s+2,us(9))), (475)

and

41 2 2(0+1 2 2
”E-'E/ay+ %HLQ(O,T;L2(wa+2<g+1>,2V’9,C)) S K (e )(€+ 1)' (HgHHlJrlleS(Q)

+ ”h”]?-]ll-‘rl/(g) + Hf“%2(07T;H1+V—S+ZMS(Q)))' (4.76)
P r oo f. Estimates (4.71)-(4.73) reveal that it suffices to bound the

term |lug||r2(0,7). To obtain such a bound, we recall that formula (3.27)
reads

wp(t) = Ey 1 (=Xt ) g + tEy 2(= At ) hy,

+ /t(t — ) B (=Nt — 1)) fr(r)dr. (4.77)
0

The control of the first and second terms, on the right—-hand side of the
previous expression, follow from the estimate (2.18). In fact, we have that

1By 1 (=Xt gkl 720y S Tois k€N (4.78)
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and that

s 2 —512 T 2— Aiﬂ
B (=Nt el < 4 |7 i
0 k (4.79)

T
SRy / 77 dt ST N Pk,
0

k € N. To control the third term, we invoke the estimate of Lemma 2.1
and conclude that

It suffices to bound ||r7~1E, ,(=Air N zro,r)- To accomplish this task, we
utilize, again, the estimate (2.18). ThlS yields

IN

/0 (t =) E, (=it — 7)) fr(r) dr

L2(0,T)

I By (=N ) o 1l 22 0,1)-

T —1
1771 (=3 o) < / B
7Y ’ ~ 0 1+AST7

e
o 1e
=1\ S log(1 + A;T7).
A collection of the derived estimates (4.78)—(4.80) reveals that
||Uk:HL2 0,7) ~ S T+ TP INCBE + A2 log(1+ \T7)? ||fk:HL2 o) (4.81)

Consequently, on the basis of (4.71), the previous estimate (4.81) yields

T
/0 10571 ()2 20200y A S (EF DERED (Tngnﬁﬁs(m

+ T bl () + T2M\|f|’%2(o,T;Hos+2us(9))) ;

where we have used that log(l + z) < z* for all z > 0 and g > 0. This
yields (4.74). The estimates (4.75) and (4.76) follow, on the basis of (4.72)

and (4.73), respectively, by using similar arguments. O

We conclude by studying the space regularity when v = 2.

COROLLARY 4.3 (space regularity for v = 2). Let % solve (1.3)—(1.4)
for s € (0,1) and vy =2. Let 0 < 0 < s and 0 < v < 1+ s. Then, there
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exists k > 1 such that the following regularity estimates hold for all ¢ € Ny:

H%H%H%?(O,T;B( ) S RQ(KH)(@ + 1)!2(H9H12ma+s(9)

+ 1Al @y + 1 720,750 0))>  (4:82)

Wa+420—20,0 7C)

(41 2 2(4+1 2 2
||Vx/3y+ %||LZ(O»T;Lz(Wa+2(z+1)—2u,evc)) Sk = )(6 +1)! (||g||H”+S(Q)

and

(41 2 2(¢+1 2 2
1220y U o022 ey avaien S F T EF D2 (gl

=+ HhH%IIJrV(Q) + ”f”%Q(QT;HlJrV(Q)))- (484)

P roof. Once again, in light of Theorem 4.2, it suffices to bound
lukllL20,r)- In this case (v = 2) using (3.23) we have that

lur 2200y S Tai + TN hi + TN el 22 0.1

This estimate, together with (4.71)—(4.73) yield the claimed bounds. O

4.3. Space—time regularity. The techniques and ideas used to obtain
temporal and spatial regularity can be combined in order to obtain mixed
regularity results, i.e., we measure time derivatives in Sobolev norms of
higher order. For brevity, we only present the results for v € (1,2), but
these can be extended to v = 2 as well. The following regularity estimates
are obtained by a direct combination of Theorem 4.1 and Corollary 4.2.

COROLLARY 4.4 (space-time regularity). Let % solve (1.3)—(1.4) for
s€(0,1) andy € (1,2). Let 0 <o <s,0<v<1l+sandp>>5—2y.
Then, there exists k > 1 such that the following regularity estimates hold
for all ¢ € Ny:

Htp/Qa?afﬁ_l%H%Q(0,T;L2(wa+22720,9,6)) SJ K2(£+1)(£ + 1)!2(||9||]?-]10+35(Q)

+ [ Alforas ) + 1 1 Fr2 0.0+ 2)))

1477207 010 U 2 07120 oy S DU+ 12 (gl 20 )

a+2(L+1)—2v,05

+ ||

’]%_Hu+2$(g) + ||f||§—[2(0,T;H”+S(Q)))'
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and

1677207 L0r 0% |72 0 12 ) S AV 2 (gl

wa+2(€+1)—2u,07C)
+ ||h||]%.]11+u+25(9) + ”fH%‘IQ(O,T;H1+V+S(Q)))'

P r oo f. We proceed first as in the proof of Theorem 4.2 to obtain
that

- o138 d3 ’
16772800, (D72 1 a iy S CHDERZEDE Y AT <dt3uk(t)> '
k=1

In the case f = 0 the estimates of Lemma 4.1 with r = ¢ + s then yield
that

dt S HgH]?-]IU+3S(Q) + HhH?HIoHs(Q)-
H‘7+S(Q)

The case g = 0, h = 0 can be obtained as in the proof of Theorem 4.1, Step
3, to obtain

T d3 2 )
7| ——zuk(t) dt S (111520 1m0+ @)
/0 ds3 Ho+o(5) H2(0,T5H+4(Q))
The other estimates follow the same line of reasoning. |

4.4. Application: error estimates for fully discrete schemes. Our
main motivation to study the regularity of the solution to (1.1) and (1.3)-
(1.4) is to provide error estimates for numerical methods. Here we sketch
how the estimates we obtained in previous sections fit into this program.

We begin by introducing a family of finite dimensional spaces V) C
ﬁi (y*,C), parametrized by h > 0. We also introduce

T={t;}_p, O=to<ti<...<t;=T,
a partition of the time interval [0,7]. We denote 7 = max{tj;1 —t; : j =
0,...,J —1}.

A fully discrete scheme then seeks for %, = {%hy 3-]:0 C Vy, such that,
for every j > 2,

(trq Y% trq V) + a(%], V) = (f,tra V) VYV € V. (4.85)

In addition, we require the %,? and %hl are determined by (suitable ap-
proximations of) the initial data g and h.

In (4.85) we introduced the mapping 7 that acts on (time) sequences.
We assume that 67 is consistent with 8? in the sense that there is W C
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L?(0,T;H=%(Q)) such that, if w € W then
67w — 9wl 20 -y S & luwlhw. (4.86)

for some function & : Ry — Ry such that &(7) } 0 as 7 | 0. Notice that
Theorem 4.1 provides particular instances of W. We, in addition, need to
assume the following bound

187wl 20,7 (2)) S N0Fwl| L20m8-2 @) (4.87)

for k =2 or 3.
We also assume that the scheme (4.85) is stable, i.e., that its solution
satisfies

||6Z/hTHL2(O7T;ﬁ£(ya’C)) S HfHLQ(O,T;H*S(Q))+H%h0”H25(Q)+H%h1HL2(§2)~ (4.88)

The final ingredient necessary for the analysis of (4.85) is the so-called
Galerkin projection Gp:

Gn: HL(y*.C) = Vi,  a(Guw,V) = a(w,V) YV €V,

This immediately gives its stability and the fact that it has quasi-best
approximation properties. From this, by a proper choice of V,, it follows
that there is Z C H} (y*,C) such that if w € Z we have

lw = Grwllgy o oy S Ea(B)lwllz, (4.89)

for a function &, : R4 — R4 such that £,(h) | 0 as h | 0. Notice that (4.89)
can be integrated in time to obtain error estimates in L?(0, T’; ﬁi(yo‘, C)).
In this case, Corollary 4.2 provides particular instances of L?(0,T; Z).

REMARK 4.1 (choice of Vj, and 67). The choice of discrete space Vj,
and operator §; satisfying the requisite properties is by no means trivial
and is at the heart of the numerical analysis of (3.51). Our sole purpose
here is to show how the regularity estimates that we have provided can be
used.

With all these tools at hand, we can obtain an error analysis for (4.85)
as follows. Define the error

6:%—%]::(%—gh%)+(gh%_%hT):E%+eh,

where Fg is the so-called interpolation error and e; the approximation
error. If we define % = Grg and %, = Gi,h, respectively, then from (4.89)
it immediately follows that

| B

LQ(O,T;ﬁi(ya,C)) 5 gf(h) ||% ||L2(0,T;Z)7
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so that it suffices to bound ej. Set, in (3.51) v = V € V}, and subtract
from it (4.85). This yields

(tro 5¥ei,trg V) + a(e{b, V) = (trq(61Gh% — O] U ),trq V) YV € Vy,

subject to the initial conditions 62 =0 and e}L = 0. The stability of the
scheme, expressed in (4.88), then yields

el a0y oy S I 0057087 — 83 0 -+
< | tra (6 =N | 20— @) + 107 = Gr)Z || 20,75 (2)-
On the other hand, the consistency, expressed in (4.86) allows us to bound
| tr (07 = O || 120,705 (02)) S E(TNU |lw-

Finally, the bound (4.87) and the approximation properties of Gy, given in
(4.89), yield

167 (1 = G0 || 20 1m0y S 1T = Gr)OFX || 207+

) (4.90)
S E(WNOFU || L2(0,1:2)-

Notice that Corollary 4.4 gives conditions so that ||0F % || 12(0.1,2) < o©.
Conclude by gathering all the estimates given above.
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