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Statistical inference of causal interactions and synchronization between dynamical phenomena evolving on different temporal
scales is of vital importance for better understanding and prediction of natural complex systems such as the Earth’s climate. This
article introduces and applies information theory diagnostics to phase and amplitude time series of different oscillatory
components of observed data that characterizes El Nifio/Southern Oscillation. A suite of significant interactions between processes
operating on different time scales is detected and shown to be important for emergence of extreme events. The mechanisms of
these nonlinear interactions are further studied in conceptual low-order and state-of-the-art dynamical, as well as statistical climate
models. Observed and simulated interactions exhibit substantial discrepancies, whose understanding may be the key to an
improved prediction of ENSO. Moreover, the statistical framework applied here is suitable for inference of cross-scale interactions in

human brain dynamics and other complex systems.
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INTRODUCTION

A better understanding of dynamics in complex systems, such as
the Earth’s climate or human brain, is one of the key challenges for
contemporary science and society. A large amount of experi-
mental data requires new mathematical and computational
approaches. Natural complex systems vary on many temporal
and spatial scales, often exhibiting recurring patterns and quasi-
oscillatory phenomena. Data-driven approaches to detection and
recognition of relationships between subsystems in complex
systems have recently become an area of active study in a range
of scientific fields. For example, thinking about the climate system
as of a complex network of interacting subsystems' presents a
new paradigm that brings out new data analysis methods helping
to detect, describe and predict atmospheric phenomena.® A
crucial step in constructing climate networks is the inference of
network links between climate subsystems.® Directed causal links
determine which subsystems influence other subsystems, and
their identification would thus uncover the drivers of atmospheric
phenomena. A succinct formalized description of causal relation-
ships and synchronizations in complex systems could significantly
improve our understanding of such systems, which would in turn
promote the development of better schemes to predict their
evolution. Here, we investigate complex, multiple time-scale
interactions in the El Nifo/Southern Oscillation system in the
equatorial Pacific.

El Nifio/Southern Oscillation (ENSO hereafter) is a well known
coupled ocean-atmosphere phenomenon, which manifests as a
quasi-periodic fluctuation in sea-surface temperature (El Nifio) and
air pressure of the overlying atmosphere (Southern Oscillation)
across the equatorial Pacific Ocean. It is comprised of two phases,

with the warm phase, known as E/ Nifio, being accompanied by a
high surface pressure, and the cool phase, La Nina, being
accompanied by a low surface pressure in the tropical western
Pacific. Although the exact causes for initiating warm or cool ENSO
events are not fully understood, the two components of ENSO—
sea-surface temperature and atmospheric pressure—are strongly
related. ENSO is one of the dominant contributors to the world’s
interannual climate variability.* Furthermore, strong ENSO events
exert a large influence on the global atmospheric circulation® via
associated teleconnections,® thus leading to significant socio-
economic impacts. An important aspect of ENSO extreme events is
that their positive phase, El Nifo, exhibits larger magnitude than
their negative phase, La Nifia.”® This suggests that, at least to
some extent, ENSO dynamics involve nonlinear processes.*’
ENSO events occur irregularly, with a 2-7 year span between
them, but have a well defined spatial pattern and seasonal
dependence, with the start of development in boreal summer and
a peak in boreal winter.'® The individual events generally evolve
on a time scale of about two years.>'" The mechanisms for this
biennial variability of ENSO are not fully understood either,
although it was previously suggested that it is due to year-to-year
alternations between “weak” and “strong” annual cycles in the
Indian ocean and western Pacific sector,'® with possible global
repercussions.”> While the total energy associated with the
biennial component of ENSO signal is not that large compared
with the background variability, advanced spectral analyses of
various ENSO indices'* do identify distinctive quasi-quadriennial
and quasi-biennial signals in the equatorial Pacific. In summary,
ENSO is known to centrally involve processes on three distinct
time scales, namely the ones associated with the annual cycle
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Cross-scale phase synchronization (a), phase-phase causality (b), and phase-amplitude causality (c) in the observed NINO3.4 time

series. The phase synchronization is a symmetrical relation, hence the plot is symmetric, while causality plots are shown with the period of the
driver (master) time series on the x-axis and driven (slave) time series on the y-axis. Shown are (positive) significance-level deviations from the
95th percentile of the k-nearest neighbor estimates of (conditional) mutual information, tested using 500 Fourier transform surrogates (see

Methods)

(AC), quasi-biennial
interannual processes.

Statistical inference of causal relationships within climate data
has recently become an area of active research.'®" Typically, a
causal relation is sought between pairs of different variables or
different modes of atmospheric variability. By contrast, Palu§®>?
suggested an approach—which we will follow in the present
study—to examine the complexity of climatic interactions by
identifying causal relations between processes operating on
different time scales within a single climatic time series. In this
study, we apply this technique (see Methods) to discern multi-
scale interactions and causality in ENSO, as represented by the
NINO3.4 index (spatial average of sea-surface temperatures over a
box of 5°5-5°N and 170°-120°W), in observations and climate
model simulations. Our results uncover intricate causal relation-
ships between AC, QB, and LF components of ENSO, and point to
a much larger than previously implied role of QB variability in
ENSO dynamics.

g9§)7 processes, and low-frequency (LF)

RESULTS
Interactions in the observed ENSO

We examined synchronization and causal interactions in the
NINO3.4 time series for the quasi-oscillatory modes with periods
ranging from 5 to 96 months. We are looking for the observed
interactions characterized by causality estimate exceeding the
95th percentile of the distribution of this quantity for the
surrogate data samples (Fig. 1), where the surrogate time series
were generated using a Monte Carlo method,** yielding synthetic
time series with the same spectrum, but void of any cross-scale
interactions (see Methods for further details).

There are three pairs of modes that exhibit phase synchroniza-
tion (@ process by which two or more cyclic signals tend to
oscillate with a repeating sequence of relative phase angles) (Fig.
1a). The quasi-biennial (QB) modes (periods of 1.8-2.1 year), which
tend to peak in winter (not shown), are indeed synchronized with
the annual cycle (AC) as well as with the so-called combination
tones (CT; periods approximately 9 and 14 months). The
combination tones result from the interaction of AC with low-
frequency (LF) ENSO modes of periods 4-6 yr (see, for example,
Stein et al.?> or Stuecker et al.?®). Furthermore, the AC and CT
modes with periods of 8-9 months are themselves phase locked.
Finally, the LF modes with periods 5-6 yr and QB modes with
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periods 2-3 year also exhibit phase synchronization. These results
reconfirm an important role of the annual cycle in ENSO dynamics,
with strong ENSO events peaking in boreal winter,'®?” and point
to the link between QB and LF modes, which may be responsible
for extreme ENSO events'*'® (see below); thus, our synchroniza-
tion analysis brings out known ENSO properties consistent with
previous research.

On the other hand, the phase-phase causality diagnostics (Fig.
1b) provides an additional—this time new—information that
complements the phase synchronization results and addresses the
causes of these synchronizations by elucidating important
directed connections between the LF, QB, and AC/CT ENSO
modes. This analysis identifies a member of the pair of modes
(time series) that is a skillful precursor of the other member in
predictive context. For example, the phase of LF modes affects
that of the AC/CT modes, which means that the “shape” of the
annual cycle depends on whether the LF mode (periods of
4-6year) is in its extreme warm or extreme cold phase.

Furthermore, the phase of the AC mode is a skillful precursor for
the phase of QB modes with the periods of 1.8-2.1 year, while the
phase of QB modes with the periods of 2-3-year dictates in part
the phase of the CT modes (periods of 12-16 months).

The only pronounced phase-amplitude causality link (Fig. 1c) is
the one between the phase of the LF ENSO mode (periods of
5-6 year) and the amplitude of QB modes (periods of 1.8-2.1 year).

Our analysis thus identifies the three fundamental time scales in
ENSO dynamics—AC, QB, and LF—consistent with previous
work,">™"” but offers further details on the interaction between
these modes. Some of the interactions we identified rigorously
here have been previously theorized to exist, but, to the best of
our knowledge, were never detected in a data-driven way. Based
on our results, it is natural to consider the AC and CT processes in
combination to define the quasi-annual (QA) variability. The QB
modes can be divided into two—"faster” and “slower”—sub-
ranges, with the periods of 1.8-2.1 year and 2-3 year, respectively.
Similarly, the LF processes can be divided into the ones associated
with 4-5-year and 5-6-year periods.

We observe a pronounced connection between the (phase of)
the slower LF mode and both the phase and amplitude of the
faster QB mode. In particular, the slower LF mode affects the
phase of the QA mode, and, therefore—indirectly—the phase of
the faster QB mode, which tends to be affected by and phase-
synchronized with the QA mode; the slow LF mode also directly
affects the amplitude of the faster QB mode. The connections
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Fig. 2 Histograms of instantaneous frequencies of the NINO3.4 annual cycle. Top: unconditioned (using all data); bottom: histograms
conditioned on the phase of the low-frequency (LF) ENSO mode. The black horizontal line marks exactly 1 year period, and also given are
respective means * one standard deviation of instantaneous frequencies for all four panels

between the phase of slow LF mode and the phase of QA mode
important in the causal sequence above are both direct and
indirect. In the latter indirect case, the connection works through
the phase synchronization between the slow LF mode and the
slow QB mode and subsequent causal effect of the latter on the
phase of the QA mode. The faster LF modes add to the picture by
also affecting the phase of the QA mode, and, therefore, indirectly,
the phase of the faster QB mode.

Consequences of causal connections

One of the main findings of our study is the apparent importance,
in ENSO dynamics, of the LF phase - QA phase —» QB phase
causal linkages, as well as LF phase - QB amplitude causal
linkages. To illustrate these causal connections further, we utilized
an approach of conditional composites, in which we first identified
three distinct phases (by dividing the span between maximum
and minimum values into three bins) of the low-frequency (LF)
ENSO component: LF—, LFO and LF+; and subsequently computed
the composites (mean values) of any variable of interest over the
data points associated with these three phases.

Figure 2 visualizes the response of the AC frequency to changes
in the phase of the LF ENSO variability, thus illustrating the LF
phase - QA phase causal linkage. Here, we composited the
instantaneous frequencies of the annual cycle computed as the
slope of the continuous 12-month-long snippets of the AC-phase
time series via the robust regression. These results are presented
in the form of histograms and suggest that the positive phase of
the LF cycle speeds up the annual cycle (thus shortens its period
and increases its frequency), while the negative period of LF cycle
causes the AC period to become longer than a year. Not
surprisingly, the annual cycles associated with neutral LFO
conditions, as well as climatological annual cycles, have the
average period of exactly 1 year.

In fact, not only the effective frequency, but also the entire
shape of the annual cycle changes depending on the phase of the
LF ENSO mode. Figure 3 shows conditional composites of the
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annual cycle associated with the LF—, LFO, and LF+ phases of the
low-frequency ENSO cycle; these composites were computed by
averaging the raw NINO3.4 data associated with a given phase of
LF variability for each month. The neutral LF conditions
correspond with the seasonal cycle of NINO3.4 temperatures that
is close to climatological seasonal cycle. The latter cycle is not
purely harmonic, and is characterized by relatively fast warming
between January and May and a slower cooling afterwards. The
annual cycle conditioned on LF— phase has the same general
character, but is on average colder than the climatological AC. The
annual cycle associated with the LF+ phase of interannual ENSO
signal is, of course, warmer on average due to El Nifo-type
conditions, but also has a very different, more harmonic shape,
with September-through-December warming absent from the LF
—, LFO, and climatological annual cycles. Also shown in Fig. 3 are
the NINO3.4 time series during two extreme El Nifio events
(namely, 1982/83 and 1997/98 events). Note how a very strong
biennial ENSO signal during those years completely masks any
visible AC variability that may be present in the NINO3.4 time
series at that time. An episodic character of such pronounced
biennial extreme events makes it difficult to associate the QB
ENSO variability with alterations between weak and strong annual
cycles, as was suggested previously.'”> We argued that such
extreme ENSO events arise due to synchronization between a
suite of different QB modes, which are individually characterized
by a relatively small variance.

We hypothesize here that these “internal” QB synchronizations
arise due to causal interactions represented by the QA phase —
QB phase causal linkage identified by our conditional mutual
information analysis. This linkage is further illustrated, albeit
indirectly, in Fig. S2 in the Supplementary Material, which shows
that the composite annual cycles associated with QB-, QBO, and
QB+ phases of QB variability closely match those associated with
LF—, LFO, and LF+ phases, respectively, consistent with LF
phase — QA phase — QB phase-directed connections.

npj Climate and Atmospheric Science (2018) 33
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Fig. 4 Top: wavelet reconstructions of the observed NINO3.4 index (1970-1999): reconstruction of the annual (black), quasi-biennial (for a
range of periods from 18 to 30 months, with 2 month step; shades of blue to green) and 5-year ENSO cycles (red). All of these reconstructions
were computed via continuous complex wavelet transform (CCWT) as A(t) cos ¢,(t), for the corresponding central wavelet periods p. Bottom:
the full observed normalized NINO3.4 index. The years of strong El Nifio and La Nifia events are marked with the red and blue shading,

respectively

Moreover, Fig. S3 in the Supplementary Material identifies clear
growth in the amplitude of the BC and QB variability as the low-
frequency phase changes from La Nifa (LF—) to El Nifo (LF+)
conditions, consistent with the LF phase — QB amplitude causal
interaction. On the other hand, the changes in the amplitude of
AC conditioned on the LF phases are non-monotonic and
somewhat less pronounced compared to those in BC and QB
amplitudes.

The interactions identified above are instrumental in setting up
extreme ENSO events (Fig. 4). In particular, during all of the strong
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El Nifio events of years 72/73, 82/83, and 97/98, the QA, QB, and LF
modes were characterized by synchronous pronounced maxima.
Note, however, that strictly speaking, the synchronization with LF
mode is not really necessary for an extreme ENSO event to
materialize, since the “peak” of this mode spans a good part of the
year (for example, the peak of LF mode did not really occur in
winter 1982/83, but the LF wintertime “background” during that
time was still abnormally warm), while the amplitude of the QA
mode is, in general, small, so that this mode does not contribute
much directly to the magnitude of a given event. Instead, what
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appears to be essential for an extreme ENSO to occur is the
synchronization of multiple QB modes with each other. We believe
that this “internal” QB synchronization is what has been picked up
by our conditional mutual information analysis in the form of
LF - QA - QB phase connections and also LF phase — QB
amplitude connections (since synchronization of phases of
different QB modes should automatically result in a large-
amplitude event.) By contrast, during a moderate El Nifio of 87/
88, the LF, QB, and QA modes exhibited phase shifts, with lower-
frequency modes leading the higher-frequency modes (in
particular a suite of QB modes) instead of being “stacked” on
top of one another, thus limiting the magnitude of this event.
Notably, strong La Nifia events do not seem to be associated with
the minimum of the LF mode, but instead occur during near-
neutral LF conditions when the minima of the QA modes and the
minima of the whole range of QB modes synchronize. Thus, in
both El Nifio and La Nifa cases, the behavior of the QB modes has
a vital control on the magnitude of the ENSO events.

Interactions in CMIP5 models

The Coupled Model Intercomparison Project Phase 5 (CMIP5)* is a
framework for coordinated climate change experiments providing
global circulation model (GCM) outputs from various modeling
groups. We analyzed time series of the sea-surface temperature
obtained from the individual runs of CMIP5 models and compared
the simulated NINO3.4 characteristics with the observed char-
acteristics (Fig. 5). To start with, we measured the similarity
between the observed and simulated wavelet spectra®® using
root-mean-square distance and Pearson correlation coefficient,
with zero distance and unit correlation coefficient indicating the
perfect match. The ensemble-mean values of these two measures
for individual CMIP5 models are shown in the first two columns of
Fig. 5. The models exhibit great variations in their ability to match
the observed NINO3.4 spectra, with correlation coefficients
ranging from 0.2 to 0.8 and rms distances from 30 to 120;
furthermore, there are also substantial sampling variations in the
NINO3.4 spectra from multiple runs of a single model (not shown).
This means that the ENSO tends to exhibit different epochs of
sampling variability in models, in which its strength, spectrum and
other properties may vary significantly.>°

Similarly to the wavelet spectra, the synchronization and
causality maps (see examples in Fig. 6 analogous to the observed
maps of Fig. 1), vary considerably from model to model (Fig. 5,
right columns), as well as between individual runs of a single
model (see Supplementary Excel Table). We compared the
observed and simulated maps using, once again, the standard
Pearson correlation coefficient, as well as the so-called Adjusted
Rand Index (ARI), which is especially well suited to measure the
similarity of clustered data.' Both measures were computed for
the pairs of interaction maps (observation vs. individual simula-
tion) filled with ones or zeros depending on whether the
significant interaction between the processes of different time
scales was identified or not (so the colored areas of maps in Figs. 1
and 6 would be filled with ones, and white areas—with zeros);
hereafter, we will call the maps so constructed the thresholded
binary maps.

The above similarity measures averaged over the ensembles of
individual model simulations (Fig. 5, right columns) are in fact
fairly low. For phase synchronization, the highest similarity was
detected in the CanESM2 model, at the 0.24 level. The phase
synchronization map for the best run of the CanESM2 model (Fig.
6a) indicates synchronization between the processes with the
same time scales as in the observed data (Fig. 1a), that is, between
the LF, QB, and AC/CT modes. This, however, is more of an
exception than a rule, as the time scales of significant phase
synchronization in most of the runs do not match the observed
time scales.
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Fig. 5 Measures of similarity between various characteristics of the
observed and CMIP5 simulated NINO3.4 time series. Shown are
ensemble averages of these characteristics over multiple runs of
individual models (see the model acronyms on the left). The first two
columns compare the observed and simulated wavelet spectra,
using the root-mean-square (rms) distance and Pearson correlation,
both computed in the frequency space. Next three pairs of columns
display measures of similarity between the observed and simulated
interaction maps analogous to the observed maps of Fig. 1, namely
the phase synchronization, phase-phase causality and
phase-amplitude causality maps. Each pair presents two distinct
similarity measures: the Pearson correlation (corr) in the phase space
of the corresponding map, as well as the Adjusted Rand Index (ARI;
see text)

The similarity levels between phase-phase causality maps from
observations and model simulations are about the same as for
phase synchronization maps, with maximum ensemble-mean
correlation of 0.23 obtained for the CCSM4 model. The causality
map for the best run of this model (Fig. 6b) is correlated with the
observed map (Fig. 1b) at the 0.41 level, and captures correctly the
observed LF-QA, LF-QB, and QA-QB connections. Note that the
best matches to the observed maps in terms of phase
synchronization and phase-phase causality come from individual
simulations of different models, meaning that neither model run
was able to capture the entirety of the observed interactions.
Finally, no model was able to capture the observed
phase-amplitude causal connection between the LF and QB
modes (Fig. 1c). The highest ensemble-mean correlation between
the observed and simulated maps is only 0.03 (MRI-CGCM3), with
the highest correlation of 0.1 for one of the CSIRO-mk360
simulations (the corresponding causality map is shown in Fig.
6c). The phase-synchronization and phase-phase causality maps
for the latter run are, however, inferior to those from other models
in terms of their similarity to the observed maps (not shown).

To summarize, the CMIP5 models exhibit great sampling
variations in the simulated ENSO characteristics. Some of the
simulations do exhibit certain aspects of interactions between the
processes of different time scales, which match the observed
interactions. However, no single simulation is able to reproduce
the entire sequence of causal connections inferred from the
observed data.
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Fig. 6 The same as in Fig. 1, but for the individual simulations of CMIP5 models that best match the observed structures: phase
synchronization in CanESM model (a); phase-phase causality in CCSM4 model (b); and phase-amplitude causality in CSIRO-mk360 model (c)

Interactions in conceptual and statistical models

The same interactions were also sought in a conceptual, low-
dimensional dynamical model (parametric recharge oscillator:
PRO?"), as well as in the empirical stochastic (EMR) model of Pacific
sea-surface temperatures due to Kondrashov et al. > which were
both used to produce synthetic NINO3.4 time series. The results
for both models are presented in the Supplementary Material. In a
nutshell, the PRO dynamical model fails to reproduce any of the
observed causal interactions (Supplementary Figs. S4 and S5),
whereas the EMR statistical model does offer promising results,
especially with regards to reproducing the observed LF - QA —
QB phase causality (Supplementary Fig. S6). Some of the initial
analyses suggest that the QB modes in the EMR model are
inherently present in the algebraic structure of this model’s
deterministic propagator, but are strongly influenced by the
feedbacks that involve state-dependent (multiplicative) noise
(Supplementary Fig. S7).

DISCUSSION

In this study, we examined causal interactions between different
oscillatory modes comprising ENSO variability, using the tools of
information theory.?*?* These tools enabled us to uncover an
intricate network of interactions underlying the observed ENSO
variability. In particular, we showed that the (phase of) low-
frequency (LF), interannual ENSO mode directly affects the
amplitude of QB variability. It also indirectly affects the phase of
QB variability, via the intermediate causal connection with the
phase of the annual cycle (AC) and its combination tones (CT)
associated with the LF mode.?* The AC/CT modes combined
constitute the quasi-annual (QA) variability (changes in the shape
of the annual cycle). The above LF - QA — QB phase interactions
and LF phase - QB amplitude interactions result in intermittent
synchronizations among different QB modes that occur preferen-
tially during certain phases of the LF mode, thus leading to
extreme (biennial) ENSO events (Fig. 4). This allows multiple QB
modes, which are normally de-synchronized and are thus
associated with small overall energy, to occasionally produce a
signal with the amplitude exceeding those of QA and LF cycles.
One of the key messages from our work is to suggest a much
more important role of the quasi-biennial (QB) modes in ENSO
dynamics than, perhaps, thought previously.

The three important time scales—QA, QB, and LF—detected by
our independent analysis of ENSO interactions have been
identified in previous studies as well.'”>™"” Our results on
synchronization of QB and QA modes are also consistent with
previous work.2>>* However, the novelty of our work, aside from

npj Climate and Atmospheric Science (2018) 33

applying an original methodology to analyze climate data, is in
obtaining a new compact description of the causal interactions
instrumental in ENSO dynamics. The causal connection between
the phase of the LF variability and that of the QA variability—that
is, changes in the shape of the annual cycle depending on the
state of the LF ENSO mode—is conceptually similar to the effect of
low-frequency component of North Atlantic Oscillation variability
on the annual cycle of surface temperature over Europe>® A
mechanistic explanation of the QA — QB phase causality remains
elusive, with possible hints from empirical modeling (see below).

A growing number of studies identified and analyzed decadal
and longer time scale variability in ENSO.25™*? A major theme in
the studies of decadal ENSO variability is the existence of distinct
epochs exhibiting a different character (frequencies, magnitudes,
teleconnections) of ENSO and, presumably, distinct dynamical
mechanisms underlying the ENSO variability>***'™** during these
epochs. It seem likely, therefore, that these dynamics could alter
dominant causal interactions in the ENSO system, leading to
decadal variations in its cross-scale coupling. In the present work,
however, we had to restrict the range of the time scales
considered to sub-decadal variability due to a limited length
(120 years) of the available ENSO time series, which precludes
robust detection of causal connections on decadal and longer
time scales.

The observed ENSO interactions are poorly represented in the
historical simulations of CMIP5 climate models, which exhibit large
sampling variations in ENSO spectra and causality maps, both
from model to model and among different runs of a single model.
Some of the model simulations match time scales or select
causality characteristics of the observed ENSO variability, but no
single simulation is able to reproduce the full picture of the
observed interactions. The ENSO variability in long pre-industrial
control runs of CMIP5-type models is known to exhibit multi-
decadal epochs characterized by different ENSO behavior.*
Hence, there is still a possibility that the models possess correct
ENSO dynamics, but the sample of 89 twentieth-century simula-
tions considered here was simply not large enough to generate
the ENSO epoch that would match the observed epoch. Analyses
of long pre-industrial runs are needed in order to address this
issue. However, the experiments with an empirical stochastic
ENSO model of Kondrashov et al.>? suggest that the chances of
reproducing the observed ENSO behavior in ensemble simulations
of the twentieth century climate are much higher than the CMIP5
ensemble results. This implies that CMIP5 models do indeed
misrepresent ENSO dynamics. The same conclusion holds for the
conceptual parametric recharge oscillator model of Stein et al,?
which also fails to capture the observed cross-scale causal
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relationships in ENSO. By contrast, the success of the empirical
ENSO model in reproducing the essential phase interactions
among LF, QA, and QB modes allows one to address, in a
mechanistic fashion, the dynamics of these interactions, with
initial indications pointing to the importance of both deterministic
dynamics and state-dependent (multiplicative) noise in controlling
the QB variability.

Thus, neither conceptual nor state-of-the-art dynamical climate
models studied here were able to mimic the structure of the
observed ENSO interactions, while the empirical models consid-
ered did quite a bit better. Understanding the discrepancies
between the observed interactions and the interactions simulated
by the dynamical models—especially with respect to their ability
to model the QB modes—may be the key to an improved ENSO
prediction. On a broader scale, the framework we used here is
applicable to analyzing phenomena across a wide range of
disciplines—for example, in neuroscience, where cross-frequency
phase-amplitude coupling has recently been observed in electro-
physiological signals reflecting the brain dynamics. This cross-
frequency coupling enriches the cooperative behavior of neuronal
networks and apparently plays an important functional role in
neuronal computation, communication, and learning.*®

METHODS
We analyzed monthly NINO3.4 sea-surface temperature data*” with the
temporal span of 1900-2010, as well as the simulated NINO3.4 time series
extracted from 89 historic simulations of 15 different global climate models
(see Table S1 in Supplementary Material) participating in the CMIP5
intercomparison project.”® Both observed and modeled NINO3.4 time
series were centered to zero mean before entering the analysis.
Following Palu3,**** we studied interactions between the processes
dominated by different time scales using the phase dynamics approach.*®
In particular, we first applied, to the NINO3.4 time series, the complex
continuous wavelet transform (CCWT) with Morlet mother wavelet?® and
obtained time-dependent complex wavelet coefficients y(t) for a given
central period p, from which we extracted the instantaneous phase, ¢p(t),
and amplitude, Ag(t), time series. Subsequently, we computed the
(conditional) mutual information /*° and applied a randomization
procedure®® to establish a statistical significance of the results. The
methods are in detail described in the Supplementary Material. The
Supplementary Material moreover discusses possible artefacts of our
method and their control and robustness analyses of our results.
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