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Abstract— We study the problem of cache-aided communica-
tion for cellular networks with multi-user and multiple antennas
at finite signal-to-noise ratio. Users are assumed to have non-
symmetric links, modeled by wideband fading channels. We show
that the problem can be formulated as a linear program, whose
solution provides a joint cache allocation along with pre-fetching
and fetching schemes that minimize the duration of the commu-
nication in the delivery phase. The suggested scheme uses zero-
forcing and cached interference subtraction, and hence, allows
each user to be served at the rate of its own channel. Thus, this
scheme is better than the previously published schemes that are
compromised by the poorest user in the communication group.
We also consider a special case of the parameters for which
we can derive a closed form solution and formulate the optimal
power, rate, and cache optimization. This special case shows that
the gain of MIMO coded caching goes beyond the throughput.
In particular, it is shown that in this case, the cache is used
to balance the users such that fairness and throughput are no
longer contradicting. More specifically, in this case, strict fairness
is achieved jointly with maximizing the network throughput.

Index Termms— Cache-aided communication, MIMO, finite SNR
regime, MIMO, cache and power allocation, linear optimization,
zero-forcing.

I. INTRODUCTION

ETWORK traffic has rapidly increased, over both wired

and wireless networks, in recent years. This over-
whelming growth is mostly due to the demands for broadband
data. In particular, video delivery accounts for a major growth
of traffic on both mobile [1] and wireline networks [2]. Two
unique characteristics of of video contents are (i) popular files
are repeatedly requested by multiple users; and (ii) unlike
general web usage, video request has a prime time. These
unique properties provide an opportunity for storing the data
at local caches during the off-peak hours of the network, and
serve a request at the peak hours [3].

In a pioneering work Maddah-Ali and Niesen [4], showed
that caching gain is not limited to the local cache size at indi-
vidual users. More importantly, caching a packet at User 1,
even if it is only requested by another User 2, provides an
opportunity for multicasting combined packets, which can
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simultaneously serve both Users 1 and 2. It is shown that this
scheme offers a global gain which scales with the aggregate
size of the caches distributed across all users in the network.

This scheme was further generalized to multiple transmit
antennas [5], where they showed that a network can achieve
N + M degrees of freedom (DoF), where N is the number
of antennas and M is the number of copies of complete
dataset stored across over all users. This is a significant gain,
in contrast to only N DoF, achievable with N antennas and
no caching. This potential gain is substantial, even in spite of
the current trend of massive MIMO [6], [7], which calls for
the use of antenna arrays with many elements: especially due
to the cost of antennas arrays to be deployed. In contrast, use
of a small cache at each mobile comes with very low cost, and
these memories easily scale up to a total size that can offer
significant gains.

Nevertheless, the existing works in this area only focus
on isolated scenarios, or limited to DoF characterization
(i.e., asymptotically high SNR). Thus, there is a big gap
to cover before we can understand and fully exploit the
role of cache-enabled communication in cellular networks.
In practice, users are located at different distances and are
subject to power attenuation, and fading. The optimal use of
caching in such a multi-antenna scenario is still unknown.

In this work, we demonstrate the achievability of the caching
gain in the finite SNR regime and present closed form expres-
sions for the performance in a special case. These results
demonstrate a fascinating phenomenon, in which the cache
contributes both for throughput and fairness. Recalling that
in general fairness in wireless networks comes at the price
of reduced throughput, the proposed scheme brings a situa-
tion in which strict fairness is achieved through maximizing
the total network throughput. In other words, the caching
allows a natural balancing of the load between the users.
Thus, caching brings two distinct advantages: it increases the
network throughput and it balances between the data rate of
the different users to improve fairness.

A short illustrative example that demonstrate the core of the
proposed scheme is given in Section III-A.

A. Related Works

Coded caching [4] is a novel data delivery technique to
exploit the aggregate cache in the network rather than indi-
vidual memory available at each user. In general, we have a
network with U users and a set of F' files at the server, all
of the same (normalized) length. Each user is equipped with
a storage memory to store a fraction of the packets of each
file during the placement phase. Cache placement occurs prior
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to users’ requests, and hence it is performed regardless and
independent of the requests. At the beginning of the delivery
phase, each user requests for one file from the dataset, and
the server broadcasts a message (a sequence of packets) to
simultaneously serve all user requests. That is, each user u
should be able to recover its desired file from the received
message and its cached information. The ultimate goal is to
minimize the duration of time required to serve all users.

A global caching gain can be realized when a single
transmission can serve multiple users: A packet requested by
user # and not cached at his local memory can be combined
with any other packet cached at the user, since it allows the
user to null the interference using its local memory. Such
a combined packet is simultaneously useful for some other
user »/, if it contains a packet requested by ', and all other
interfering components are cached in u’.

Several interesting bounds have been proposed to fully char-
acterize the rate-memory tradeoff of coded caching [8]-[12].
Under ideal assumptions and uncoded prefetching, it is shown
that the proposed scheme of [4] is information-theoretically
optimal for some range of parameters [13]. Optimality of
(a slightly modified version of) this scheme is proved in [14]
for arbitrary parameters and for both average and worst-case
demand scenarios.

In general, the caching gain can be improved by allowing
coded pre-fetching (referring to jointly coding across files to
be placed at usersdL™ cache), at the price of complexity of
the system [15]-[18]. In spite of developing better achiev-
ability schemes, and several efforts in tightening the outer
bound of the rate-memory tradeoff for caching with general
placement [10], [19]. [20], the problem is still not fully solved.
One of the main advantages of uncoded pre-fetching is a rather
simple handling of practically-relevant asynchronous demands,
without increasing the communication rates [21], and hence
we only focus on uncoded placement in this work.

Recently, the attention of the community has been shifted
towards the practical aspects of coded caching, and their adop-
tion in wireless networks. In particular, [22]-[27] study coded
caching in wireless networks in the presence of fading and/or
erasure channels. Coded caching in wireless networks with
multiple antennas at transmitters and/or receivers is considered
in [5], [24], [28], and [29]. In particular, a homogeneous
(with statistically identical channel gains) MISO network is
considered in [29], where a mixed communication scheme is
proposed to combine spatial multiplexing and multicasting,
and improve the gain as the number users grows.

Employment of coded caching in wireless networks, and
in particular in cellular networks, requires addressing several
practical issues. In a realistic system, each user has a channel
with different statistics and capacity. Cache allocation should
be optimized depending on network traffic, user’s channel
quality, user’s available storage, and other network charac-
teristics. Coded caching for heterogeneous networks with
different channels and rates for users (in the delivery phase) is
studied in [30] for networks with single transmit and receive
antennas. In [30], each packet transmission is subject to the
rate of the weakest user, among those supposed to decode the
packet.

One of the fundamental distinctions of our work is
the exploitation of spatial diversity for the delivery phase.
In particular, joint coding of the packets can be performed
over-the-air, instead of at the transmitter: The transmitter
sends different packets along various spatial directions. Each
end-user will receive a combination of the transmit packets.
The interfering packets are either nulled over the air by zero-
forcing, or suppressed at the receiver using the cache content.

Hence, the rate of each packet is only limited by the channel
capacity of the intended user. A rather similar phenomena is
observed in the single antenna case, by using multiple nested
codebooks [22], [31]. [32]. In MIMO setting. however, this
can be done naturally, since each message is sent along a
different spatial direction, and users can suppress the effect of
the undesired but cached messages from the received signal,
even before the decoding process starts. This is an important
characteristics of MIMO caching systems, which is further
elaborated below.,

The main contribution of this paper is the design of a cache
aided communication scheme that serves each user at its own
rate. This is done by using spatial multiplexing (instead of
multicasting) and hence does not require each packet to be
sent at the rate of the weakest user. The proposed system is
DoF optimal, but gives significant advantage over previous
methods were the rate of the users are different (typically
at low and medium signal to noise ratio). We also derive a
closed form solution and formulate the optimal power, rate
and cache allocation for a special case of the parameters.

Our results indicate a significant improvement in the system
throughput due to jointly optimizing cache, power and rate
allocation. This is in contrast to the result of [33], where it
is shown that a separate design of the caching and delivery is
order-wise optimal. However, it is worth noting that while we
have total cache size constraint, the setting in [33] associated
a fixed and uniform cache size to each user, and hence its
result does not directly apply to our setting.

The remainder of the paper is organized as follows.
In Section II we present the system model. In Section III
we formulate that caching optimization problem as a linear
program (LP). A closed form solution for the problem for
some special range of parameters is presented in Section IV,
followed by some numerical results that illustrate the gain
offered by caching and our proposed resource allocation
method in Section V. Finally, we finish the paper by some
concluding remarks in Section VI

II. SysTEM MODEL
A. Network and Channel Model

We consider a single cell network with one base station (BS)
which is serving U users. The BS has Ny antennas and
each user is equipped with Ny antennas. We assume a strict
fairness setup, in which each user requests exactly one file,
and all files are of the same size (i.e., all users require exactly
the same amount of data). We further assume a wideband
communication scheme, in which the bandwidth is divided
into B small frequency bins. Symbols are transmitted at the
rate of Hg symbols per second, where at each symbol time
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one symbol is modulated over each frequency bin without
inter symbol interference (e.g., OFDM). Thus, the transmission
bandwidth is approximately B - Rs.

Considering the time duration of a single symbol,
the received sample after matched filtering for the m-th
frequency bin at i-th user is described by an Ny x 1 vector,
given by

(1)

where H;,, € CM**NT s the channel matrix between the
BS and the i-th user in frequency bin m, which contains the
gain from each BS antenna to each antenna of user i, X,,
is the transmitted vector at this frequency bin and w; ,, ~
CN(0,071) is the additive complex white Gaussian noise.

We assume a very limited movement for the users during
the transmission block. Thus, r;, the distance between the i-th
user to the BS, does not change. On the other hand, due to
small movements of the users, and movements of other objects
in the area, each link between two antennas experiences fading.
Thus, the channel matrix for the m-th frequency bin can be
written as:

Yim = Hf..mxm + Wim,

Hi,m = rg_ﬂ ’ Gf’.,m (2)

where a is the path-loss exponent and G;,, is a random
matrix that represents the fading. We consider a rich scattering
environment, and hence each link experiences an independent
Rayleigh fading. In mathematical terms, we assume that each
element of G, ,, is a proper complex normal random variable,
with zero mean and unit variance, and that all elements of the
matrices Gy, for i = 1,...,U are statistically independent.
Note that we do not assume any specific model for the
frequency dependence of the fading. Yet, we will later assume
that the bandwidth is large enough, so that the aggregate rate
over all frequency bins mimics the expected rate.

B. Transmission Scheme

The BS simultaneously transmits different messages to
different users. Transmission of some of the requested
messages can be ignored if the messages are already stored
in the users’ cache, as will be detailed later. For other
messages, the BS needs to make sure that the transmission
of an undesired message will not interfere with the reception
of the desired user at each active user. In this work we
consider a sub-optimal transmission scheme where the BS
transmits each message in a way that causes no interference
at all to a group of N — 1 users. This approach is commonly
termed Zero Forcing (ZF) precoding or more specifically,
block-diagonalization [34]. To allow this scheme, we assume
that the number of transmit and receive antennas satisfy
Nt =N - Ng.

While the block-diagonalization scheme adopted in this
work is suboptimal, one should note that it has many merits.
On one hand, this scheme is known to asymptotically achieve
the optimal DoF in a multi-user MIMO scenario [34]. On the
other hand, it requires a low implementation complexity,
and hence is quite popular for practical implementations.
Specifically to our work, it is convenient as it results in user
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rates that are independent of the other users rate and channel
(as will be shown below).

To apply the block diagonalization constraint, we use a
projection matrix, P%i ..+ that projects to the null-space of
the channel matrices of N — 1 selected users, and Zim is the
set of users that should not be disturbed by the transmission to
user i, that is, a transmit message to user i over frequency bin
m should be zero-forced at users in Z; ,,. Thus, the effective
channel of user / at frequency bin m is H,-,mP%Ti .- and its
achievable rate is: '

Rim = Rslogy [T + epomHimPs HE| )
| - LHI

where |-| denotes matrix determinant, P is the inter-user power
allocation for user i, and p; ,, is the intra-user power allocation
for the m-th frequency bin, i.e. p; m P; is the effective power
allocated to user i in frequency bin m. We will assume
throughout that the intra-user power allocation is normalized
to 1 (Elp;m] = 1 ¥i), and the inter-user power allocation is
subject to a sum-power constraint, » . P, < P.

C. Performance Evaluation

We assume that each user can decode its desired message
without interference from other messages that were simulta-
neously transmitted by the BS (i.e.. each interfering message
is either zero forced by the BS or subtracted using the cache
available at the receiver). Thus, the achievable rate for user i
is given by:

ﬁi = Zﬁfi,m = ZR310g2

Assuming that the bandwidth is large enough, it will contain
enough fading variations so that we can apply the law of
large numbers. Let denote by B the number of frequency bins.
Thus, for sufficiently large B the user rate will converge to its
expectation:

% - % = RgE [10g2 I+ %pthi,mPJ"‘f‘-‘memH .4

Substituting (2) into (4), we have:

B
I . J_;pi1mHime4J€i,m Hfm n

—a

P’"; pifmG'-,mPé‘.‘memH. (5)

I+

i
a

R; = BRsE I:log2

For a fixed user i with given P; and r;, the random quantities
Pims» Gim and P3  only depend on the channel fading
(i.e., matrices {G,;‘m}'). Thus, the expectation in (5) (which is
taken with respect to the fading) depends only on P; and r;.
Hence, we conclude that the user rate depends only on its
distance to the BS, r;, and its allocated power, F;. In this
setup, it is convenient to characterize each user solely by its
achievable rate, R;.

As an example, in the single receive antenna case (Ng = 1),
the product G; ,P5 G is a rank-1 matrix (indeed it is
an scalar), and its single eigenvalue (denoted as p; ;) has a
standard exponential distribution. If we also assume constant
intra-user power allocation (p; » = 1), the user rate will be

R; = B - Rs - E[logy (1 + nipi,m)]
= —BRglog, e - el/mi . Ei(—1/m:), (6)
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where n; = P—‘:{—a is the average SNR and Ei(:) is the
exponential integral function, defined as Ei(x) = — [~ = dt.

D. Caching

A cache-aided communication scheme includes two phases,
namely, placement phase and delivery phase. There is a
database of F files, each of a unit length, available at the BS,
and each user is interested in one of the files. Each user has an
allocated cache, to pre-store some part of the database. During
the placement phase, the users’ caches are filled with messages
(packets) from the database. while the users’ requests are not
yet revealed. After the placement phase, upon revealing users’
demands, the BS transmits a proper set of packets in order
to serve all the users with their desired files. The placement
phase occurs in the off-peak time of the network, in order to
improve the communication in the peak-time. Even though our
analysis can be applied on general demand profile, in this work
we consider the worst case demand scenario, in which users
request distinct files (and consequently, we assume F > U).

The BS can decide on the best allocation of cache to users,
subject to a total cache constraint of M - F units distributed
over all users. This optimization allows the BS to place larger
cache at users with lower rates (poor channel conditions) and
hence reduce the total transmission time of the BS.

We assume that each user is equally likely to request any
file. Thus, without loss of generality, we can simplify the
problem by assuming that each user will store similar parts of
all files, and hence, the cache contents of the users is invariant
under a permutation of the files. Thus, the caching problem
reduces to finding the optimal cache placement and the optimal
sequence of transmissions that will deliver the desired files to
all users in minimal time.

Note that the cache allocation problem does not depend
on many of the systems parameters described above. In fact,
it turns out that if the number of files is not less than the
number of users (F > U), the optimum solution for the
caching problem only depends on the number of users U,
the spatial multiplexing dimension N (the number of users
that can be simultaneously served with no interference using
only the selected MIMO scheme), the number of copies of the
database that are distributed across users’ cache M, and the
communication rates supported by the channel {R,},.

I11. CACHING OPTIMIZATION

A cache aided communication scheme needs to specify
which part of each file to be pre-fetched at each user (during
the placement phase), and afterwards, given the user requests,
what is the transmission scheme that can satisfy the requests
of all users (during the delivery phase), i.e., what parts of
what files should be jointly transmitted at each stage so that
all users will be able to decode all their desired packets.
In Subsection I1I-B we show that this problem can be formu-
lated as a linear optimization problem, and hence can be solved
efficiently using linear programming methods. Before that,
we give a simple example that illustrates the operation of a
valid transmission scheme.
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(b) Cache placement

Fig. 1. Cache optimization based on user channel quality.

A. A Simple Example

Consider a MISO broadcast channel with N+ = 2 transmit
antennas and U = 3 users with single antenna (Ng = 1),
as shown in Fig. 1. We assume a total cache constraint, so that
only one copy of each (packet of each) file can be pre-fetched
among all the users, i.e., M = 1. We denote the fraction of
files to be cached at user i by g;, which implies g; + g2 +q3 =
M = 1. Recall that the cache placement is invariant under
file relabeling. and hence, g; faction of each file in the dataset
should be pre-fetched in user i. We denote the link capacity
of user i by R;. Assume Users 1 and 2 have good channels to
support Ry = R3 = 2 and the third user is further away from
the transmitter and can only decode at rate of R3 = 1.

It turns out that the optimum cache allocation to compensate
for the weakness of User 3 is ¢ = ¢2 = 1/5 and g3 = 3/5.
The cache allocation is done by partitioning each file into
3 sections, namely, Wy 1, Wy 2, and Wy 3, which are stored
at the cache of Users 1, 2, and 3 respectively. as shown
in Fig. 1(b). The length of cached sub-files will be |Wy ;| =
|Wi2| = 1/5 and |Wy 3| = 3/5 (recall that the file lengths
are normalized, and hence 1/5 refers of 1/5 of a the actual
length of the files). Note that the cache placement is performed
prior to the users request, and hence is identical for all files.
In this example we assume that User 1 requested d; = W,
User 2 requested d2 = W5 and User 3 requested dz = Ws.

The delivery phase includes broadcasting 4 messages.
To formally present the broadcast messages, we need
to uniformly divide some of the cached sections into

smaller segments as Wi, = Wéi),w:g(ﬁ)), Ws2 =

(stg)wsfb;) Wiz = (Wf?Wl(bs)Wl(cs?) and Wa3 =
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(Wé‘?, WY, Wé?), to keep up with the capacity of the links
to the users. Then, each section W, . and segment Wé ) will be

coded to a sequence s; . and sL")_, respectively, using a channel
code of rate R;. Hence, the length of the resulting sequences
will be |y 5| = [s54] = |sg}l: A ‘w;:_)‘ = i

The sequences needed by the users for successfully
decoding their requested files are

§@) (@ (0

User 1: 812, 13:51.3:51 35

User 2: sz, sg‘__‘;, Sg.j:?h S‘Ezc;'
User 3: S;(:I), Sgﬁ, S:(;:L Si(’»b%

All three users can be served by transmitting:
x(1) = his{% + his{s + hysi?,
X(2) = hisy 2 + hi-s{) + hisl),
x(3) = hys{’} + hiss; + hi'sl?,
x(4) = hys| + hi's{ + hi'sy), (7)

in four time slots, where x(t) is beam-forming transmission
vectors for the 7-th time block, which takes 1/10 time slots.
The notation h;"s; ; indicates that all symbols of the codeword
Sk,; are precoded over all frequency bins and several symbols,
and each pre-coding vector at the m-th frequency bin is
perpendicular to the i-th user channel, h; ...

Let us consider file retrieval at User 1. For instance, in time
block ¢ = 1 and frequency bin m, User 1 receives y; m(1) =
By mXm (1) + wm(1) = By (8173 m + 567 m) + wm(1).
It removes sg‘ll) m using its cache, and then uses the remaining

signal to decode Wl(a:,,) Similarly, each user can decode all the
missing sections of its requested file.

Note that each transmission takes 1/10 time slots, and hence
the total transmission time is 4/10, after which, all users have
their requested files. A total of 3 files (each of unit length)
are delivered to the users, where the network delivered a total
of 4/5 +4/5 + 2/5 = 2 files and the remaining sections
were already stored at the cache of requesting users. Thus,
the throughput of the network is 2/0.4 = 5. In contrast, in a
similar setting with only single-antenna transmitter, the rate
of each packet intended for a subset of users including
User 3 should not exceed Ry = 1. This shows that an
optimized coded caching in MISO offers more gain than just
trading antennas vs. cache memory.'

This example is further illustrated in Subsection I1I-B. using
the terminology of an optimization problem (see Equation (11)
and the preceding paragraph). O

B. Cache-Aided Communication as an Optimization Problem

‘We next derive a mathematical framework that can describe
a cache-aided communication scheme, and show that it can

'Note that many works (e.g.. [5]) evaluate the rate based on the total
delivered files (including the parts already cached at the users during the
placement phase). In such terminology, the throughput of this network
is 3/0.4 = 7.5, as 3 files are delivered in 4/10 time slots. We use the
net throughput in our work in order to emphasize the relation to the physical
rates, i.e., the network throughput is By + Ry + Ry = 5.
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be formulated as a linear programming problem. We focus
only on efficient transmission schemes, where we define an
‘efficient’ transmission as one that exploits all degrees of
freedom of the channel. In the setup at hand, an ‘efficient’
communication must serve M + N users simultaneously at all
times.? This is done by zero forcing each transmission to N —1
direction, and allowing M users to subtract the interference
using their cache.

Thus, the content of each transmit message in the network
must be stored by M users. In other words, each transmission
is intended for a combination of M + 1 users. Furthermore,
as these users store the same parts of all files to allow
‘efficient” transmissions, this specific user combination must
use their cache for the transmission of specific file parts
of every other user in the same group. To formulate that,
we divide each file into L segments, where each segment is
stored by M users. As we have a total of U users and segments
are stored by M users, the maximal number of needed sections
can be bounded by L < Gj}) We enumerate these sections
by £ =1,2,...,L, and describe them by the row vectors b
for ¢ =1,2,...,L, where b(z) = 1 if user i stores the {-th
section of each file, and b,(i) = 0 otherwise.

The length of the f{-th section is denoted by wu,. Thus,
0 < uw < 1and ) ,u = 1. Note that, the total fraction
of each file cached at user i is given by ¢; = >, be(i)uy,
which implies

U U L L U L
da=) belijue=)_ (uf 5 bf(-;')) =Y Mu;=M,
i=1 i=1 £=1 =1 i=1 £=1
which guarantees that a total of M copies of the entire dataset
is distributed among all users. Note that the vectors b; describe
the different possibilities for file partitioning, and hence are
known in advance (and depend only on M and U). The actual
allocation is determined by the set of variables u,'s which
needs to be solved according to the available user rates.

The transmission in each time slot involves a combination
of M + N out of the U users, which can be simultaneously
served. We will use an index ¢ to label possible combinations
where ¢ = 1,...,0 and C = (MiN). Furthermore, each
user combination can be active in several transmissions, each
with different segments of the file transmitted to each user.
The different transmissions for the same user combination (c)
will be indexed by j.

Each of the M + N users that are active in this time slot
receives part of their requested file. We will use matrices E7 to
describe the transmission scheme for a slot, where (Ef)¢; = 1
if the i-th user receives (part of) the /-th file section at the j-th
transmission of user combination ¢, and otherwise (E§),; = 0.
Thus, 1 < i< U, 1 << Land0 < ¢ < C. We will

2Using the notation of [S5]. where there are K users, each with cache size
of M, and a library of N file, the union of the cache across users holds
KN /N copies of the entire data base (similar to our M). Using L to
denote the number of antennas in [5], and the total throughput definition,

. L+KEM/N : .
they showed that the per user DoF is I Tk Replacing the notation,

and also multiplying by K for sum-DoF and multiplying by (1 — M /N)
to change from total throughput to net throughput (see footnote 1) we get a
maximal sum-DoF of N + M. Thus, according to [5], any “efficient’ scheme
will serve M + N users at any time of transmission, and is hence DoF optimal.
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next discuss the possible values of Ej and hence the maximal
number of transmissions for any user combination.

To characterize the matrices E;, we note that each such
matrix satisfies the following conditions:

(C1) Each element in the matrix is either zero or one
(ES)es € {0,1)).
(C2) Each user can receive only one segment at a time, and
hence, there is at most one 1 in each column of E:,r?
(e Yp(ES)es € {0,1}).
In an ‘efficient’ transmission, at each time slot there are
N + M active users and hence, each E; matrix contains
exactly M + N ones (3, > ;(Ef)e: = N + M).
As a user does not need a file segment that is already
stored in its cache, we must have (E$),; = 0 for any
£ and i such that bg(¢) = 1 (or alternatively stated:
(ES)e,ibe(i) = 0).
Only the users that belong to the user combination ¢
will participate in the reception. Thus, all cache storage
indicated by the matrix E7 must be of active users.
In other words, if user i is not active in the matrix E;?
(that is if ZE(EE)g,i = 0), then it is also not used for
cache storage (3_, be(i)(Ef)e: = 0).

Thus, for a specific combination of N + M out of U users,
each matrix Ej contains M + N ones in M + N columns
associated to the active users. Each one can be selected
independently in its column from the allowed locations (where
each column represents a user). In order to count the number
of allowed locations of a one in a specific column, we note
that (C4) requires the vector b, that corresponds to the row
with the one must be zero for this user. Thus we need to
count the number of vectors b, that has zero for this user.
But, (C5) further limits the allowed locations as it requires
that all relevant vectors, by, must have their M ones chosen
only from the M + N active users. Thus, we need to count the
number of vectors that have M ones out of N 4+ M — 1 users
(the users that are active, excluding the considered user, that
must be zero). Hence, there are a total of (M Jﬁr _1) choices
for the location of one in each column.

As the choices of the location of one in each column are
independent, and there are N + M columns of active users,
in each E:,r? matrix, we have a total of

M +N -1\
J:
()

possible matrices for each users combination (i.e., the range
of j is given by 1 < j < J). Denoting by T; the duration of
time required to transmit to a user combination ¢ in mode j,
the total transmission time is given by:

T=> Tt
Jj.c

Revisiting the Example: To demonstrate this formulation,
consider the example of Section III-A. As M =1land U =3
there only L = (};) = 3 file sections, and three vectors that
describe their storage at the different users: b; = [1,0,0],
by = [0,1,0] and b = [0, 0, 1]. The cache placement solution
tells us the size of the segments are u; = up = 0.2 and
ug = 0.6. For the transmission scheme, we note that this

(C3)

(C4)

(C5)

®

(10)
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of J = (1271) (1+2) _ 8 transmission schemes. Out of these,
the obtained solution uses only 4 schemes:

case has only C' = (,7,) = 1 user combination, and a total

[0 0 1] [0 0 17
El=(0 0 of, Eil=|1 0 o],
1 10 01 0
- - - - (11)
010 0 0 0
El=]0 0 1|, El=(0 0 1|,
1 0 0 1 1 0

and the transmission time of each mode is T{ =T} =T34 =
T} = 0.1, implying a total transmission time of T = 0.4. [

Recall that transmission to User i is done at rate R;. In order
to serve User i we have to deliver all non-cached sections of
the requested file, that is, £’s with bg(¢) = 0. Noting that the
size of the ¢ section is ug, we have

U
> Ti(Ef)es =5 (12)
J.c

1
for each User i and section £ such that bg(7) = 0. Noting that
each vector by has U — M zero elements, (12) yield in a set
of L(U — M) constraints.
Thus, the problem can be formulated as a linear program-

ming minimization:

min Ty

T ue =
J.c
Subject to : Y uy =1

£

crpe Ug
2T (B es = 7
j!c

T;ZO: UEZOVCJ:E

(13)
Ve, i:by(i) =0

The formulation of a linear programming problem allows
us to find an optimal scheme using efficient algorithms.
The solution of this problem gives both the details of the cache
allocation and placement to all users (through the variables
ug and equation g; = )_,bs(i)us), and the sequence of
transmission that can deliver the desired files to all requesting
users.

Note that the optimization problem above can easily be
adjusted for the case of per user cache size constraint,
by adding the constraint: ), bg(i)us < Umax, Where umax
is the maximum cache size. Yet, in this work we do not
pursue this approach, and focus only on the global cache size
constraint, as described in Section II.

The number of variables (u,’s and T;’s) in this problem is

o\ (M4N)
pacg—(U)af U . (M+N-1 '
M M+ N M

This number grows polynomially with the number of users U,
but exponentially with M + N. Thus, the suggested approach
is practical for large network as long as the number of
DoF (M + N) is not large. Further research is necessary to
optimize large networks with large number of antennas or large
cache.

On the good side, the number of equality constraints of the
linear program is only L(U —M )+-1. Thus, an optimal solution



includes at most L(U — M) + 1 non-zero variables [35]. This
means that the total number of file sections and transmission
modes that are needed for the actual implementation is quite
small and limited to () - (U — M) + 1.

As an example, consider a problem with U = 12 users
with (normalized) rates of R; = i for i = 1,...,12.
Assume that the BS has Nt = 2 antennas, and M = 2
copies of the dataset are distributed among all the users.
The resulting linear programming problem has 40161 variables
and 661 constraints. The actual solution divide the files to only
55 sections, and uses 421 transmission modes (i.e., the optimal
solution resulted in 39674 transmission modes that were
assigned a zero duration of time).

The total cache allocated (¢;) for each user in this scheme,
given by >, ug - (be);. is (sorted from the user with lowest
rate to the user with highest rate): .63, .44, .29, .20, .14, .10,
.07, .05, .03, .03, .02, 0. The total transmission time for the
whole transmission is 7' = 0.51.

As a comparison, a standard algorithm (e.g., mimicking [4]
for multiple antenna case) that does not account for the
different rates, will need to adjust each transmission to the
active user with lowest rate. Such algorithm will need more
than T' = 1.22 to complete all transmissions. This is more
than twice slower then the proposed algorithm. As another
comparison, using this optimal allocation but with N = 1 BS
antenna instead of 2 requires T = 0.73 which is only 40%
worse than the N = 2 case, and still much better than the
standard method with even 2 antennas.

IV. THE SPECIAL CASEOFU =M + N

While the linear programming approach allows an efficient
optimization of the cache aided communication scheme, it is
hard to draw insights from it on the properties of the optimal
solution. To get some insights, in the next section we analyze
the special case of U = M + N.

A. Cache Allocation

In this special case, all users are active throughout all
the transmissions. This allows for an analytical performance
evaluation, as stated in the following theorem.

Theorem 1: For the cache-aided communication problem
with U = M + N, if the rate of each user satisfies

U
1
A M 14
R; < N; (14)
then the minimal time to serve all users is
N
4 == m (15)

Proof (Proof of Theorem 1): In the case that U = M + N
all ‘efficient’ transmissions must include all users. Thus the
total transmission time for each user equals T'. Recall that
q,, fraction of the file requested by User u is pre-stored in its
cache. Hence, the time required to deliver the remaining 1—g,
fraction satisfies

1—gu =TR.. (16)
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In addition, the total cache allocated across users satisfies:

r
D =M. (17)

If the optimization problem in (13) has a feasible solution,
it must satisfy (16) and (17). Substituting (16) in (17) gives:

U u L
Y (1-q)=(N+M)=Y =T KA.,
u=1 u=1 u=1
which implies

T > NtM-Foyon N :
- ZS:IR“ LuRu

However, this solution can be feasible only if the resulting g;’s
are feasible. That is,

%Zl—TRuEU,

which is equivalent to R, < + = &+ ZE=1 R,.

The achievability of this result stems from the observation
that this scheme is significantly simpler than other caching
schemes in the sense that the transmission to each user can be
optimized separately. The cache placement in this case only
needs to satisfy two simple requirements: 1) Exactly g,, of each
file in the database should be stored at user u, and 2) The cache
content at each user has no overlaps. The optimum transmis-
sion scheme always sends to all the users simultaneously, and
interference management is performed over each individual
stream: since each requested packet exists at exactly M users’
cache. these users can suppress the interference using their
cache content. Thus, each packet just need to be zero-forced
at the N — 1 users that do not store this packet in their cache.

B. Power Allocation

The result of Theorem 1 implies that a network with U =
N + M users can achieve a total throughput of® Zﬁg” Hi:
This suggests that the well known water-filling algorithm
will be appropriate for throughput optimization. However,
the results above also include a condition that the maximal
rate should not exceed + Zf:;” R,. An intuitive justification
for this constraint is the following: A user with a rate that is
higher than + STMEN R, will be completely served before
the other users. Hence, for the remaining transmission time,
there are less than N 4 M active users in the system, and we
cannot fully exploit the available DoF of the network.

This result also represents a fascinating balancing mech-
anism that brings a natural balance between throughput and
fairness. The issue of throughput maximization vs. user fair-
ness has accompanied the field of wireless communication for
decades. In most cases, enforcing fairness reduces the total
throughput, and the typical working point is selected as a
trade-off between the two.

In this work, the problem is stated with a strict fair-
ness constraint: each user must receive the same amount of

3Taking into account the files stored in cache, the throughput is defined
as (I — M) /T where T is the time needed to complete transmission for all
users.
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data (1 file). Yet, due to the caching, the optimal perfor-
mance is achieved by maximizing the total throughput. Thus,
the caching allowed a natural balancing of the load between
the users. Hence, caching brings two distinct advantages: (1) it
increases the network throughput by allowing a simultaneous
transmission of N 4+ M users, and, (2) it balances between the
data rate of the different users to improve fairness. Note that
the second property is obtained mostly by placing larger cache
to poor users, which reduces their communication needs.
The maximum rate constraint represents the cases in which
maximal throughput cannot be jointly achieved with the
complete fairness. In such cases, the system needs to allocate
more power to poor users in order to further increase their rate
and achieve fairness. At the power allocation level, we can
allocate the total power among the users to guarantee achiev-
ability of the maximum throughput. This can be formally
stated as an individual optimization problem stated in (18).

U
max R,
Py,...Fy

u=1

U (18)
Subject to: Ry, < & Z R, Yk
u=1

The solution for this problem can be obtained by a
small adjustment of the standard water-filling algorithm.
For simplicity, the algorithm is described only for the case of
single antenna per user. Let the power level be denoted by p.
For convenience, we sort the users by their distance from the
BS (such that riy < rpy_q1 ... < r1) and denote the effective
channel gain by 7; ;, = G,-,mPéi o Gfm. The optimum water-
filling power and rate allocations are given by:

0.2
Pipim = (p— —_— ) )
Ty Mim /4
RY —E [logg (1 4 DPimT Lmt ”"m)], (19)
a

where z; = max(z,0) is the positive part of x. If these
rates do not satisfy the maximal rate constraint, we need to
determine which users will meet the constraint with equality.
Noting that these users will always be the users closest to the
BS, we just need to determine the number of users for which
the constraint will be active. Denoting the number of such
users by h, these users will use the constraint rate, Ryax(h).
Thus, the maximal allowed rate will be
U—h

1 h 1 &

W _ W
¥ ;Ru + 5 Bmax(h) = 57— ;Ru
and we need to find & such that

RY < Ruax(h) ¥ i<U—h,
RY > Ryax(h) ¥i>U—h.

Rmax(h) =

(20)
2D

It is easy to show that there will always exist exactly
one value of 0 < h < N — 1 that satisfies both
inequalities.

After determining h, we can find the power required by
each user, and hence the sum power of the BS. Iterating over
the initial power level will give the appropriate power level
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Fig. 2. Total network throughput as a function of the received power at cell
edge for various cache sizes.

that matches the total power P (noting that the total power is
monotonically increasing with the level of the water p).

V. NUMERICAL RESULTS

In this section we present numerical results to better illus-
trate the gain obtained by cache-aided communication scheme
and the proposed optimization framework. The performance
presented here are based on Monte Carlo simulation with
1000 network realizations per point. Each Network realization
consists of a random positioning of the U = M + N users
independently and uniformly over a circular area of radius
Tmax- 1he channel gain were evaluate using the distances to
the BS, and a random generation of B = 100 Rayleigh fading
variables per user. In all simulations we considered single
antenna users (Ng = 4) and a BS with Ny = N = 4 antennas.

Fig. 2 depicts the total network throughput as a function
of SNR at the cell edge.* In this study, the throughput is
defined by the data that is delivered to the users during the
delivery phase (not including the data that was previously
placed in their cache). The figure depicts the performance
for the cases that the overall cache memory at all users
contains M = 2 or M = 4 copies of the entire database.
For reference, the figure also depicts the performance with
no cache (M = 0). Following our assumption in Section IV,
the number of users changes according to the allocated cache
size so that U = M + N. The figure depicts the performance
with and without caching for three types of resource allocation.
‘Optimal power’ depicts the performance with the optimal
power allocation and optimal cache allocation as described
in Section IV. ‘Equal power’ uses the same power for all
frequency bins of all users, but optimal cache allocation.
‘Equal rate’ uses the power allocation that provide equal rate
all users (with optimal water-filling intra-user power allocation
for the different frequency bins of all users).

4Recall that each user experiences a different SNR. Thus, the SNR at the

cell edge is a convenient reference point, even though no user is actually
located at the cell edge.
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Fig. 3. Normalized network throughput as a function of the SNR at cell
edge for various cache sizes.

Note that for the “Equal rate’ the optimal cache allocation is
equal for all users. This scheme characterizes the performance
of previously published schemes in which the transmission
rate is taken as the minimal achievable rate among the active
users (e.g., [5], [30], [36]). Obviously, for such schemes were
the performance is bounded by the minimal rate, the optimal
power allocation leads to ‘Equal rate’.

The figure shows that caching and optimal power allocation
improve the performance. Yet, the fine details are hard to
observe due to the large range of the vertical axis. Fig. 3
presents the same rates, but in a normalized manner that allows
a better inspection. In this figure, each of the total rates was
divided by the total rate in the case of optimal power allocation
with no cache available at the users.

At high SNR regime, the difference between the channel
gain of the different users becomes negligible, and all users
approach the same rate. Hence, rate balancing is not critical
and we only see the effect of throughput increase. As each
scheme allows for serving M + N users simultaneously,
we expect a gain of (M + N)/N, which is 1.5 and 2 for the
case of M = 2 and M = 4, respectively. We see that these
values are indeed achieved with or without optimal power
allocation. This shows that optimal power allocation has a
minimal effect on the overall throughput in this regime.

On the other hand, at low SNR regime, the difference
between user rates is significant, and we also see the effect
of the rate balancing. It is transparent that the inherent
rate balancing effect of the optimized caching scheme leads
to a significant increase in the network throughput. Thus,
the ability to maximize the throughput while keeping strict
fairness gives gains which are close to twice the throughput
gains.

Note that for M = 0, the maximum rate constraint in (18)
requires that all rates to be equal. This is reasonable as in the
absence of cache, we have no balancing mechanism. Thus,
in this case the powers must be set such that all users achieve
exactly the same rate. Hence, the performance of the ‘Optimal
power’ and the ‘Equal rate’ schemes for m = 0 are identical.
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Fig. 4. Normalized network throughput as a function of the SNR at cell
edge for various path loss exponents.

In comparison, the ‘Equal power’ scheme achieves lower rates
due to the intra-user power allocation, i.e., the less efficient use
of the frequency bins with good fading. Also note that at very
low SNR, the ‘Equal rate’ scheme suffers a small decrease
in performance with larger cache sizes. This is due to the strict
fairness constraint, that requires the system to bring exactly the
same rate to a larger number of users simultaneously, while
the increase in DoF is meaningless at such low SNRs.

Fig. 4 shows the normalized rate for various values of the
path loss exponent, c.. Again, at high SNR, the rates are almost
identical, and all schemes have similar performance. However,
for low SNR we see significant difference between the curves.
We note that the amplitude variations between the users are
more considerable for larger values of the path loss exponent.
Thus, a more significant gain of the balancing mechanism can
be observed for larger values of . In particular, we see the
largest gain for oo = 4, and the second largest gain for o = 3.2.

VI. CONCLUSION

In this paper we studied the cache-aided communication
problem for cellular networks. An important feature of the
considered model is availability of multiple antennas at the
base station and the users. The links between the BS and
users are assumed to be asymmetric, and are modeled by
wideband fading channels. While it is known that cache and
spacial diversity can be traded to achieve DoF, our analysis is
not limited to DoF, and we have studied the time of delivery
in finite signal-to-noise ratio regime.

We formulated the cache allocation, cache placement, and
delivery scheme as a joint linear program. Even though the
number of variables in the LP is large (exponential in problem
parameter), the solution is very sparse (the number of non-zero
variables is quadratic in problem parameters), which makes it
feasible for practical implementation. The suggested scheme
is better than previously known schemes as each user can
be served at the rate of its own channel, rather than being
compromised by the poorest user in the communication group.
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We also considered a special case of the parameters for
which a closed form solution can be obtained. This closed
form solution was used to derive the optimal power allocation
algorithm. It is shown that the joint optimization of cache
usage and power allocation yields a gain for MIMO coded-
caching, which goes beyond the throughput increase. In partic-
ular, it is shown that in this case, the cache is used to balance
the users such that fairness and throughput are no longer
contradicting. More specifically, in this case, strict fairness is
achieved jointly with maximizing the network throughput.
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